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This paper studies the problem of inducing a presumably knowledgeable expert to reveal true information regarding the probability distribution of a future random outcome. I consider general information that includes, in particular, the statistics of probability distributions (such as mean, median, variance), and all categorical information (such as the most correlated pair of variables). I examine two types of incentive schemes: Those that reward the expert for being truthful, and, for the case of numerical and ordinal information, those that reward the expert increasingly with the accuracy of the prediction. For both cases, I establish simple criteria to determine the information that can be elicited, and offer a complete characterization of the associated schedule fee.
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Introduction



Suppose a principal wishes to solicit information from an expert regarding future random outcomes. Asking the expert for a probability assessment and paying a fixed amount gives the expert no reward for being accurate or truthful. A scoring rule is a prescription for paying an expert that depends on both the expert’s report and the actual outcome. It is strictly proper if it maximally rewards truthfulness, meaning that the expert maximizes his expected fee only by reporting truthfully (Brier, 1950; McCarthy, 1956; Savage, 1971; Winkler et al., 1996; Good, 1997). Scoring rules elicit the full probability distribution. Full information is, however, not always needed. For example, Thomson (1979) examines the case of the head ∗
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of a multidivisional firm (the principal) who wishes to learn information regarding the output at next period of the subunits it controls. The managers of subunits (the experts), in charge of the production process, are expected to have better information. Thomson studied the problem of eliciting the level of output that can be produced with some given probability. There are, of course, other questions that the principal might ask. She might have interest in other statistics of the distribution of output levels, such as its mean, variance, or a confidence interval. She might want to compare the production between subunits, might have interest in the fluctuation of production through multiple periods, or might want to know how the production is affected by other variables, such as the price of raw material. Naturally, the principal can always infer answers to all of the above by asking for the full distribution, and by rewarding the expert with a strictly proper scoring rule—for instance, the Brier score. However this poses practical difficulties when, as in the above example, the distribution is large or complex. From a technological perspective, its communication, encoding, or approximation may not be feasible. Further, the expert may not know the full distribution, or may not be able to gather all the information needed for a complete estimation. It is therefore important to be able to elicit partial information. There is some, limited, literature on this topic. Savage (1971); Reichelstein and Osband (1984) provide incentive schemes to elicit the mean, Bonin (1976); Thomson (1979); Gneiting and Raftery (2007) study the problem of eliciting the median and α-quantiles, and Osband and Reichelstein (1985) elicit order statistics. In this paper I study the problem of eliciting general information on the outcome distribution. I assume the expert receives private information that consists of a set of probability distributions, that presumably contains the true outcome distribution.2 The principal is, however, uninformed. She considers all distributions as being possible. To become informed, she hires the expert to announce a set of distributions that is supposed to include the true distribution. This allows the 2
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transmission of general information. For example, forecasting a mean of 5 is equivalent to announcing the set of all the distributions that have mean 5, and claiming that the variance of X is greater than the variance of Y corresponds to announcing the set of all the distributions that satisfy this claim. Naturally the collection of messages that the expert is allowed to send must be restricted. It depends on what the principal wishes to learn: If she asks for the mean, the expert should report an estimate of the mean, not the variance. It is of natural interest to ask whether the principal can elicit arbitrary information. The answer is no in general. For example, it is shown that the mean of a random variable can be elicited, but not the variance. The primary purpose of this paper is to develop simple criteria to check the existence of an incentive device capable of eliciting a particular information. I distinguish between two alternative elicitation schemes, qualitative versus quantitative, one being stronger than the other. With the first type of schemes, the expert is given strict incentives for being truthful: The expert’s only best response is to tell the truth. Those are the schemes commonly studied in the literature. The second type of schemes applies to information regarding distribution parameters, the expert is then rewarded increasingly with the accuracy of his estimates. For continuous information—that describes continuous distribution parameters such as the mean—I find a common criterion for the existence of both schemes, that can be expressed as a simple convexity (or linearity) condition on the allowed messages. For discrete information—that includes discrete parameters and categorical information, such as which event is most likely—convexity is still required but is no longer sufficient. The ability to offer strict incentives depends on whether the possible messages constitute a power diagram, a geometric object used in computational geometry. The second type of scheme exists if, and only if, the sets of distributions that the expert can communicate form “slices” of the space of distributions. The second purpose of the paper is to offer a simple description of the incentive schemes that can be used on the expert, when elicitation is possible. While those
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are generally nontrivial and are infinitely many, I show that they can easily be derived from some base functions that, though often complex, only need to be computed once and for all. This provides a complete closed-form characterization in many cases of interest, as I illustrate throughout the paper. For the special—but common—case of eliciting distribution parameters, I show that all the elicitation schemes that give proper incentives correspond to variants of second price auctions on a family of securities, with random reserve prices. I use the assumptions standard in the literature (see Brier (1950); Savage (1971); Thomson (1979)). In particular, I focus the discussion on the incentive constraints. This is without loss of generality, as in principle, participation constraints can be satisfied with the inclusion of a sufficiently large fixed payment (in addition to the performance-contingent payment). As common the expert is presumed to be sufficiently well-informed and to have immutable knowledge, especially, he does not acquire costly information. By a standard argument (Savage, 1971; Winkler et al., 1996; Karni, 2009), this is not limiting, as any payment schedule that provides strict incentives could be scaled to absorb such costs and induce the expert to exert the necessary efforts. Finally, I assume the principal is endowed with all the bargaining power, and so can make a “take-it-or-leave-it” offer to the expert. Despite the simplicity of the setting, much of the interest remains. The paper proceeds as follows. In Section 2, I introduce the information structure and general incentive devices. In Section 3, I focus on continuums of information, used to represent continuous distribution parameters, such as mean, variance, or entropy. I characterize information that can be elicited truthfully and describe the associated incentive devices. In Section 4, I consider the case of finite information, such as discrete parameters (e.g., mode, median of a discrete random variable), or categorical information (e.g., the most likely event of a given list, an ordering of random variables with respect to their mean, etc.). In Section 5, I discuss the related literature. Conclusions are drawn in the final section. For clarity, all proofs are relegated to the appendix.
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The model



I consider two individuals, the principal—hereafter referred to as Alice—and the expert—referred to as Bob—along with a random experiment with finite sample space Ω. The experiment materializes at some time T . Prior to time T , the outcome is uncertain. Alice and Bob agree that, at some time t < T , the outcome ω occurs with some probability p[ω]. The distribution p completely characterizes the uncertainty of the future outcome. Bob receives private information regarding p, that consists of a set of distributions that includes p. An important point to realize is that Bob may not have perfect knowledge of p. For example, he may believe that the mean temperature tomorrow is 50◦ F , without knowing the exact temperature’s density function. Alice is, however, uninformed. This means that she considers all distributions as possible a priori.3 As common in the principal-expert literature, I assume Alice is non-bayesian, in that she knows nothing about p and does not believe in a prior distribution. This is not restrictive: If Alice had a prior with full support, it would not impact the results of this paper.



4



At time t, she inquires Bob’s forecast.



Assume Alice has interest in partial information on p. For example, Alice may desire to learn the mean or the variance of some random quantity. Assume Bob knows enough so as to be capable of fulfilling Alice’s demand.



2.1



Information sets



Bob responds by announcing a set of distributions, that, supposedly, includes the true outcome distribution. This allows to specify general information, including, but not limited to, statistics of the probability distribution. For instance, if Bob wishes to forecast a full distribution q, he sends to Alice the singleton {q}; if Bob 3 For simplicity, I do not impose any restriction on the possible distributions, however the results and proofs of this paper easily extend with little or no modification when the true distribution is chosen from an arbitrary convex set. 4 In particular, having a common prior on the outcome distribution does not impact the results of this paper.
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wants to say that the median is 8, he sends to Alice a message that consists of all the distributions that have median 8; more generally, when making a claim on the outcome distribution, Bob sends the set of all the distributions that satisfy the claim. As Bob is asked to report specific information, the collection of messages that Bob is permitted to transmit is limited. I model information of interest by information sets. They contain sets of possible outcome distributions. Information sets are simply interpreted: An agent knows information set S when she is able to extract at least one element A of S that contains the true distribution p (however she may not be able to distinguish between the distributions of A). The elements of an information set consist of the messages that Bob is allowed to send. Example 2.1. Alice wishes to learn the mean of a random quantity X that takes values in some set Ω = X whose minimum is x and whose maximum is x—for example, how many units of a new product will be sold. Information on the mean is modeled by the information set S = {Ax }x∈[x,x] , Ax being the set of all distributions q over X that are such that x is the mean of X under q. If Alice knows S, she knows that the true distribution p belongs to some set Am , so infers that the mean of X is m. Similarly, to forecast a mean value m, Bob picks among the set of possible messages S the set Am . Without loss of generality, I make two assumptions on the elements of information sets S: First, they must be exhaustive, in that they must cover the full class of distributions, ∪A∈S A = ∆(Ω); second, they must never be redundant, that is, for all A, B ∈ S, A 6⊆ B. Note that information sets need not form a partition. Allowing overlaps is useful—and even necessary as argued in Section 4—to describe, for example, discrete distribution parameters. Intuitively, overlaps occur when two or more answers are correct. Example 2.2. Suppose that instead of the mean, Alice wishes to get a median of X. The information that Alice wants to learn is modeled by the information set
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p[X = 3] = 1



1 is a median 2 is a median 3 is a median



p[X = 1] = 1



p[X = 2] = 1



Figure 1: Information set for the median of a variable X that takes values 1, 2 and 3. S = {Ax }x∈X , where Ax is the set of all the distributions for which x is a me dian, p ∈ ∆(X ) | p[X ≤ x] ≥ 12 , p[X ≥ x] ≥ 12 . Figure 1 draws S in the simplex of distributions, for a random variable that takes 3 possible values. The elements of S overlap at their boundaries, because several medians can exist for the same distribution. When Bob chooses a message from S, Alice learns one of possibly several medians. If Alice was more specific, and asked for the greatest median, or for the list of all the medians, the set of possible messages would have formed a partition. However in Section 4 it is shown that, while Alice can always induce Bob to announce a median, she cannot do so for an information partition. Example 2.3. Consider n events E1 , . . . , En ⊂ Ω; for instance, the Ei ’s could indicate the success of a project. Alice wishes to rank the events in order of their likelihood. Alice’s information set contains one element Aσ for each possible permutation σ of {1, . . . , n}, where σ corresponds to the ranking of events Eσ(1) , . . . , Eσ(n) , in order  of decreasing probability. That is, Aσ = p ∈ ∆(Ω) | p[Eσ(1) ] ≥ · · · ≥ p[Eσ(n) ] contains all the outcome distributions that agree with the ordering σ. Figure 2 shows S for the ranking of three pairwise incompatible events. S is not a partition, as there are distributions for which two or more events are equally likely, so several possible
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p[A] = 1 p[A] ≥ p[C] ≥ p[B] p[A] ≥ p[B] ≥ p[C] p[B] ≥ p[A] ≥ p[C] p[B] ≥ p[C] ≥ p[A] p[C] ≥ p[B] ≥ p[A] p[C] ≥ p[A] ≥ p[B]



p[C] = 1



p[B] = 1



Figure 2: Information set for the ranking the probability of 3 pairwise incompatible events A, B and C. orderings may be simultaneously valid.



2.2



Compensation schemes



The timing of the elicitation mechanism is as follows. At time t, Alice communicates to Bob the information she wishes to learn (for example, the mean of a variable) modeled by information set S (in the sequel referred to as Alice’s information set). The supplied information set comprises all permitted messages. In return, Bob sends to Alice a prediction, an element of S that supposedly contains the true outcome distribution. Bob must choose his forecast from the menu offered by Alice, meaning that Alice elicits exactly the information of interest. For example, if Alice wishes to learn the mean of a variable, Bob is obligated to forecast a mean, and nothing else. Later, at time T , the outcome materializes. Alice observes the outcome, and offers Bob monetary rewards as described below. Unless mentioned otherwise, I assume that Bob is capable of responding to Alice. He may, however, know more that what Alice wishes to learn.5 In the extreme case, 5



The impossibility results of this paper do not apply when Bob is assumed to know exactly the information that Alice requests and nothing more. In this case, under a common prior assumption, Alice may be able to information than she would not have been able to get in the general case. This



Eliciting Information on the Distribution of Future Outcomes



·



9



Bob can be fully informed, and know the exact outcome distribution. Alice offers utility compensations to ensure Bob’s honesty. Those take the form of a contract Π : S × Ω 7→ R that specifies the amount of money Π(A, ω) transferred to Bob when he announces A while outcome ω obtains. Alternatively, to each possible announcement A ∈ S, the contract Π provides Bob with a security Π(A, ·) ∈ RΩ , whose payoff is contingent upon the outcome that realizes. Bob is assumed to exhibit full or partial preferences over securities, and responds optimally in accordance with his preferences. To simplify matters, I assume that Bob has a neutral attitude towards risk—however the analysis that follows can be applied to general utility maximizers.6 I do not impose any restriction on Bob’s preferences, except that they be consistent with his knowledge. This means that Bob will prefer securities that yield an expected revenue at least as high as that of any other security, under all the outcome distributions that Bob considers possible given his private information. More precisely, if S1 and S2 are two securities such that, under all distributions p of some set A, the expected value of S1 , Eω∼p [S1 [ω]], is at least as large as the expected value of S2 , then, should Bob know that A contains the outcome distribution, he would always prefers (at least weakly) S1 to S2 . Alice wishes to design contracts that induce Bob to answer honestly. Those are called (strictly) proper contracts, in the terminology of the forecasting literature. A contract is proper when, as long as he knows the correct answer, Bob has no incentives to lie. If Bob’s only best response is to answer truthfully, the contract is is, however, a very strong assumption. For example, Alice can design a mechanism that induces Bob to report honestly the variance, if that is all he knows; but, if Bob happens to know other information, such as the mean, he will misreport, no matter what incentive scheme is being used. 6 More precisely, Alice’s ability to design contracts that induce honesty does not depend on Bob’s utility function. But the contracts do, and can be obtained by a simple transformation of the riskneutral case: If Π(A, ω) defines an appropriate payment for risk-neutral Bob, then u−1 (Π(A, ω)) is also appropriate when Bob has utility for money u. When Alice does not know Bob’s utility, or when Bob’s preferences follow a non-expected utility model, the same analysis applies where Bob is rewarded with lottery tickets instead (see Karni (2009) and Lambert (2009)).
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said to be strictly proper. Formally, the contract Π is proper when A ∈ arg max E [Π(B, ω)] , B∈S



ω∼p



∀A ∈ S , ∀p ∈ A ,



(2.1)



∀A ∈ S , ∀p 6∈ A .



(2.2)



and is strictly proper if, in addition, A 6∈ arg max E [Π(B, ω)] , B∈S



ω∼p



As common in the literature, in this paper the objective is to provide strict incentives through strictly proper contracts. An interesting special case is that of ordinal information, as exemplified with distribution parameters. Ordinality—as opposed to cardinality—implies a notion of accuracy. For instance, suppose Alice wishes to learn the mean of some random variable. If the true mean is 10, and Bob announces 8, Bob’s forecast is more accurate than a mean estimate of 5. When using a strictly proper contract, Alice rewards correctness: The maximum expected payment is obtained if and only if the prediction is correct. Here, Bob maximizes his average fee by predicting a mean of 10. However, a strictly proper contract imposes a priori no restriction on the payments resulting from incorrect predictions. If Bob announces 8, he does not necessarily obtain a greater expected reward than when announcing 5, even though the latter estimate is further away from the true mean. When Alice is interested in information that can be ordered, she might want to reward accuracy and guarantee that, the closer Bob is to the truth, the greater the payment. Alice might well be able to make use of forecasts that are not too far off the truth, and Bob may only be able to estimate parameter values up to a limited degree of accuracy. To obtain the best possible prediction from Bob, Alice should use accuracy rewarding contracts. Those contracts offer rewards that increase with the accuracy of the forecast. Precisely, assume that the information set S that Alice seeks to learn has a strict total order ≺. A contract Π is said to be accuracy rewarding when
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Π is strictly proper and when the following is true for all distributions p ∈ ∆(Ω) and all possible predictions A, B ∈ S: • if A ≺ B  C for all true predictions C ∈ S (i.e., such that p ∈ C) then Eω∼p [Π(A, ω)] < Eω∼p [Π(B, ω)], • if C  B ≺ A for all true predictions C then Eω∼p [Π(A, ω)] < Eω∼p [Π(B, ω)]. By definition all contracts that reward accuracy also reward correctness, however the converse is not always true.



2.3



Notation



Denote by ∆(Ω) the set of all probability distributions over Ω, and by RΩ the set of real functions on Ω, considered as a vector space with inner product hX, Y i = p P hX − Y, X − Y i. For notational ω X[ω]Y [ω] and distance d(X, Y ) = kX −Y k = simplicity I identify a distribution with its density and write p[ω] = p[{ω}]. For a subset of V of a vector space, I denote by dim V the dimension of its linear span. A real-valued function f on V is linear when f (αx + βy) = αf (x) + βf (y) for all elements x, y of V and scalars α, β. A convex polyhedra of a convex set C of a vector space is non-degenerate when it has the same dimension as C. A contract will be indifferently represented by a function Π : S × Ω 7→ R that gives a payment as a function of a prediction and an outcome, or equivalently as a function Π : S 7→ RΩ that associates a security to each possible prediction. For an outcome distribution p, denote by Π(A, p) Bob’s expected payment Eω∼p [Π(A, ω)] when he announces A. I will make extensive use of the fact that Eω∼p [Π(A, ω)] = hΠ(A), pi. For a distribution p, a strict total order ≺ on S, and A ∈ S, A  p means that for all element C of S that contains p, A  C.
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Continuous information sets



Nicolas Lambert



In this section I assume that the information S that Alice wishes to learn forms a continuum, S = {Ax }x∈I for some interval I = [a, b]. S typically represents information conveyed by some continuous parameter of the outcome distribution. For example, when S represents the mean of a numeric outcome, Ax contains all the distributions that have mean x. For tractability, I impose two conditions on S: First, all sets Ax have empty interior with respect to ∆(Ω), meaning that the parameter can never be constant on a local neighborhood. Second, the parameter is continuous, in that it satisfies the intermediate value theorem: If p ∈ Ax and q ∈ Ay , x < y, then any path between p and q intersects Az , for all z ∈ [x, y]. The information sets that satisfy those assumptions are called regular continuous information sets. The assumptions are not very restrictive, and are satisfied for commonly used continuous parameters, such as the mean and order statistics, standard deviation and centered moments, correlation and covariance, entropy, skewness, kurtosis. Can we elicit all distribution parameters with strictly proper contracts? I show below that the answer is no. Specifically, elicitable information must be represented by information sets whose elements are convex—or equivalently, given the regularity assumption, whose elements form a hyperplane of ∆(Ω). This means that the parameters that can be elicited truthfully are those with convex level sets: The set of distributions with the same parameter value must be convex. As argued above, when eliciting parameters, it is preferable to use contracts that reward accuracy (with respect to the usual ordering on real numbers). Fortunately, for regular continuous information sets, strictly proper contracts are also accuracy rewarding. Theorem 3.1. A regular continuous information set S = {Ax }x∈I admits a strictly proper (resp. accuracy rewarding) contract if and only if, for all x ∈ I, Ax is convex. The intuition of the proof is as follows. The necessary convexity of the sets Ax is easily shown. If announcing Ax maximizes Bob’s expected fee under some given
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outcome distributions, then, by linearity of the expectation operator, the expected fee is also maximized under all mixtures of those distributions. The converse is the more “difficult” part. First note that, if an element Ax of information S is convex, then it cannot be solid (of non-zero volume), not to violate the first condition of the regularity assumption. So Ax must be included in a hyperplane, with unit normal nx . The second condition of the regularity assumption implies that Ax separates the space of distributions in two half-spaces, one containing all the sets Ay with y ≥ x, the other all those with y ≤ x. Suppose that nx is chosen to be oriented towards the former half-space, and interpret nx as a security that pays off nx [ω] when outcome ω obtains. Consider the following contract: When Bob announces Ax , give Bob an infinite number of infinitesimal securities ny dy, one security for each y ≤ x. Then, if Ax contains the outcome distribution p, but Ay does not, the expected value of the security ny dy is hp, ny idy. The orientation of the normal was chosen such that this value is positive if y < x, and negative if y > x. Hence, Bob always prefer to announce Ax . An interesting consequence of the above criterion is that not all parameters can be procured. For example, it is easily shown that Alice can induce truthful reports of the probability of a random event, the mean and order statistics of a random variable. However, Alice can never do so for the variance and other centered moments, the covariance, the entropy, the skewness or kurtosis of random quantities, because these parameters violate the convexity condition. This is due to the fact that payments that induce honesty must sometimes depend on information that is not part of Bob’s report. For example, Alice cannot get a truthful estimate of the variance alone, but it is easily shown that she can do so when Bob provides both the variance and the mean. Obviously, if Alice knew the probability of each outcome, she would also know the value of all distribution parameters. So, no matter how complex, Alice can infer the value of any given parameter from parameters that can be elicited directly and truthfully, such as probabilities of outcomes or order statistics. From a practical
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standpoint it is in Alice’s best interest to ask for as few parameters as possible to limit the communication overhead. The minimal number of such “elicitable” parameters that together imply the parameter of interest is called elicitation complexity. Elicitation complexity defines a hierarchy on distribution parameters. For example, the mean has complexity 1, the variance, which cannot be elicited directly but can be inferred from the first and second moment, has complexity 2, and the excess kurtosis, that can be inferred from four moments, has a complexity no more than 4. The greater the complexity, the harder the elicitation. In a long version of this paper, I explore in greater details the notion of elicitation complexity. As all parameters can be inferred from the full distribution—that requires as few as n − 1 probability estimates (where n is the size of the outcome space)—the complexity is never higher than n − 1. This upper bound is reached: I show that there exist parameters of any complexity between 1 and n − 1. In particular I show that there are parameters of maximal complexity, such as the maximum likelihood: These parameters are as difficult to learn as the full distribution, in that, to be elicited truthfully, they require the elicitation of the full distribution. Once the information of interest S passes the convexity test of Theorem 3.1, it remains to determine what contracts should be used. Fortunately such contracts are well structured. As parameters are assumed to be continuous, it is reasonable to impose a smoothness condition on the payments. In other words, the variation of payments that results from two close predictions should be small. In the remaining of this section, I focus on continuously differentiable contracts. A contract Π is continuously differentiable when the function x 7→ Π(Ax , ω) is continuously differentiable for all ω. I show that for any regular information that satisfies the convexity condition there exists a particular base contract, uniquely defined up to a weight factor, such that the strictly proper and accuracy rewarding contracts are obtained by integrating the base contract weighted by any non-negative, nowhere locally zero function.



Eliciting Information on the Distribution of Future Outcomes



·



15



Theorem 3.2. Assume S admits a strictly proper contract. Then there exists a ˆ such that a continuously differentiable continuously differentiable base contract, Π, contract Π is strictly proper (resp. accuracy rewarding) with respect to S if and only if there exists a security S0 ∈ RΩ , and a non-negative continuous function λ : [a, b] 7→ R+ nowhere locally zero such that Z Π(Ax , ω) = S0 [ω] +



x



ˆ t , ω)dt . λ(t)Π(A



(3.1)



a



ˆ t , ·) is a normal to the hyIt is easy to get the base contracts: For each t, Π(A perplane At , oriented positively, i.e., towards the increasing values of the parameter (towards Ab ). The proof idea is as follows. First note that adding a bonus security does not impact Bob’s best response. Using the normal nx of the previous proof sketch, when ˆ t , ω) = nt [ω], any contract of the form (3.1) provides strict incentives choosing Π(A as established above. To get the converse, assume that Bob is rewarded with a strictly proper contract. Assume that when reporting Ay , Bob gets a security S(y). Bob’s expected fee, under distribution p, is Eω∼p [S(y)[ω]] = hS(y), pi. If p ∈ Ax , the first order condition yields hS 0 (x), pi = 0. Recall that Ax is a hyperplane (in the space of distributions), implying that S 0 (x) is colinear to nx . Strict properness and the regularity condition together imply that S 0 (x) is non-zero locally and has the same direction as nx . This characterization may be interpreted as an extension, to general continuous parameters, of the integral-form representation of strictly proper scoring rules, first established by Shuford et al. (1966) and later revisited by Schervish (1989). Two compensation schemes that elicit the same information differ only in their weight function and the “bonus” security. Once a base contract is known, one can generate the whole family of strictly proper/accuracy rewarding contracts by varying the weight and the bonus security. Example 3.1. Alice wishes to obtain the mean of a random variable X taking values
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in [a, b], for example the mean production at next period. To report a mean estimate m, Bob sends to Alice the set Am of all the distributions p with mean m, i.e., P satisfying x p[x]x = m. This gives nt , defined as nt [x] = x − t, as a normal to At . Remark that nt is positively oriented, as hnt , pi > 0 whenever the mean of X under p is greater than t. Applying the above characterization, the strictly proper/accuracy rewarding contracts that can elicit the mean of X take the form Z



m



λ(t)(x − t)dt ,



Π(Am , x) = S0 [x] + a



with a weight factor λ(t). In particular, choosing λ = 2 and S0 [x] = K − (x − a)2 gives the contract Π(Am , x) = K − (m − x)2 , that represents the negative quadratic loss, analogous of the Brier score for random variables. Behind the integral representation of the schedule fee lies a simple interpretation: The payments given by (3.1) correspond to the expected profit that Bob would get when participating in a variant of a second-price auction. In this auction, Alice offers a security from a parametric family {Rα }α∈I . Bids refer to the security parameter: Auction participants are asked to bid the maximum value α for which they are willing to get security Rα . The winner is the bidder with the highest bid. Here Bob competes against a dummy bidder whose bid y is distributed according to some density f . (Equivalently, Bob participates in an auction with a random reserve value distributed according to f .) Ties are broken arbitrarily, for example, in favor of Bob. When ω materializes, Bob’s expected profit when bidding x is Z P[y ≤ x] E[Ry [ω] | y ≤ x] =



Ry [ω]f (y)dy . y≤x



Let’s consider a contract Π of the form (3.1). By letting f (y) = λ(y)/



R I



λ and
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 ˆ y , ω), Bob’s expected profit from the auction is written λ Π(A Z



ˆ t , ω)dt . λ(t)Π(A



t≤x



If, in addition, Bob is awarded the bonus security S0 , his expected profit exactly equals Π(Ax , ω). Conversely, for any density function f that is continuous and nowhere locally zero, Bob’s expected profit equals the remuneration he would obtain with some strictly proper contract. The family of securities {Rα }α∈I that Alice should auction off depends on the parameter that she wishes to acquire. In particular, when the contract is designed for the purpose of eliciting the probability of an event or the mean of a variable, strictly proper and accuracy rewarding contracts correspond exactly to second-price auctions (with an additional bonus security). When eliciting a probability, the good for sale is a security that pays K > 0 if the event occurs and zero otherwise. When eliciting the mean, it is a security that pays y, where y is the realized value of the variable. Consequently, from the perspective of a risk-neutral agent, strictly proper scoring rules—whose characterization is relatively complex, see Savage (1971), Schervish (1989) or Gneiting and Raftery (2007)—have a very simple interpretation: They are second-price auctions with a dummy bidder (or equivalently with a random reserve price). These auctions can of course be used with more than one expert (however they are in such case no longer the only mechanisms capable of eliciting the truth). The auction interpretation also gives a natural connection between scoring rules and other seemingly unrelated probability elicitation mechanisms, such as the one recently suggested by Karni (2009).
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Finite information sets
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Nicolas Lambert



Contracts that reward correctness



I now consider finite information sets S: Bob must pick his message among a finite collection S. In that case, convexity of the elements of S is still required for Alice to be able to offer strict incentives, but is no longer sufficient. To characterize the information that Alice can elicit, I use geometric objects called power diagrams, used notably in computational geometry and introduced by Imai et al. (1985) and Aurenhammer (1987). Consider a convex subset C of Rn , with the euclidian distance d. Let x1 , . . . , xm be points of C—called sites in the sequel. Associate to each site xi some weight wi ∈ R. Weights are used to express the relative power that sites impose on their neighboring points. The greater the weight, the greater the power. More precisely, the measure of the power of weighted site (xi , wi ) on a point y is given by the power function pow(xi , y) = d(xi , y)2 − wi . The value pow(xi , y) can be interpreted as a distance: The lower the value pow(xi , y), the “closer” y is to site xi , and the greater the power of site xi on point y. Sites compete to exert their influence on neighboring points; the power cell Ri of a site xi gathers all the points y that are under direct influence of xi , that are the points y such that pow(xi , y) ≤ pow(xj , y) for all j 6= i. The collection of power cells {R1 , . . . , Rm } is called the power diagram of the family of weighted sites {(xi , wi ), 1 ≤ i ≤ m}. Figure 3 shows an example of power diagram in two dimensions. When wi ≥ 0, the power function pow(xi , y) has a simple geometric interpretation: It represents the squared distance δ 2 between the point y and a sphere √ centered on xi with radius wi . Here the distance between a point and a sphere is not conventional: δ is the distance between y and a point on the sphere that touches a tangent line passing through y. Thus, given a set of spheres, power diagrams give
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x2 x1



x4



x3



x5



Figure 3: A power diagram in the euclidian plane. the regions of the space that are closest to each sphere, the larger the sphere, the greater the influence of its site. When all weights are zero, the power function pow(xi , y) is simply the squared distance between xi and y, and so the measure of influence of xi is given by the distance from its neighbors. In this special case the power diagram gives the regions of points that are closest to each site, the power diagram is then better known as the Voronoi diagram of the set of sites. Power diagram and Voronoi diagrams are used in a variety of fields, including mathematics, computer science, and econometrics, see Aurenhammer (1991) or De Berg et al. (2008) for a literature review. Given a contract Π, if Bob always makes an optimal decision, his expected remuneration as a function of the outcome distribution p is p 7→ max E [Π(A, ω)] , A∈S ω∼p



which describes the upper envelope of non-vertical hyperplanes in ∆(Ω) × R. Thus, the distributions for which Bob makes announcement A form the projection Aˆ of the piece of the hyperplane given by p 7→ Eω∼p [Π(A, ω)] that belongs to the envelope. Recall that a contract is strictly proper when Bob maximizes his expected fee if and
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p[E1 ] = 1



E1 is most likely E2 is most likely E3 is most likely



p[E3 ] = 1



p[E2 ] = 1



Figure 4: Power diagram representation of the information set for the most likely of three pairwise incompatible events. only if he makes correct predictions. This implies that Π is strictly proper if and ˆ In other words, only if each element A of S coincides with the projected piece A. strictly proper contracts correspond to information sets that are the projection of an upper envelope of hyperplanes. It can be shown (see the full proof in appendix) that those projections correspond exactly to power diagrams: Even though power functions are quadratic, the zone of influence of a site is defined by differences for power functions, which are linear. Theorem 4.1. The information set S admits a strictly proper contract if and only if S is a power diagram of ∆(Ω) for some set of weighted sites. Example 4.1. Alice wishes to know which one of n events E1 , . . . , En ⊂ Ω is most likely to occur, for example, each Ei could indicate the success of a project. Alice’s information is S = {Ai }1≤i≤n where Ai is the set of all the outcome distributions for which Ei is most likely. To construct a power diagram that generates S, one must find n weighted sites of ∆(Ω) such that Ai is the region of influence of the i-th point, as illustrated in Figure 4. Let m be the total number of outcomes, and mi be the number of outcomes in



Eliciting Information on the Distribution of Future Outcomes



·



21



event Ei . Let’s construct a set of sites p1 , . . . , pn such that, if p is in the power cell of pi , Ei is at least as likely under p as other events Ej . By symmetry, we can try to consider distributions pi that are uniform on Ei and its complement. This yields 2



2



d(p, pi ) = kpk − 2p[Ei ]







pi [Ei ] pi [Ω\Ei ] − mi m − mi



 −2



pi [Ω\Ei ] pi [Ei ]2 pi [Ω\Ei ]2 + + m − mi mi m − mi



Thus, if pi is chosen such that, for all i, pi [Ei ]/mi − pi [Ω\Ei ]/(m − mi ) = α > 0, then by letting wi = pi [Ω\Ei ](2 − pi [Ω\Ei ])/(m − mi ) − pi [Ei ]2 /mi , we get that d(p, pi )2 − wi ≤ d(p, pj )2 − wj , if and only if −2αp[Ei ] ≤ −2αp[Ej ] . Therefore the information set S corresponds to the power diagram defined by weighted sites (pi , wi ), and by Theorem 4.1 Alice can design a strictly proper contract. Power diagrams are relatively complex objects. Contrary to a simple convexity test, it may be tedious to check whether the elements of an information set compose a power diagram. However, power diagrams satisfy some necessary conditions that are easy to verify, and often suffice to rule out information that cannot be elicited. Lemma 4.2. If there exists a strictly proper contract for S, then the elements of S are non-degenerate closed convex polyhedra of ∆(Ω), and, when the intersection of two elements of S is not empty, it is a degenerate closed convex polyhedron. Example 4.2. Given two random quantities X, Y taking value in X —so with outcome space Ω = X 2 —Alice wishes to know which of X or Y has the largest variance. Alice’s information set then includes two subsets, one for all the distributions such that Var(X) ≥ Var(Y ), and the other for all the distributions such that Var(Y ) ≥ Var(X). But neither of these sets is convex. For instance,
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take X = {0, 1}. Let p, q be distributions such that X and Y are independent, defined by p[X = 0] = q[X = 1] = 1, and p[Y = 1] = q[Y = 1] = r = (p + q)/2. Then, Varp (X) = Varq (X) = 0 < Varr (X) =



1 4



>



2 9



2 9



1 3.



Let



= Varp (Y ) = Varq (Y ). Yet,



= Varr (Y ). The reasoning trivially extends to arbitrary sets X .



Note that Lemma 4.2 implies that there always exists some overlap between the elements of an elicitable information set: As the elements of any finite partition of a closed, non-degenerate convex polyhedron cannot all be closed, any information set that is a partition violates the closeness condition of the lemma. Thus any information taking the form of a finite partition can never be elicited. However, the overlap cannot be too significant, since it must be included in a hyperplane of ∆(Ω). This means that to be able to elicit finite information, there must exist situations for which two or more predictions are simultaneously correct, but those situations should almost never happen. In other words, elicitable information always takes the form of a partition except for a measure zero set of distributions. Example 4.3. Given a random variable X taking value in X = Ω ⊂ R, Alice wishes to ask Bob for a 90%-confidence interval for X, i.e., an interval [a, b] that satisfies p[X ∈ [a, b]] ≥



9 10 ,



p[X ∈ (a, b]] ≤



9 10



and p[X ∈ [a, b)] ≤



9 10 ,



with p the true



distribution of X. Alice’s information set S contains all sets A[a,b] , that include all the distributions of X such that [a, b] is a 90%-confidence interval. Those sets are all closed convex polyhedra, however they fail the second condition of Lemma 4.2, as illustrated in Figure 5 for intervals [1, 2] and [2, 3], since the intersection of the two associated sets of distributions has non-zero volume.7 Thus Alice cannot ask Bob to predict an arbitrary 90%-confidence interval. If, however, Alice asks for a more specific confidence interval, such as a symmetric confidence interval, the overlaps 7 1 To see this in the general case, let x1 < · · · < xm be the values taken by X. Let α = 10 and  = min{(1 − 2α)/(m + 2), α2 }. Let p be the distribution defined by p[X = x2 ] = p[X = xm−1 ] = (1 − (m − 2))/2, Pand p[X = xi ] =  for i 6= 2, m − 1. Let Q be the set of probabilities q = p + δ, for all δ such that ω δ[ω] = 0 and |δ[ω]| < 2 for all ω. For all the distributions q of Q, both [x2 , xm ] and [x1 , xm−1 ] are 90% confidence intervals, and as Q is a ball in ∆(Ω), the intersection of A[x2 ,xm ] and A[x1 ,xm−1 ] cannot be included in a hyperplane.
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p[X = 3] = 1 [1, 3] [1, 2] [2, 3] [1, 1] [2, 2] [3, 3]



p[X = 1] = 1



p[X = 2] = 1



Figure 5: The information set for the 90% confidence interval of a variable X taking 3 possible values. are sufficiently reduced to pass the test of Lemma 4.2. (Indeed, it is easily shown that there exist strictly proper contracts that elicit symmetric confidence intervals.) Example 4.4. The conditions of Lemma 4.2 are necessary but not sufficient. Suppose that Alice is interested in the whether tomorrow, considering only three possible states: Sunny, rainy, or snowy. Alice wishes to know if there will be sun with at least 50% chance, or, when the probability of sunny weather is no greater than 50%, whether it is more likely to rain or to snow. Alice’s information set includes three elements, A (sun with at least 50% probability), B (sun with no more than 50% probability, rain at least as likely as snow), and C (sun with no more than 50% probability, snow at least as likely as rain). These sets, as shown in Figure 6, trivially satisfy the conditions of Lemma 4.2. Yet, there does not exist a strictly proper contract as, geometrically, it is impossible to design an envelope of hyperplanes that project onto these sets.8 8 ` 1 1To ´see this,` 1let’s 1use ´ the notation ` ´p = (p[sunny], p[rain], p[snow]). Let p0 = (1, 0, 0), p1 = , , 0 , p2 = 2 , 0, 2 , p3 = 41 , 14 , 14 . Consider a contract Π. Both predictions A and B are 2 2 valid under p1 , so Π(A, p1 ) = Π(B, p1 ). Similarly, Π(A, p2 ) = Π(C, p2 ), Π(A, p3 ) = Π(B, p3 ) = Π(C, p3 ), Π(B, p0 ) = Π(B, p0 ). By linearity of expectation, 2Π(A, p3 ) = Π(A, p1 ) + Π(A, p2 ), so 2Π(C, p3 ) = Π(B, p1 ) + Π(C, p2 ) implying Π(B, p1 ) = Π(C, p1 ). Also, since the vectors p0 , p1 , p2 are independent, Π(B) is entirely specified by Π(B, p0 ), Π(B, p1 ), Π(B, p3 ), and Π(C) is entirely
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p[snow] = 1



Sun with at least 50% chance Sun with no more than 50% chance, more likely to rain Sun with no more than 50% chance, more likely to snow



p[rain] = 1



p[sun] = 1



Figure 6: This information set is not a power diagram. Theorem 4.1 determines the existence or non-existence of an incentive device that elicits the truth, and it remains to know how to implement such a scheme. Let’s assume that at least one strictly proper contract exists regarding Alice’s information set S. Then there always exists an infinity of such contracts, but, as for continuous information, they are well structured: I prove that the (strictly) proper contracts are the mixtures of some fixed, base contracts, that may include a bonus security. Theorem 4.3. Assume S admits a strictly proper contract. Then there exists ` ≥ 1 ˆ 1, . . . , Π ˆ ` , called base contracts, such that a contract Π is proper (resp. contracts Π strictly proper) if and only if there is a security S0 ∈ RΩ , and non-negative (resp. strictly positive) reals λi , i = 1, . . . , ` such that



Π(A, ω) = S0 [ω] +



` X



ˆ i (A, ω) , λi Π



∀A ∈ S, ω ∈ Ω .



(4.1)



i=1



The intuition leading to Equation (4.1) is as follows. Remark that the condition that defines a proper contract corresponds to an infinite (and even uncountable) set of homogeneous linear inequalities in the space of contract functions given by specified by Π(C, p0 ), Π(C, p1 ), Π(C, p3 ). However, Π(B, p0 ) = Π(C, p0 ), Π(B, p3 ) = Π(B, p3 ), and Π(B, p1 ) = Π(C, p1 ). Hence Π(A, ·) = Π(B, ·) and Π cannot be strictly proper.
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Equation (2.1). There is one inequality for each pair of elements of S, and for each distribution in the first element of the pair. Recall that as long as it is possible to provide strict incentives, the elements of S must form a power diagram, and in particular must be composed of convex polyhedra. Although there are an infinite number of inequalities, by linearity of the expectation operator they only need to be satisfied at the extreme vertices of the polyhedra that compose S, and so the whole system reduces to a finite number of homogeneous inequalities. As the system only contains homogeneous equations, the solutions form a polytope composed of a union of translated cones in the space of contracts (Eremin, 2002). The kernel of the system consists of contracts that give the same expected payment for all predictions, giving the term S0 that corresponds to the translation vector. The base contracts ˆ i are the directrices of the cone being translated. With proper contracts, the Π inequalities are always weak, while with strict properness, some inequalities must be strict and it can be shown that the solutions of the system of mixed weak/strict inequalities form the interior of the cone, hence the positiveness of the coefficients λi . Example 4.5. Example 4.1 proves the existence of strictly proper contracts for the elicitation of the most likely of n events. By Theorem 4.3, those schemes are generated from a finite number of base contracts. What are they? It is easily seen that the contract Π(Ai , ω) = S0 [ω] + λ1{ω ∈ Ei }, is strictly proper if λ > 0—and weakly proper when λ = 0. Note that those contracts follow the description of Theorem 4.3 with only one base contract. In fact, they are the only valid contracts. Assume Π is proper. If any two events Ei and Ej are both most likely events, then Alice’s expected payment is the same for both predictions. Hence for those distributions p, hΠ(Ei ), pi = hΠ(Ej ), pi. However, the linear span of those distributions is the hyperplane Hij = {p | p[Ei ] = p[Ej ]}. By linearity hΠ(Ei ), pi = hΠ(Ej ), pi for all p ∈ Hij , implying Π(Ei )−Π(Ej ) = αij nij
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with nij = 1Ej − 1Ej a normal to Hij . Let k 6= i, j. Then, Π(Ei ) − Π(Ek ) = αik (1Ei − 1Ek ) ,



(4.2)



Π(Ej ) − Π(Ek ) = αjk (1Ej − 1Ek ) .



(4.3)



Subtracting (4.3) from (4.2) yields αij (1Ei −1Ej ) = αik (1Ei −1Ek )−αjk (1Ej −1Ek ). It is easily seen that for such an equality to exist for all i 6= j 6= k, there must exist α with αij = α. Fix an arbitrary j, and let S0 = Π(j) − α1Ej , then for all i, Π(Ei , ω) = S0 [ω] + α1Ei [ω]. Properness implies α ≥ 0, and strict properness α > 0.



4.2



Contracts that reward accuracy



Strictly proper contracts are suitable for information that is categorical. I now consider ordinal information, that includes in particular the case of (discrete) distribution parameters (e.g., the median of a discrete random variable). Specifically, assume that the elements of S can be ordered according to some strict total order ≺, and write S = {A1 , . . . , An } with A1 ≺ · · · ≺ An . For such information, it is preferable to use accuracy rewarding contracts with respect to the order relation ≺. The characterization of information sets that admit such contracts is simpler, but more constraining than for strictly proper contracts: I show that payments that reward accuracy exist only when the sets of S form slices of the space of distributions separated by hyperplanes. Theorem 4.4. There exists an accuracy rewarding contract for (S, ≺) if and only if for all i = 1, . . . , n − 1, Ai ∩ Ai+1 is a hyperplane of ∆(Ω). For instance, consider an ordered information S = {A1 , A2 , A3 }. If both A1 and A3 are correct under some distribution p, but not A2 , then the expected payment, under p, is maximized only when responding A1 or A3 . By adding a small perturbation to p, we get a distribution p˜ for which only A1 is true, while, by announcing A3 , the expected fee is nearly maximized and larger than that obtained by announcing
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A2 . More generally, it can be shown that, for any two distributions p ∈ Ai and q ∈ Aj , i < j the segment of distributions starting from p and ending at q must pass by, in order, Ai , Ai+1 , . . . , Aj , yielding the above result. Example 4.6. Suppose Alice desires to know a median of a random variable X, and use notation of Example 2.2. To see if Alice can design a contract that rewards accuracy, take x and y two possible consecutive values of X, and check that Ax ∩ Ay is indeed a hyperplane, as suggested in Figure 1. If both x and y are medians for a distribution p, then p[X ≤ x] ≥ 21 , p[X ≥ x] ≥ 12 , and p[X ≤ y] ≥ 12 , p[X ≥ y] ≥ 12 . Hence p[X > x] = p[X ≥ y] ≥ 21 , and, as p[X ≤ x] + p[X > x] = 1, p[X ≤ x] = 12 . Conversely, if the last inequality is true, then both x and y are medians of X under P p. So Ax ∩ Ay is the hyperplane defined by z≤x p[X = z] = 12 , and by Theorem 4.4, there exists an accuracy rewarding contract. Example 4.7. Now suppose that Alice wishes to get a mode of X, that is, the most likely value taken by X. The elements that compose Alice’s information set are the sets Ax of all distributions with mode x. For x, y two consecutive values of X, the set Ax ∩ Ay contains all distributions p such that both x and y are a mode, implying p[X = x] = p[X = y], equality that defines a hyperplane. However, as illustrated in Figure 7, this is only part of a hyperplane. Indeed, there exist distributions that assign the same probability to x and y, and yet whose most likely values are attained elsewhere. As Ax ∩ Ay does not cover an entire hyperplane (in the space of distributions) it fails the condition of Theorem 4.4. Alice cannot reward accuracy when she asks Bob for the mode of a random variable. Note however that she can still design a strictly proper contract, as this is a special case of Examples 4.1 and 4.5. Accuracy rewarding contracts are also strictly proper, and the form of the strictly proper contracts follows the rule given in Theorem 4.3. I show below that, when an information set satisfies the condition of Theorem 4.4, it is easy to obtain the base contracts, from which any proper or strictly proper contract is derived. Moreover,
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p[X = 1] = 1



1 is a mode 2 is a mode 3 is a mode



p[X = 3] = 1



p[X = 2] = 1



Figure 7: Information set for the mode of a variable X that takes values 1, 2 and 3. accuracy rewarding and strictly proper are then equivalent (as for continuous information), so that Theorem 4.3 also gives the full collection of accuracy rewarding contracts. Theorem 4.5. Assume there exists an accuracy rewarding contract for (S, ≺). ˆ 1, . . . , Π ˆ n−1 form a complete set of base contracts for S, where Then, the contracts Π



ˆ i (Aj , ω) = Π



  0



if j ≤ i ,



 n [ω] i



if j > i ,



with ni a positively oriented normal to Ai ∩ Ai+1 .9 Moreover, a contract is accuracy rewarding if and only if it is strictly proper. This result can be interpreted as the discrete version of Theorem 3.2, and the proof uses a similar idea. If an accuracy rewarding contract exists for a discrete parameter, then, as for continuous parameters, the above characterization leads to an auction interpretation of the strictly proper contracts. The derivation is straightforward and follows that presented in Section 3, where bids are restricted to 9



That is, a normal oriented towards Ai+1 .
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take discrete values. Example 4.8. Example 4.7 establishes the existence of accuracy rewarding contracts when Alice asks for a median of X. Let’s now describe those contracts. Denote by x1 < · · · < xn the possible values taken by X. Let Hi = Axi ∩ Axi+1 . Hi is the P hyperplane of distributions defined by j≤i p[X = xj ] = 12 . The following



ni [y] =



  − 1 2



if y ≤ xi ,



 + 1 2



if y > xi ,



defines a normal vector to Hi , and is positively oriented, as hp, ni i ≥ 0 if xj is a median of X under p for some j ≥ i. By Theorem 4.5, the contracts Π that are proper (resp. strictly proper, or accuracy rewarding) take the form Π(Axi , y) = S0 [y] +



X



λj nj [y] ,



(4.4)



j


for λ1 , . . . , λn−1 ≥ 0 (resp. λ1 , . . . , λn−1 > 0) and a security S0 . Define the real P function f on X by f (xi ) = 12 j


(4.5)



Thus, the contracts Π that are proper (resp. strictly proper, or accuracy rewarding) are those taking the form given by Equation (4.5), where S0 is any security and f any non-decreasing (resp. strictly increasing) real function. More generally, if Alice was willing to ask for an α-quantile, an easy extension to the above shows that she would need to use the contracts Π(Ax , y) = S0 [y] + (2α − 1)(f (x) − f (y)) − |f (x) − f (y)| . Note that this provides—for the discrete case—a simpler proof and a simpler
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characterization of the payment schemes that elicit quantiles with strict incentives, than in Thomson (1979). The equivalence with Thomson’s characterization is shown in Section B.6. Finite information sets cannot describe continuous parameters such as the mean, but can represent approximate values of continuous parameters. Let S0 = {Bx }x∈I be a regular continuous information set, and I = [a, b]. Let α0 = a < α1 < · · · < αn−1 < αn = b. Assume that Alice wishes to ask Bob which of the intervals [αi , αi+1 ] contains the value of the parameter represented by S0 . Alice’s information set is then S = {Ai }1≤i≤n , where Ai = ∪x∈[αi−1 ,αi ] Bx , and S is endowed with a natural ordering A1 ≺ · · · ≺ An . Observe that, if Alice can design a strictly proper contract to get S0 , then by Theorem 3.1, each Bαi is a hyperplane of ∆(Ω). As Ai ∩ Ai+1 = Bαi , a direct application of Theorems 4.4 and 4.5 gives the following corollary: Corollary 4.6. If there exists a strictly proper contract for continuous information S0 , then there exist strictly proper (and accuracy rewarding) contracts for discrete information S, and Π is strictly proper (or accuracy rewarding) for S if and only if there exists a security S0 ∈ RΩ and reals λ1 , . . . , λn−1 > 0 such that Π(Ai , ω) = S0 [ω] +



X



λj nj [ω] ,



j


where for all i, ni is a positively oriented normal to the hyperplane Bαi . Example 4.9. Alice needs to get, approximately, the probability of an event E of Ω. To this end, she divides the range of possible probabilities into n inter  k vals of equal size, and asks Bob to forecast an interval k−1 , n n that contains the true probability—corresponding to announcement Ak , in the above terminology. Event E’s probability consists of continuous information, and admits strictly proper contracts—in that case, the contracts are the well known probability scoring rules. The hyperplane Ax that includes all the distributions that give probability x to the
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p[ω] = x, and 1{ω ∈ E} − x is a positively oriented nor-



mal. Applying Corollary 4.6, the contracts that are accuracy rewarding are defined by Π(Ak , ω) = S0 [ω] +



k−1 X i=1



λi



  1 − i/n



if ω ∈ E ,



 −i/n



if ω 6∈ E ,



for any security S0 and any λ1 , . . . , λn−1 > 0. Rewriting the above equation, we get that the accuracy rewarding and strictly proper contracts are given by



Π



 k−1 n



k−1   1X , nk , ω = S0 [ω] + 1{ω ∈ E}f (k) + (f (k) − f (i)) , n i=1



with f : {1, . . . , n} 7→ R+ any strictly increasing function with f (1) = 0.
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Related literature



Scoring rules originated with Brier (1950), who considered the problem of eliciting an event’s probability in relation to weather forecasting. Brier proposed the first strictly proper scoring rule, that is, the first payment rule that gives strict incentives for making correct predictions. In the years that followed, many authors suggested the use of alternative proper scoring rules, and worked on eliciting the full distribution in more complex outcome spaces (see, for example, De Finetti (1962); Winkler and Murphy (1968); Winkler (1969); Good (1997)). McCarthy (1956); Shuford et al. (1966); Savage (1971); Hendrickson and Buehler (1971); Schervish (1989) gave various characterizations of the class of proper and strictly proper scoring rules. See Gneiting and Raftery (2007) for a literature review. Several papers extended the standard setting, as defined, notably, by Savage. For example, Osband (1989) and Clemen (2002) assumed that the expert becomes informed at some cost. Olszewski and Sandroni (2007) assumed that the expert has immutable knowledge but can be either informed or uninformed, and studied the problem of screening experts with a hiring contract. In a recent paper, Karni (2009)
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designed a mechanism to elicit probabilities when the expert’s preferences follow a nonexpected utility model. Part of the literature deals with the elicitation of commonly used statistics of probability distributions. In his seminal article, Savage (1971) extended scoring rules to elicit the mean of a random variable. Bonin (1976) and Thomson (1979) considered eliciting the median and quantiles, while Reichelstein and Osband (1984) discussed the elicitation of order statistics. Another branch of the principal-expert literature focused on the problem of testing the accuracy of a sequence of forecasts. For example, each day, a self-proclaimed weather expert is asked to predict the probability of rain the following day. The main question addressed in this literature is whether, by observing the sequence of probability forecasts and the realizations at each period, one can distinguish the true experts from the false experts. The literature on forecast testing goes back to calibration tests, first suggested by Dawid (1982, 1985), that compare forecasted probabilities with empirical frequencies. Naturally, if the elicitor was able to verify the accuracy of the forecasts, she would also be able to design incentive-compatible contracts. Although calibration tests seem to be good candidates, it was shown that all such tests can be passed by an ignorant expert (Foster and Vohra, 1998; Fudenberg and Levine, 1999; Lehrer, 2001; Sandroni et al., 2003). This surprising result has lately been generalized: Olszewski and Sandroni (2008) and Shmaya (2008) showed that it is possible to cheat with all “reasonable” tests, in that every “reasonable” test that passes true experts can be manipulated by false experts. (Nevertheless, Fortnow and Vohra (2009) proved that computing such a cheating strategy may be intractable.) The forecast testing literature focused primarily on sequential tests with a single expert. Positive results exist beyond the boundaries of this setting. For example,Feinberg and Stewart (2006) and Al-Najjar and Weinstein (2008) show how to test experts in an environment with multiple experts. When the expert is asked to provide the entire distribution of the stochastic process up front, Dekel and Feinberg (2006) and Olszewski and Sandroni (2009) devise an empirical
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test that cannot be manipulated.



6



Summary and conclusions



The intent of this paper is to analyze a simple principal-expert setting in which the principal wants to elicit partial information on the uncertainty of a future random outcome. To this end, she queries an expert and offers a contract, that makes payments according to the expert’s prediction and to the observed outcome. The expert’s prediction consists of a set of distributions that is supposed to include the true distribution. The expert picks his answer among the elements of the information set supplied by the principal, that defines the information of interest. I first investigate the problem of offering strict incentives for being truthful. I show that one cannot always induce truthful reporting, as, sometimes, the payments must be contingent upon information that is not part of that being elicited. For continuous information, existence of such strictly proper contracts relies on the convexity of the elements of the information set. For discrete information, the condition is stronger: Information sets should constitute a power diagram. For the case of ordinal information, I also consider the problem of offering rewards that increase with the accuracy of the prediction. I then show that in both cases the structure of the corresponding contracts must obey to simple rules that enable a complete closed-form characterization: They are mixtures of some fixed, base contracts. For distribution parameters, the base contracts are easily found and follow a simple geometric interpretation. An important implication is that, for the elicitation of distribution parameters, the elicitation schemes correspond to auctioning off a family of securities, whose form is specific to the information being elicited. The model I consider here involves a single expert. In a long version of this paper, I show that the present analysis extends to market environments—the socalled prediction markets or information markets. In particular, for markets that
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employ continuous double auctions, the information that can be elicited is also characterized by the convexity condition of Theorem 3.1. The setting of this paper is considerably simplified, and follows that of the literature. As it is not tied to a particular economic environment, it allows the adaptation of the present results to richer models, an interesting venue for future research. And indeed, as mentioned in Section 5, Savage’s seminal work on probability elicitation, using an identical setting, has been extended along several directions (Osband, 1989; Clemen, 2002; Olszewski and Sandroni, 2007; Karni, 2009). Many of these results can easily be adapted to the case of partial information. Scoring rules have also been used in information markets (Hanson, 2003; Lambert et al., 2008; Ostrovsky, 2009). The functioning of these markets often rely on properties of proper scoring rules that find their equivalent in the present generalization, which allows to extend the analysis with little or no modification at all. The literature on forecast testing focuses on reports of the full distribution, and here, too, the theory can often be generalized to the partial information case. For instance, the test devised by Feinberg and Stewart (2006) to separate the informed experts from charlatans relies on a convexity argument, that, in this paper, is implied by the use of a strictly proper scheme; hence, their results apply seamlessly to any partial information that can be elicited truthfully.
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A A.1



Proofs of Section 3 Proof of Theorem 3.1



Proof. Only if part. Assume Π is a precision rewarding contract, then it is strictly proper. Let A ∈ S, p, q ∈ A, and 0 < λ < 1. For all B ∈ S, E [Π(A, ω)] ≥ E [Π(B, ω)] ,



ω∼p



ω∼p



E [Π(A, ω)] ≥ E [Π(B, ω)] ,



ω∼q



ω∼q



and so E



[Π(A, ω)] = λ E [Π(A, ω)] + (1 − λ) E [Π(A, ω)] , ω∼p



ω∼λp+(1−λ)q



ω∼p



≥ λ E [Π(B, ω)] + (1 − λ) E [Π(B, ω)] , ω∼p



=



E



ω∼p



[Π(B, ω)] .



ω∼λp+(1−λ)q



Therefore announcing A under distribution λp+(1−λ)q yields a maximal expected payment, and so λp + (1 − λ)q ∈ A. Hence A is convex. If part. Assume that, for all x ∈ (a, b), Ax is convex. First I show that Ax is embedded in a hyperplane. Assume by contradiction that dim A = |Ω|. Then, there exist |Ω| vectors of Ax that generate RΩ . Hence, the convex hull of those vectors contains an open ball. As Ax is convex, it contains the convex hull and the open ball, which contradicts the regularity of S. Hence, each Ax is part of a hyperplane Hx of RΩ . Now I show by contradiction that Ax = ∆(Ω) ∩ Hx . Assume there exists x ∈ (a, b) such that Ax 6= ∆(Ω) ∩ Hx . Take py ∈ Ay \Ax for some y < x, and pz ∈ Az \Ax for some z > x, this is always possible as by assumption Ax is not redundant in S. Suppose that both py , pz ∈ Hx . There exists q ∈ ∆(Ω)\Hx such that q ∈ At for t 6= x, for example, t < x.



38



·



Nicolas Lambert



Then [q, pz ] intersects Hx only at pz . As pz 6∈ Ax , this violates the intermediate value condition of the regularity assumption. The result is similar for t > x. Suppose now that both py , pz ∈ ∆(Ω)\Hx . Then there exists q ∈ Hx \Ax such that q ∈ At , t 6= x, for example t < x. Then [q, pz ] intersects Hx only at q, and as q 6∈ Ax , this violates the regularity assumption. Finally, suppose that py ∈ Hx and pz ∈ ∆(Ω)\Hx , then [py , pz ] intersects Hx only at py . As py 6∈ Ax the regularity assumption is violated, and similarly if instead py ∈ ∆(Ω)\Hx and pz ∈ Hx . Hence Ax = Hx ∩ ∆(Ω), and Ax is a hyperplane of ∆(Ω). Note that, by the intermediate value assumption on S, the hyperplane Hx separates the set of distributions in two half spaces, the negative half space, that contains all the distributions p such that p ∈ Ay , y ≤ x, and the positive half space that contains the distributions p such that p ∈ Az , z ≥ x. Also remark that Ax intersects the interior of ∆(Ω) and so has dimension |Ω| − 1. Denote by v(x) the unit normal vector to Hx oriented towards the positive half space. I prove that v(·) is continuous. I prove right-continuity, left-continuity is achieved in a similar way. Let x ∈ (a, b). As Ax intersects the interior of Hx , there exists a ball B = {p ∈ Hx | kp − q0 k < } of Hx included in Ax for some q0 ∈ Ax . Let q1 be such that q1 ∈ Ay \Ax , y > x. Let qλ = (1 − λ)q0 + λq1 , for 0 < λ < 1. Note that qλ is in the positive half-space of Hx . By the intermediate value assumption, for any  > 0, and all η small enough, there exists λ∗ such that 0 < λ∗ <  and qλ∗ ∈ Hx+η . Take p ∈ B. As p is in the negative half space of Hx+η , hv(x + η), pi ≤ 0. We have hv(r + η), pi = hv(r + η), p − q0 i + hv(r + η), q0 − qλ∗ i + hv(r + η), qλ∗ i . Since qλ∗ ∈ Hx+η , hv(x + η), qλ∗ i = 0, and hv(x + η), p − q0 i ≤ hqλ∗ − q0 , v(x + η)i . If p ∈ B, the symmetric of p with respect to q0 , q0 − (p − q0 ), is in B, so we can replace p by its symmetric in the previous inequality to get hp − q0 , v(x + η)i ≥ −hqλ∗ − q0 , v(x + η)i . Hence or all p ∈ B, |hp − q0 , v(x + η)i| ≤ kqλ∗ − q0 k ≤ kq − q0 k .



(A.1)



For x fixed, we can write v(x + η) = c1 (η)v(x) + c2 (η)w(η) with w(η) a vector of Hx with kw(η)k = 1 and c1 (η), c2 (η) two scalars. As B is a ball in Hx , we can choose p(η) in B such that p(η) − q0 = βw(η) for some fixed β, and (A.1) yields βc2 (η) < kq − q0 k. Since lim→0 kq −q0 k → 0, limη→0,η≥0 c2 (η) → 0. Moreover kv(·)k = 1 thus limη→0,η≥0 c1 (η) → 1, and consequently lim kv(x + η) − v(x)k → 0 , η→0,η≥0



and v(·) is right-continuous at x. It is now possible toRdesign a precision rewarding contract Π. Extend v by continuity x to [a, b], and let V (x) = a v(t)dt. Let Π(Ax , ω) = V (x)[ω].
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Let’s first show that Π is proper. Take x ∈ [a, b], and p ∈ Ax . Then, ∂ Eω∼p [Π(Ay , ω)] = hv(y), pi . ∂y If y ≤ x, p is in the positive half space of Hy , and so hv(y), pi ≥ 0. If y ≥ x, p is in the negative half space of Hy , and so hv(y), pi ≤ 0. Hence y 7→ Eω∼p [Π(Ay , ω)] is maximized at y = x. Now let’s show that Π is precision rewarding (and so strictly proper). Take x < y ≤ z, and p ∈ Az , p 6∈ Ax . p is the positive half space of all the hyperplanes Ht for t ≤ y, and so hv(t), pi ≥ 0 if t ≤ y. Also, as p 6∈ Hx , hv(x), pi > 0. By continuity of v(·), the inequality remains strict on an open neighborhood of x. Hence, Z y hv(t), pidt > 0 x



and so Eω∼p [Π(Ay , ω)] − Eω∼p [Π(Ax , ω)] > 0. We get a similar result for z ≤ y < x. Hence Π is precision rewarding.



A.2



Proof of Theorem 3.2



Proof. Notation and terminology is borrowed from the proof of Theorem 3.1. Assume S admits a precision rewarding contract. Then, by Theorem 3.1, for each x ∈ (a, b), Ax is a hyperplane of ∆(Ω), and its linear span is a hyperplane Hx of RΩ . Let v(x) be the unit normal to Hx that is oriented towards the positive half space. Only if part. Let Π is a continuously differentiable strictly proper contract. Let w(x)[ω] =



Π(Ax , ω) . ∂x



(A.2)



For any x ∈ (a, b), and any p ∈ Ax , y 7→ Eω∼p [Π(Ay , ω)] is maximized at y = x, and the first-order condition gives hw(x), pi = 0. As Ax generates Hx , w(x) is colinear to its normal v(x), so let λ(·) be the scalar function such that w(x) = λ(x)v(x). As both w(·) and v(·) are continuous and kv(x)k = 1, λ(·) is continuous. Therefore, we obtain the integral form representation Z x



Π(Ax , ω) =



λ(t)v(t)[ω]dt . a



It remains to show that λ(·) is non-negative and nowhere locally zero. Suppose by contradiction that λ(x∗ ) < 0 for some x∗ ∈ (a, b), by continuity λ is negative on some interval (x∗ − , x∗ + ) for some  > 0. Take any p that belongs to Ax∗ and to the interior of ∆(Ω). Then, for all x ∈ (x∗ , x∗ + ), p 6∈ Ax , and in addition p is in the negative half space of Hx , hv(x), pi < 0. However, since ∂ Eω∼p [Π(Ax , ω)] = λ(x)hv(x), pi ∂x and λ(·) is strictly negative within that range, Eω∼p [Π(Ax , ω)] > Eω∼p [Π(Ax∗ , ω)] and Π is not strictly proper. Hence λ(·) ≥ 0. If λ(·) is zero on some open interval, then by (A.2), Π(Ax , ω) is constant that interval, and so its expected value as a function of x is also constant on some interval for any given
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p, implying that Π is not strictly proper. Therefore λ(·) is never zero on any open interval. If part. Take v(x) as the unit normal of Hx oriented towards the positive half space. The last part of the proof Theorem 3.1 shows that the contract Z x (Ax , ω) 7→ v(t)[ω]dt a



is precision rewarding. By the same argument, it can be shown that the contract Z x λ(t)v(t)[ω]dt Π(Ax , ω) = S0 [ω] + a



is precision rewarding when λ(·) is non-negative and nowhere locally zero.



B B.1



Proofs of Section 4 Proof of Theorem 4.1



Proof. This can be seen as a consequence to the connection established notably by Aurenhammer Aurenhammer (1987) between power diagrams and convex polyhedra in one dimension higher. Denote by A1 , . . . , An the elements of S. If part. Let’s assume that A1 , . . . , An is a power diagram for the weighted points {(pi , wi )}1≤i≤n of ∆(Ω). Then for all i, j, and all p ∈ Ai , d(pi , p)2 − wi ≤ d(pj , p)2 − wj . Let q ∈ ∆(Ω). For p ∈ ∆(Ω), define Li (p) = d(pi , p)2 − wi − d(q, p)2 . Remark that Li (p) = hp, vi i+ci with vi = 2(q −pi ) and ci = kpi k2 −kqk2 −wi . In particular, as hp, 1i = 1, Li (p) = −hp, Si i with Si = −vi − ci . Consider the contract Π defined by Π(Ai , ω) = Si [ω]. For any i, j, if p ∈ Ai then d(pi , p)2 − wi ≤ d(pj , p)2 − wj as Ai is pi ’s power cell. Hence, Li (p) ≤ Lj (p), implying Eω∼p [Π(Ai , ω)] ≥ Eω∼p [Π(Aj , ω)]. Similarly, for any i 6= j, if p ∈ Ai and p 6∈ Aj , then d(pi , p)2 − wi < d(pj , p)2 − wj implying Eω∼p [Π(Ai , ω)] > Eω∼p [Π(Aj , ω)]. Therefore Π is strictly proper. Only if part. Let Π be a strictly proper contract. Define the vector Si by Si [ω] = Π(Ai , ω). For p ∈ ∆(Ω), let Li (p) = −hp, Si i. Take ci = −hSi , 1i/|Ω| and vi = −Si − ci . Let q = 1/|Ω|. q lies in the interior of ∆(Ω), so there exists α > 0 small enough such that, if pi = q − (α/2)vi , pi ∈ ∆(Ω). After simplification and rearranging the terms, Li (p) =



1 (d(p, pi )2 − d(p, q)2 − wi ) α



with wi = kqk2 − kpi k2 − αci . As Π is proper, Li (p) ≤ Lj (p) for all i, j and all p ∈ Ai . Hence d(p, pi )2 − wi ≤ d(p, pj )2 − wj , and {A1 , . . . , An } is a power diagram for the weighted points (p1 , w1 ), . . . , (pn , wn ).
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Proof of Lemma 4.2



Proof. If there exists a strictly proper contract Π, then for all A ∈ S, p ∈ A if and only if hΠ(A) − Π(B), pi ≥ 0



∀B ∈ S



Thus, for all A 6= B, Π(A) 6= Π(B), otherwise A = B and S contains redundant information. Therefore, A is the intersection of the convex polyhedron ∆(Ω) of RΩ and the n − 1 halfspaces defined by the normal vectors Π(A) − Π(B) for each B 6= A, which, as A is not empty, describe a (closed) convex polyhedron of ∆(Ω). Hence S consists of closed convex polyhedra. Step 1. I start by showing that the intersection of any two elements of S is either empty or is a degenerate closed convex polyhedron. For any A 6= B ∈ S, A ∩ B is the intersection of two convex polyhedron, and so is either empty or is a (closed) convex polyhedron itself. Moreover, if p ∈ A ∩ B, then the expected payment when announcing either A or B is the same, so hΠ(A) − Π(B), pi = 0. As Π(A) 6= Π(B), A ∩ B is included in a hyperplane with normal vector Π(A) − Π(B). Hence, the polyhedron is degenerate. Step 2. I now show that the convex polyhedra of S are non-degenerate. Let A ∈ S. We want to show that dim A = |Ω|. Suppose by contradiction that dim A = d < |Ω|. Step 2(a). I first prove that, for all p ∈ A, there exists B 6= A, B ∈ S, such that p ∈ B. Let p ∈ A. As dim A ≤ |Ω| − 1, A is included in some hyperplane H of RΩ . There exists a sequence of vectors {pk }k≥1 of ∆(Ω), that do not belong to H (and so do not belong to A), and that converges towards p. Since the sequence is infinite, and each pk belongs to one of finitely many subsets B ∈ S, B 6= A, there exists B 6= A and an infinite subsequence {pf (k) }k≥1 such that pf (k) ∈ B. Because B is a (closed) polyhedron, p = limk→∞ pf (k) ∈ B. Step 2(b). Now let’s build recursively a set of vectors T ⊂ A such that for any subset S of T of size k ≤ d, dim Span(S) = k. Such a set is said to be d-independent. Let T1 contain only one arbitrary vector of A. T1 is d-independent. Suppose TN contains N vectors of A and is d-independent. Then define TN +1 = TN ∪{p} by choosing the vector p as follows. Consider the set L of all the linear spans of all the subsets of TN of size less than d. Since these linear spans have a dimension less than d, and that A is a convex polyhedron of dimension d, there exists a vector p ∈ A such that p does not belong to any of those linear spans. Hence for any L ∈ L, dim L ∪ {P } = dim L + 1, and TN +1 is d-independent. Step 2(c). Let T = T(m−1)(d−1)+1 . By step 2(a) each vector of A also belongs to some element B 6= A of S. So each vector of T belongs to some B, B 6= A, and since T contains (m − 1)(d − 1) + 1 elements, there exists a subset T 0 of T of size d such that T 0 ⊂ B, for some B 6= A. Since T 0 is d-independent, and is contained in A, of dimension d, its linear span, also of dimension d, equals the linear span of A. Step 2(d). For all p ∈ T 0 ⊂ A ∩ B, the expected payment when announcing A or B is hΠ(A), pi = hΠ(B), pi ≥ hΠ(C), pi, for all C ∈ S. By linearity of the inner product the equalities remain true for all p in the linear span of T 0 , which includes A. So for all p ∈ A, hΠ(B), pi = hΠ(A), pi ≥ hΠ(C), pi for all C ∈ S. Since Π is strictly proper, Υ(a) ⊆ Υ(b), which is impossible if S does not contain redundancies. Contradiction.



B.3



Proof of Theorem 4.3



I will use the following lemma:
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Lemma B.1. Let E be an n-dimensional real vector space, with an inner product h·, ·i. Let y1 , . . . , ym be m vectors that generate E. Consider the two systems of inequalities hyi , xi ≥ 0 ,



i ∈ {1, . . . , m}



(B.1)



i ∈ {1, . . . , m} .



(B.2)



and hyi , xi > 0 ,



If both systems admit a non-empty set of solutions, then there exist vectors s1 , . . . , s` of E such that the set of solutions of (B.1) is {λ1 s1 + · · · + λ` s` , λ1 , . . . , λ` ≥ 0} while the set of solutions of (B.2) is {λ1 s1 + · · · + λ` s` , λ1 , . . . , λ` > 0}. Proof. The System (B.1) is a homogeneous system of weak inequalities, its set of solutions is a cone. Let {s1 , . . . , s` } be a set of directrices of the edges of this cone. As by assumption there exists a non-zero solution, this set is not empty. ThePparametric form of the solutions of System (B.1) of weak inequalities is given by the set { i λi si , λ1 , . . . , λ` ≥ 0} (Eremin, P 2002). Let’s prove that C = { i λi si , λ1 , . . . , λ` > 0} is the set of solutions of System (B.2). Step 1. First I show that any element of C is solution of (B.2). Each vector sk of {s1 , . . . , s` } is solution of a (n − 1)-boundary system of the form ( hyi , sk i = 0 , i 6∈ Ik , (B.3) hyi , sk i > 0 , i ∈ Ik . P Let x0 be a solution of (B.2). Then x0 is also solution of System (B.1) and so x0 = i λi si , with λi ≥ 0 for all i. There cannot exist j with hyj , sk i = 0 for all k, otherwise hyj , x0 i = 0 and x0 would not be solution P of (B.2). Therefore ∪k Ik = {1, . . . , m}. Let x ˆ ∈ C, with x ˆ = i µi si , with µi > 0 for all i. Since ∪k Ik = {1, . . . , m}, for all j there exists k such that µk hyj , sk i > 0 and µk hyi , sk i ≥ 0 for all i 6= j. By summation, for all i, hyi , x ˆi > 0, and so x ˆ is solution of (B.2). Step 2. Now I show that any solution of (B.2) is in C. Let x ˆ be a solution of (B.2). Let B0 be the open ball of diameter δ centered on x ˆ, and B1 the open ball of diameter 34 δ with the same center. If δ is chosen small enough, any vector of B0 is solution of the System (B.2) since its inequalitiesP define an open set of E. For  > 0, let t =  i si , and let B10 = B1 + t be the translated ball by t. If  is chosen small enough, the open ball B10 remains contained in B0 . In such a case, x ˆ, which 0 also belongs to B , is the image of some x ∈ B . As x is solution of (B.1), we can write 0 1 0 1 P P x0 = λ s , with λ ≥ 0 for all i, hence x ˆ = µ s , with µ = λ +  > 0 for all i. i i i i i i i i Therefore x ˆ ∈ C. This concludes the proof of the lemma. I now turn back to the proof of the main theorem. Proof. Denote by P the space of contracts, i.e., the set of functions P Π : A × Ω 7→ R, considered as a real vector space with the inner product hΠ1 , Π2 i = a,ω Π(a, ω) × Π(a, ω). Step 1. Suppose that there exists a strictly proper contract for S. Π is a proper contract if and only if, for all A, B ∈ S, hΠ(A), pi = hΠ(B), pi



∀p ∈ A ∩ B ,



(B.4)



hΠ(A), pi ≥ hΠ(B), pi



∀p ∈ A\B ,



(B.5)



with the last inequality being strict when Π is strictly proper.
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By Lemma 4.2, for all A ∈ S, the set A is a bounded convex polyhedron, and so is the convex hull of a set of vertices VA (Eremin, 2002). I supplement the set of vertices VA of each polyhedron A by vertices of the other polyhedra that belong to its boundary, so that, for all A, B ∈ S, and all p belonging to both A and VB , p ∈ VA . Let’s write VA as A {pA 1 , . . . , p`A }. Let Π be a proper (resp. strictly proper) contract. Let A, B ∈ S. If p ∈ VA ∩ VB , then p ∈ A∩B and so by (B.4), hΠ(A), pi = hΠ(B), pi. If p ∈ VA \VB , then p ∈ A and p 6∈ B, since by construction of VA , p ∈ B and p ∈ VA implies p ∈ VB . So by(B.5), hΠ(A), pi ≥ hΠ(B), pi (resp. hΠ(A), pi > hΠ(B), pi). I now show the sufficiency of those two conditions. Assume that if p ∈ VA ∩ VB , then hΠ(A), pi = hΠ(B), pi, and that if p ∈ VA \VB , then hΠ(A), pi ≥ hΠ(B), pi (resp. hΠ(A), pi > hΠ(B), pi). Let p ∈ A ∩ B. Then p is a linear combination of vectors in VA and VB , and since the equality hΠ(A), qi = hΠ(B), qi holds for all vectors q that belong to those two sets, theP linearity of the inner product yields hΠ(A), pi = hΠ(B), pi. Now let p ∈ A\B. Then p = i λi pA i for some non-negative scalars λi . Since p 6∈ B, there exists A A k such that λk > 0 and pA ∈ 6 B. Hence pA k k ∈ VA \VB , and hΠ(A), pk i ≥ hΠ(B), pk i (resp. A A A A hΠ(A), pk i > hΠ(B), pk i). For i 6= k, we either have pi ∈ VA ∩ VB or pi ∈ VA \VA , and so in both cases hΠ(A), pi ≥ hΠ(B), pi. By linearity of the inner product, X X hΠ(A), pi = λi hΠ(A), pA λi hΠ(B), pA i i≥ i i = hΠ(B), pi i



i



with a strict inequality when Π is strictly proper. Therefore, a contract Π is proper if and only if Π is solution of the following finite linear system in the space P, ( hΠ(A) − Π(B), pi = 0 , A, B ∈ S, p ∈ VA ∩ VB , (B.6) hΠ(A) − Π(B), pi ≥ 0 , A, B ∈ S, p ∈ VA \VB , and Π is strictly proper if and only if Π is solution of the system ( hΠ(A) − Π(B), pi = 0 , A, B ∈ S, p ∈ VA ∩ VB , hΠ(A) − Π(B), pi > 0 ,



A, B ∈ S, p ∈ VA \VB .



(B.7)



Step 2. Let P0 be the space of solutions of the finite system of equalities (in P) hΠ(A) − Π(B), pi = 0 ,



A, B ∈ A, p ∈ VA ∩ VB



corresponding to the first part of Systems (B.6) and (B.7). Step 2(a). Let P0⊥ be the orthogonal complement of P0 in P. Let Π ∈ P0 . Then, for any vector X of P, hX, Πi = hX ⊥⊥ , Πi, with X ⊥⊥ ∈ P0 and where X ⊥⊥ + X ⊥ is the decomposition of X according to the direct sum P = P0 ⊕ P0⊥ . Therefore, there exists vectors Y1 , . . . , Ym such that the solutions of (B.6) in P are exactly the solutions of the finite system of weak linear inequalities in P0 hYi , Πi ≥ 0,



i = 1, . . . , m



(B.8)



and the solutions of (B.7) are the solutions of the finite system of strict linear inequalities in P0 hYi , Πi > 0, i = 1, . . . , m . (B.9)
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Step 2(b). Let K be the kernel of (B.8) in P0 , and K⊥ be its orthogonal complement in P0 . For each Yi , write Yi⊥⊥ +Yi⊥ its decomposition according to the direct sum P0 = K⊕K⊥ . We can easily describe K: Π ∈ K if and only if Π ∈ P0 and if, for all a, b ∈ A and all p ∈ VA \VB , hΠ(A) − Π(B), pi = 0. Since (VA ∩ VB ) ∪ (VA \VB ) = VA , K is simply the solution of the linear system hΠ(A) − Π(B), pi = 0 ,



A, B ∈ S, p ∈ VA .



(B.10)



Any Π such that Π(A) = Π(B) for all A, B ∈ S is solution. By Lemma 4.2, A has dimension |Ω| for all A ∈ S, and so the linear span of VA is RΩ . Consequently, if Π is solution of (B.10), then hΠ(A) − Π(B), pi = 0 for all A, B and all p ∈ RΩ , implying Π(A) = Π(B). Hence K = {Π ∈ P | Π(A, ω) = Π(B, ω) ∀A 6= B}. Step 2(c). Let’s consider the following two systems of inequalities in K⊥ : hYi⊥ , Πi ≥ 0 ,



i = 1, . . . , m



(B.11)



i = 1, . . . , m .



(B.12)



and hYi⊥ , Πi > 0 ,



If Π ∈ K⊥ , hYi , Πi = hYi⊥ , Πi, and the solutions of (B.8) (resp. (B.9)) are the elements of K added to the solutions of (B.11) (resp. (B.12)). Systems (B.11) and (B.12) have full rank in K⊥ , and since there exists a strictly proper contract they admit at least one solution. ˆ 1, . . . , Π ˆ ` ∈ K⊥ such that Π is solution of (B.11) (resp. By Lemma B.1, there exist vectors Π of (B.12)) if and only if Π is a non-negative (resp. strictly positive) linear combination of ˆ 1, . . . , Π ˆ `. Π P ˆ i , for Therefore, Π is solution of (B.6) (resp. of (B.7)) if and only if Π = S0 + i λi Π any S0 ∈ K and any λ1 , . . . , λ` ≥ 0 (resp. any λ1 , . . . , λ` > 0).



B.4



Proof of Theorem 4.4



Proof. If part. The construction of a precision rewarding contract is done in the proof of Theorem 4.5. Only if part. Let Π be a precision rewarding contract. Step 1. I first show that for all i and j > i + 1, if p ∈ Ai and p ∈ Aj then p ∈ Ai+1 . Suppose by contradiction that there exists i and p ∈ Ai , p 6∈ Ai+1 , and p ∈ Aj for some j > i + 1. By Lemma 4.2, Ai is a convex polyhedron of non-empty interior in ∆(Ω). Since p ∈ Ai , there exists a sequence of vectors {pk }k≥1 of the interior of Ai (relatively to ∆(Ω)) that converges towards p. As, for all Ai , Π(Ai , ·) is linear, it is continuous and limk→+∞ Π(Ai , pk ) → Π(Ai , p). Let δk = Π(Ai , pk ) − Π(Ai+1 , pk ). Since pk and p both belong to Ai , but not to Ai+1 , δk > 0, and δk converges towards δ = Π(Ai , p)−Π(Ai+1 , p) > 0. Therefore inf{δk }k≥1 > 0. Let  = inf{δk /2}k≥1 . By continuity, there exists K such that |Π(Ai , p) − Π(Ai , pK )| ≤ /2 , and |Π(Aj , p) − Π(Aj , pK )| ≤ /2 , so that, since Ai and Aj both contain p, Π(Ai , p) = Π(Aj , p) and |Π(Ai , pK ) − Π(Aj , pK )| ≤  .
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Hence, Π(Aj , pK ) > Π(Ai , pK ) −  = Π(Ai+1 , pK ) + δK −  > Π(Ai+1 , pK ). However, pK is in the interior of Ai , which means according to Lemma 4.2 that Ai is the only subset of S that contains pK . But, since i < i + 1 < j, and Π is precision rewarding, we should have Π(Ai+1 , pK ) > Π(Aj , pK ). Contradiction. Step 2. Now let 1 ≤ j ≤ n − 1. Let Bj = A1 ∪ · · · ∪ Aj , and Cj = Aj+1 ∪ · · · ∪ An . By Lemma 4.2, Bj and Cj are polyhedra of dimension |Ω| and non-empty interior in ∆(Ω), with Bj ∪ Cj = ∆(Ω). Let i ≤ j < j + 1 ≤ k. If p ∈ Ai and p ∈ Ak , an iterative application of the claim of step 1 above yields p ∈ Ai , Ai+1 , . . . , Ak . In particular, p ∈ Aj ∩ Aj+1 . Therefore Bj ∩ Cj = Aj ∩ Aj+1 . By Lemma 4.2, the dimension of Aj ∩ Aj+1 is at most |Ω| − 1, so that there is a hyperplane H of ∆(Ω) that contains Bj ∩ Cj . Suppose that there exists a vector p of H that does not belong to Bj ∩ Cj . Since Bj ∪ Cj = ∆(Ω), p ∈ Bj or p ∈ Cj . Suppose for example that p ∈ Bj . Then there exists a vector q in the interior of Cj with q 6∈ H. Note that the segment ]p, q] contains only vectors of Bj or Cj . Since both sets are closed, the segment intersects Bj ∩ Cj , which is impossible since ]p, q] does not intersect H. This means that H = Bj ∩ Cj = Aj ∩ Aj+1 .



B.5



Proof of Theorem 4.5



ˆ 1, . . . , Π ˆ `−1 are base contracts for S. Proof. Step 1. I first show that the contracts Π P Step 1(a). Define, for all i, Π(Ai ) = S0 + 1≤j


and, if j > i, hΠ(Ai ), pi − hΠ(Aj ), pi = −



X



λk hnk , pi ≥ 0 ,



i≤k


the inequalities being strict when p 6∈ Aj and λ1 , . . . , λ`−1 > 0. Therefore Π is a proper contract, and is strictly proper if the scalars λi ’s are strictly positive. Step 1(b). Now assume Π is a proper contract. Then, for all p ∈ Ai ∩ Ai+1 , 1 ≤ i < n, hΠ(Ai ), pi = hΠ(Ai+1 ), pi, and so hΠ(Ai+1 ) − Π(Ai ), pi = 0. Theorem 4.4 Ai ∩ Ai+1 is a hyperplane of ∆(Ω). Its linear span is a hyperplane Hi of RΩ , thus Π(Ai+1 ) − Π(Ai ) = λi ni , where ni is a normal to Hi oriented positively, i.e., such that hni , pi ≥ 0 if p ∈ Ai+1 . Let p ∈ Ai+1 , p 6∈ Ai . As Π is proper, hAi+1 , pi ≥ hAi , pi, so λi hni , pi ≥ 0. Since p 6∈ Hi and ni is positively oriented, hniP , pi > 0, implying λi ≥ 0 (λi > 0 if P Π is strictly proper). Therefore Π(Ai ) = Π(A1 ) + 1≤j


with λ1 , . . . , λ`−1 > 0. Let p ∈ ∆(Ω). Since the normals are positively oriented, hni , pi > 0
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if Ai ≺ p and hni , pi < 0 if p ≺ Ai . If Aj ≺ Ai ≺ p, then X E [Π(Ai , ω)] − E [Π(Aj , ω)] = λk hnk , pi > 0 . ω∼p



ω∼p



j≤k


Similarly, if p ≺ Ai ≺ Aj , then E [Π(Ai , ω)] − E [Π(Aj , ω)] = −



ω∼p



ω∼p



X



λk hnk , pi > 0 .



i≤k


Hence the contract Π is precision rewarding.



B.6



Proof of equivalence with Thomson (1979)



For a given 0 < α < 1, consider the information S that corresponds to the knowledge of an α-quantile. S is composed of elements Ax , Ax containing all the distributions that make x a valid α-quantile. Using this paper’s notation, Thomson’s result (extended to the discrete case) is written as follows. Theorem B.2 (Thomson 1979). A contract Π to strictly proper) if and only if there exists functions F1 , ( F1 (x) + G1 (y) Π(Ax , y) = F2 (x) + G2 (y)



elicit a α-quantile is proper (resp. F2 , G1 , G2 such that if y ≤ x , if y > x ,



(B.13)



with α(F1 (x1 ) − F1 (x2 )) + (1 − α)(F2 (x1 ) − F2 (x2 )) = 0



∀x1 , x2 ,



(B.14)



and G2 (·) − G1 (·) + F2 (·) − F1 (·) = 0 ,



(B.15)



and G2 (·) − G1 (·) is non-increasing (resp. strictly decreasing). Theorem B.3. A contract Π satisfies the condition given in the above theorem if and only if there exists functions S0 and f such that ( α − 1 if y ≤ x , Π(Ax , y) = S0 (y) + (f (x) − f (y)) (B.16) α if y > x , with f non-decreasing for a proper contract Π, and f strictly increasing for Π strictly proper. Proof. Suppose that Π has the form given by (B.16). Define F1 (·) = −(1 − α)f (·) ,



G1 (·) = (1 − α)f (·) + S0 (·) ,



F2 (·) = αf (·) ,



G2 (·) = −αf (·) + S0 (·) .



Then, F1 (x) + G1 (y) = S0 (y) + (1 − α)(f (y) − f (x)) , F2 (x) + G2 (y) = S0 (y) + α(f (x) − f (y)) .
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so Π also has the form given by (B.13). Besides, G2 (·) − G1 (·) = −f (·) which is nonincreasing for proper contracts and strictly decreasing for strictly proper contracts. Also, G2 (·) − G1 (·) = F2 (·) − F1 (·), so (B.15) is satisfied, as well as (B.6), indeed, α(F1 (x1 ) − F1 (x2 ))+(1 − α)(F2 (x1 ) − F2 (x2 )) = α(−(1 − α)f (x1 ) + (1 − α)f (x2 )) + (1 − α)(αf (x1 ) − αf (x2 )) =0. To establish the converse, assume that Π has the form given by (B.13). Take f (·) = G1 (·) − G2 (·), and S0 (·) = F1 (·) + G1 (·). Equation (B.15) implies S0 (·) = F2 (·) + G2 (·), and also that f (·) = −(F1 (·) − F2 (·)). Hence, −(1 − α)(F1 (y) − F2 (y)) + (1 − α)(F1 (x) − F2 (x)) = (1 − α)(f (y) − f (x)) .



(B.17)



Adding (B.6) to (B.15) yields F1 (x) − F1 (y) = (1 − α)(f (y) − f (x)) . By (B.14), we also get α (F1 (x) − F1 (y)) 1−α = α(f (x) − f (y)) .



F2 (x) − F2 (y) = −



Therefore, F1 (x) + G1 (y) = (F1 (x) − F1 (y)) + (F1 (y) + G1 (y)) = (1 − α)(f (y) − f (x)) + S0 (y) , and, F2 (x) + G2 (y) = (F2 (x) − F2 (y)) + (F2 (y) + G2 (y)) = α(f (x) − f (y)) + S0 (y) , implying that Π has the form given by (B.16). Also, as f (·) = −(G2 (·) − G1 (·)), f is non-decreasing if Π is proper, and f is strictly increasing if Π is strictly proper.
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