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Elliptical moveout operator for data regularization in azimuthally anisotropic media



Jeffrey Shragge1



acquisition on seismic images, and can be realized by several methods (e.g., Radon [Sacchi and Ulrych, 1995], Fourier [Hindriks and Duijndam, 2000] and curvelet [Herrman and Hennenfent, 2008] transforms, prediction error filters [Spitz, 1991] and rank-reduction algorithms [Trickett, 2008]). Azimuthal moveout (AMO), an alternate regularization approach appropriate for data acquired in complex geology, is commonly used to move wavefield information between traces at neighboring midpoints and offsets, and is implemented for a variety of reasons, including to infill acquisition holes, interpolate traces, and/or balance irregular fold. The theory describing the kinematics/dynamics of this partial prestack migration operator is well established for isotropic media (e.g., Biondi et al., 1998; Fomel, 2003a) and high-quality interpolation results have been realized in many field data applications (e.g., Biondi et al., 1998; Clapp, 2006). However, for situations where azimuthally anisotropic media generate observable elliptical azimuthal variations in seismic data (see, e.g., O’Connell et al., 1993; Williams and Jenner, 2002; Bishop et al., 2010; Dickinson and Ridsdill-Smith, 2010), applying an isotropic AMO operator can lead to inaccurate wavefield dips, and misplaced or absent structure in migrated images (see, e.g., Shragge and Lumley, 2012). Thus, properly accounting for azimuthal velocity variations using AMO-like regularization operators is essential for improving 3D seismic imaging in these complex geologic settings. An AMO operator is formed as a composite operation of forward and adjoint dip moveout (DMO), where the output trace midpoint and offset coordinates are different than those of the input trace. Accordingly, introducing elliptical azimuthal velocity variations into an AMO operator begins with incorporating velocity ellipticity into forward/adjoint DMO. Shragge and Lumley (2012) show how to achieve this for elliptical horizontal transversely isotropic (HTI) media by specifying an elliptical DMO operator with an ellipticity function that accounts for observed azimuthal velocity variations. They further assert that forward and adjoint elliptical DMO operators can be coupled analytically to form a composite elliptical moveout (EMO) scheme that represents the extension of isotropic



ABSTRACT Data regularization by azimuthal moveout (AMO) is an important seismic processing step applied to minimize the deleterious effects of irregular and incomplete acquisition in complex geology. Using isotropic AMO operators on data acquired over azimuthally anisotropic media, though, can lead to poor regularization results due to mixing of wavefield information from neighboring traces with azimuthally varying velocity profiles. An elliptical moveout operator (EMO), representing an extension of isotropic AMO to elliptical azimuthally anisotropic media, is sensitive to variations in the magnitude and the orientation of velocity ellipticity. AMO and EMO operators can be applied to regularize data by moving wavefield information from traces acquired at neighboring offsets and midpoints to infill existing data holes. Unlike AMO, though, EMO operators also can be used in a data conditioning procedure to interpolate energy between seismic traces where input and output velocity profiles are azimuthally elliptical and isotropic, respectively. Resulting processed data volumes are approximately free of elliptical azimuthal anisotropy, as can be shown by comparing analytical traveltimes and numerically calculated wavefield arrivals. EMO thus represents a one-step regularization/conditioning procedure for elliptically azimuthally anisotropic media that is more consistent with waveequation physics and yields more accurate results than when compared with those from isotropic processing and elliptical residual moveout operator static corrections.



INTRODUCTION Data regularization is an important seismic processing step applied to minimize the deleterious effects of irregular and incomplete
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AMO to elliptical HTI media. However, Shragge and Lumley (2012) do not present a formulation of the EMO operator, which is the focus of the present work. Dynamically accurate EMO operators can be derived by adapting existing AMO operator theory. Biondi et al. (1998) present a timedomain derivation that forms a composite AMO operator by analytically coupling a cascade of forward and adjoint DMO operators. However, DMO is more efficiently implemented in the log-stretch domain (Bolondi et al., 1982) where fast Fourier transforms (FFTs) can be applied to the stationary log-stretch temporal axis (Zhou et al., 1996). Vlad and Biondi (2001) exploit this observation to formulate an efficient AMO operator in the log-frequency-wavenumber domain. Fomel (2003a) derives an alternate and arguably more dynamically accurate AMO operator based on the principles of offset continuation (Bolondi et al., 1982; Fomel, 1994, 2003b), a generic operation that transforms wavefield information from an input data trace at a given offset to a neighboring output trace in a manner consistent with the (acoustic) wave equation. Starting from the 2D differential offset continuation formulation of Fomel (2003b), Fomel (2003c) uses asymptotic arguments to specify a log-stretch 3D DMO operator with amplitude and phase terms more accurate than previously reported. These arguments were subsequently extended by Fomel (2003a) to form two AMO operators, one appropriate for implementation in the log-frequency-wavenumber domain, the other for log-frequency-space applications. This paper extends the approach of Fomel (2003a) by introducing an ellipticity function into the forward/adjoint DMO operator cascade and demonstrating how this induces an effective elliptical stretch of the input/output offset axes. Using this stretched offset, I develop an equation for the EMO operator similar to Fomel’s AMO expression and show how formulating an EMO operator requires only a modest modification of existing theory. Similar to a conventional AMO scheme, the developed EMO operator maps wavefield information between neighboring traces with different midpoint and offset coordinates; however, unlike AMO, one can choose to map data to an output ellipticity function that is different than the input profile. This leads to two different mapping operations: EMO data regularization where the input and output ellipticity functions are the same and wavefield information is used to infill holes, balance fold, etc; and EMO data conditioning where the output velocity profile is azimuthally isotropic and the resulting data are approximately free of the effects of elliptical azimuthal anisotropy. I begin by revisiting how AMO operators are used in seismic data regularization schemes, and discussing how to incorporate azimuthal velocity variations when forming an EMO operator. I then differentiate between the EMO data regularization and data conditioning procedures, and present the results of a time-domain EMO derivation that highlights the kinematic differences between AMO and EMO operators. Using the asymptotic arguments of Fomel (2003a), I reformulate an EMO operator in the log-frequencywavenumber domain, and conclude by presenting operator impulse responses and showing the results of an EMO-based 5D data interpolation example.



DATA REGULARIZATION IN ELLIPTICALLY ANISOTROPIC MEDIA AMO represents a partial prestack migration mapping operation that moves wavefield information throughout a 5D seismic data hypercube. The AMO operator acts on an input data set d1 such that



the value at a given time t1 on an input trace with a geometry described by vector midpoint, absolute offset, and azimuth coordinates ζ 1 ¼ ½m1 ; h1 ; α1  is mapped to an output time t2 on a trace defined by ζ 2 ¼ ½m2 ; h2 ; α2  in a manner consistent with the acoustic wave equation. Generally, ζ 2 must be in a neighborhood of ζ1 to prevent operator aliasing (Biondi et al., 1998). By judiciously choosing which traces in d1 contribute to the output d2 volume, one can minimize acquisition deficiencies (e.g., holes, fold variability) and demonstrably improve final imaging results — especially when posing regularization as an inverse problem (Clapp, 2006). The composite AMO operator is constructed as the analytic cascade of an isotropic forward DMO operator DI1 followed by an isotropic adjoint DMO operator D†I1 that has a different set of geometric variables (i.e., ζ2 ≠ ζ 1 ). Herein, I use subscript I to indicate an isotropic operator, subscripts 1 and 2 to represent input and output variables, and superscript † to signify an operator adjoint. AMO is commonly applied in a processing sequence between forward and adjoint normal moveout (NMO) operators,



d2 ¼ N†I2 ANI1 d1 ¼ N†I2 D†I2 DI1 NI1 d1 ;



(1)



where A ≡ D†I2 DI1 is the AMO operator, and NI2 and N†I2 are isotropic forward/adjoint NMO operators with a subscript notation following the above convention. Biondi et al. (1998) formulate the kinematic behavior of the AMO operator as



h t2 ¼ t1 2 h1



sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ h21 sin2 Δα − Δm2 sin2 ðα2 − ΔψÞ ; h22 sin2 Δα − Δm2 sin2 ðα1 − ΔψÞ



(2)



where h1 ¼ h1 ðcos α1 ; sin α1 Þ and h2 ¼ h2 ðcos α2 ; sin α2 Þ are the input and output trace offsets; Δα ¼ α2 − α1 is their azimuthal difference; and Δm ¼ m2 − m1 ¼ Δmðcos Δψ; sin ΔψÞ is a vector midpoint shift in a direction given by Δψ ¼ ψ 2 − ψ 1. Assuming an azimuthally isotropic velocity profile (i.e., the blue line in the polar plot of Figure 1), Figure 2 illustrates an AMO kinematic surface described by equation 2 for a situation where a datum at time t1 ¼ 1.0 s, absolute offset h1 ¼ 2 km, and azimuth α1 ¼ 10° is mapped to output time t2 at h2 ¼ 1.8 km and α2 ¼ 30° as a function of vector midpoint shift Δm. The resulting kinematic surface, shown in Figure 2a, is the well-known skewed AMO saddle. The kinematic AMO time-mapping expression in equation 2 does not depend explicitly on velocity due to the insensitivity of DMO operators to this parameter, e.g., (Hale, 1984). Unlike isotropic scenarios, though, data regularization in elliptically anisotropic media requires accounting for the observed velocity ellipticity in the azimuthal moveout operation (e.g., the red line in Figure 1) through alternative elliptical NMO and DMO operators (Uren et al., 1990b, 1990a).



Incorporating azimuthal velocity ellipticity Specifying elliptical NMO and DMO operators requires formulating an elliptical velocity profile V E1 , where subscript E represents elliptical. This is a fairly straightforward task because reflection moveout remains purely hyperbolic irrespective of reflector dip or orientation of the elliptical axis (Grechka and Tsvankin, 2002). In addition to an isotropic velocity field V 0 , wave propagation through



Elliptical moveout operator



V E1 ¼ V 0 ϕ1 ðα1 jϵ1 ; γÞ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2ﬃ 1 þ 2ϵ1 cos½2ðα1 − γÞ þ ϵ1 ¼ V0 ; ð1 − ϵ1 Þð1 þ ϵ1 Þ



substituting an elliptical NMO velocity profile in place of the isotropic field in a conventional isotropic NMO operator (Uren et al., 1990b). Elliptical DMO operators (Uren et al., 1990a; Anderson and Tsvankin, 1997) similarly are devised by introducing the



2000



(3)



1500



1000



α1



)



Time (s)



m



y



(km



)



m y (km)



m



m



y



y



(km



(km



)



Time (s)



where ϕ1 ¼ ϕ1 ðα1 jϵ1 ; γÞ is an ellipticity function that accounts for azimuthal velocity variations and causes data to have an extended 500 set of dependent variables: d1 ðt1 ; ζ1 jϵ1 ; γ; Þ. The expected value of γ the ellipticity function over the full azimuthal range is hϕ1 i ¼ 1, such 0 –2000 –1500 –1000 –500 0 500 1000 1500 2000 that hV E1 i ¼ V 0 . In isotropic media, ellipticity function ϕ1 necessarily reduces to –500 unity. However, due to complex 3D velocity model structure (steep reflector dips, strong horizontal gradients, etc.) there is still the po–1000 tential to observe apparent elliptical anisotropy signatures in the data (Williams and Jenner, 2002; Jenner, 2009, 2010; Shragge –1500 and Lumley, 2012). Conversely, situations where elliptical azimuthal velocity variations exist, but velocity structure is minimal –2000 or absent, are well-modeled by an elliptical HTI medium (Tsvankin and Grechka, 2011). For these scenarios, elliptical HTI parameters Figure 1. Polar representation of velocity profile azimuthal variacan be recovered directly from data, ideally through an automated tions. Red line: Isotropic velocity profile V 0 ¼ 2.0 km∕s. Blue picking procedure (e.g., Burnett and Fomel, 2009). However, for line: Elliptical velocity profile V E with ellipticity ϵ1 ¼ 0.1 and a scenarios where complex geologic structure and anisotropic media fast-axis orientation of γ ¼ 30°. Parameter α1 represents a sample coexist, a simultaneous estimation of the velocity field and the apacquisition direction. propriate Thomsen parameters (Thomsen, 1986) remains challenging due to the difficulty of discriminating between apparent and intrinsic ania) b) sotropy effects. For this reason, I choose a generic representation of the velocity ellipticity 1.4 field in equation 3, and assume that required 1.4 1.2 ϵ1 and γ parameters are estimated beforehand 1.2 1 (e.g., by applying a cascade of elliptical NMO þ 1 0.6 0.6 0.4 0.4 0.8 DMO operators to scan for the ϵ1 and γ param0.8 0.2 0.2 0 0 0.6 eter set that optimizes stack power) and are input 0.6 –0.2 –0.2 –0.4 –0.4 –0.6 –0.4 –0.2 –0.6 –0.4 –0.6 –0.6 to the EMO operator. –0.2 0 0 0.2 0.4 0.6 0.2 0.4 0.6 mx (km) mx (km) The blue line in Figure 1 shows a polar plot of V E1 from equation 3 as a function of observation c) d) azimuth α1 in the horizontal plane assuming –0.6 18 V 0 ¼ 2.0 km∕s, ϵ1 ¼ 0.1, and γ ¼ 30°. Note that –0.4 16 the interplay between the ellipticity/orientation of the velocity profile and the observation azi14 –0.2 muth can lead to significant estimation errors 12 1.4 0 if one were to erroneously assume an azimuthally 10 1.2 isotropic profile — especially where data 8 1 0.2 0.6 volumes contain arrivals from a multi-, rich-, 0.4 6 0.8 0.2 0.4 or wide-azimuthal swath. The degree of velocity 0 4 0.6 –0.2 –0.4 error can be measured by computing by the –0.6 –0.4 –0.2 2 0 0.6 0.2 0.4 0.6 –0.6 difference between the red and blue lines as a –0.6 –0.4 –0.2 0 0.2 0.4 0.6 mx (km) 0 mx (km) function of azimuth. Time (s)
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an elliptical velocity field will depend on three variables: the magnitude of observed azimuthal ellipticity ϵ1, the propagation azimuth α1 , and the orientation of the velocity fast axis γ. Shragge and Lumley (2012) use these parameters to formulate an elliptical velocity field, V E1 ,



C3



EMO data regularization and conditioning Given the ellipticity function in equation 3, one can formulate elliptical NMO operators by



Figure 2. Surfaces representing AMO and EMO operator kinematics for an elliptical azimuthal velocity profile described by γ ¼ 45° and ϵ1 ¼ 0.1 as a function of midpoint vector shift Δm for constant t1 ¼ 1 s, h1 ¼ 2 km, α1 ¼ 30°, h2 ¼ 1.8 km and α1 ¼ 0°. (a) AMO operator. (b) EMO regularization operator ER with output ellipticity ϵ2 ¼ 0.1. (c) EMO conditioning operator EC with output ellipticity ϵ2 ¼ 0. (d) Percentage difference between the regularization and conditioning operators in (b) and (c).
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ellipticity function into an isotropic Fourier-domain DMO operator (Shragge and Lumley, 2012). Like their isotropic counterparts, elliptical DMO operators are independent of isotropic velocity V 0 (see equation A-1 of Appendix A); however, they explicitly depend on ellipticity function ϕ1 . As argued in Shragge and Lumley (2012), elliptical DMO operators, when used in an EMO data regularization scheme, map traces between input and output geometry variables ζ1 and ζ 2 assuming the same elliptical velocity profile (ϕ1 ¼ ϕ2 ≠ 1)



d2 ¼ N†E2 ER NE1 d1 ¼ N†E2 D†E2 DE1 NE1 d1 ;



(4)



nonstationarity of the stretch applied to the temporal axis. To generate a more efficient (and accurate) implementation, I follow the asymptotic approach of Fomel (2003a) in formulating a logfrequency-wavenumber (log-ω-k) EMO operator. However, I will refrain from a full recapitulation of Fomel’s approach to AMO theory and limit discussion to two key points that underline the similarity the EMO and AMO operators before presenting an EMO implementation procedure. The 3D AMO development of Fomel (2003a) is based on the geometric interpretation of the projection of traveltime derivatives to the offset line. From the Eikonal equation,



where ER ≡ D†E2 DE1 denotes the composite EMO data regularization operator. This scheme uses elliptical NMO for forward and adjoint operators. Alternatively, one could follow an EMO data conditioning approach where traces in d1 are mapped to an output volume d2 with an azimuthally isotropic velocity profile (ϕ1 ≠ ϕ2 ¼ 1)



d2 ¼ N†I2 EC NE1 d1 ¼ N†I2 D†I2 DE1 NE1 d1 ;



(5)



where EC ≡ D†I2 DE1 is the composite EMO data conditioning operator. The output data volume can be viewed as approximately isotropic and having a reduced set of dependent variables d2 ðt2 ; ζ 2 Þ ≈ d2 ðt2 ; ζ2 jϵ2 ¼ 0; γÞ; however, the accuracy of this approximation depends on the veracity of the velocity field and Thomsen anisotropy parameter estimates. Appendix A presents the derivation of an analytic expression for the kinematic behavior of the EMO operator. The key equation that defines the time mapping for a ζ1 → ζ 2 geometric shift for nonzero ϵ1 and ϵ2 for output time t2 is



sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ϕ2 h2 ϕ22 h22 sin2 Δα − Δm2 sin2 ðα1 − ΔψÞ t2 ¼ t1 ϕ1 h1 ϕ21 h21 sin2 Δα − Δm2 sin2 ðα2 − ΔψÞ   2 2 2 ϕ1 h1 sin Δα − ϕ1 Δm2 sin2 ðα2 − ΔψÞ : × 2 2 2 ϕ2 h2 sin Δα − ϕ2 Δm2 sin2 ðα1 − ΔψÞ



(6)



For isotropic media, equation 6 necessarily reduces to the AMO expression in equation 2. Figure 2 illustrates that the shape of the EMO kinematic surface from equation 6 resembles a skewed AMO saddle. However, the topology is now additionally controlled by the input/output ellipticity, ϵ1 and ϵ2 , and the velocity fast-axis orientation, γ. Assuming ϵ1 ¼ 0.1 and γ ¼ 0°, and that all other variables are identical to those used to compute the AMO example in Figure 2a, Figure 2b and 2c illustrates the effects of changing the output ellipticity function ϕ2 . Figure 2b shows the kinematic time shifts for the EMO data regularization operation (ϵ2 ¼ 0.1), whereas Figure 2c shows the EMO data conditioning result (ϵ2 ¼ 0). Prominent differences can be observed between the AMO and the two EMO impulse responses, whereas more subtle differences between the data regularization and conditioning operators are observed as a percentage change in Figure 2d.



LOG-STRETCH EMO Although providing an intuitive intertrace mapping expression, implementations of the kinematic time-domain EMO operator derived in Appendix A are computationally inefficient due to the



∇s t · h ¼



h cos θs ; V0



(7)



∇r t · h ¼



h cos θr ; V0



(8)



where t ¼ tðs; rÞ is the 3D reflection traveltime surface; s and r are the source and receiver coordinates; and θs and θr are the take-off angles of the incident and reflected waves to the horizontal plane. The equivalent equations for a homogeneous elliptically anisotropic medium (Uren et al., 1990b) described by velocity function V E ¼ ϕV 0 are



∇s t · h ¼



ϕh h~ cos θs ¼ cos θs V0 V0



(9)



∇r t · h ¼



ϕh h~ cos θr ¼ cos θr ; V0 V0



(10)



where h~ ¼ ϕh defines an “elliptically stretched” offset variable. Owing to the similarity between the two sets of traveltime derivative surfaces, the asymptotic log-stretch AMO formulation of Fomel (2003a) remains applicable to the EMO scenario provided one accounts for the effective offset stretch. Fomel (2003c) demonstrates that equations 7 and 8, when used in offset continuation theory, lead to a 3D partial differential equation representing an “artificial (nonphysical) wave-like continuous process of transforming prestack seismic data [that] preserves the common-azimuth geometry but includes the azimuth information explicitly”







 ∂2 tn ∂2 h Pxx h ¼ h þ P; ∂h2 h ∂tn ∂h T



2



(11)



where P is a (continuous) pressure wavefield after applying the forward NMO operator; tn is the NMO time coordinate; and Pxx is a tensor of second derivatives of P with respect to midpoint. The equivalent equation for an elliptical azimuthally anisotropic medium is obtained by substituting stretched offset vector h ¼ ϕ−1 h~ into equation 11



  2 2 ~hT Pxx h~ ¼ ϕ2 h~ 2 ∂ þ tn ∂ P: ∂h~ 2 h~ ∂tn ∂h~



(12)



Equation 12 reinforces the similarity of the EMO and AMO operators, with the only difference being the azimuthally dependent
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Elliptical moveout operator elliptical stretch, ϕ2 , applied to the partial derivatives on the right of the equality. This again implies that the log-ω-x and the log-ω-k AMO approaches outlined in Fomel (2003a) are applicable for the EMO operator, provided one accounts for the appropriate elliptical scaling factor. In the numerical implementation and example sections below, I exclusively use a (log-ω-k) domain EMO operator formulation.



EMO numerical implementation A computationally efficient implementation of a 3D log -ω-k EMO operator involves applying five sequential steps to input data, d1 ðt1 ; m1 ; h1 jϵ1 ; γÞ: 1) Apply a log-stretch along the time axis to generate log-stretched d1 ðτ1 ; m1 ; h1 jϵ1 ; γÞ, where τ1 ¼ lnðtt1c Þ is the log time-stretch variable, and tc > 0 is a cut-off time used to prevent taking a zero logarithm. Data before tc are untouched by the operation. 2) Apply a 3D FFT to transform data into the log -ω-k domain d1 ðΩ1 ; k1 ; h1 jϵ1 ; γÞ using



d1 ðΩ1 ; k1 ; h1 jϵ1 ; γÞ ZZZ ¼ d1 ðτ1 ; m1 ; h1 jϵ1 ; γÞeiðΩ1 τ1 −k1 ·m1 Þ dτ1 d2 m1 ;



(13)



where τ1 ↔ Ω1 and m1 ↔ k1 are Fourier duals. 3) For each element of the 5D hypercube, compute the EMO operator amplitude and phase-shift functions (Fomel, 2003a)



d2 ðΩ2 ; k2 ; h2 jϵ2 ; γÞ ≈ d1 ðΩ1 ; k1 ; h1 jϵ1 ; γÞ ×



Fð2ϕ2 k2 · h2 ∕Ω2 Þ exp ½iΩ2 Ψð2ϕ2 k2 · h2 ∕Ω2 Þ ; Fð2ϕ1 k1 · h1 ∕Ω1 Þ exp ½iΩ1 Ψð2ϕ1 k1 · h1 ∕Ω1 Þ (14)



where amplitude function FðηÞ,



sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ  1 þ 1 þ η2 1 − 1 þ η2 pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ exp FðηÞ ¼ ; 2 2 1 þ η2



(15)



and phase function ΨðηÞ,



pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ   qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ 1 1 þ 1 þ η2 2 ΨðηÞ ¼ 1 − 1 þ η þ ln ; (16) 2 2 incorporate input/output ellipticity functions, ϕ1 and ϕ2 . 4) Apply the inverse 3D FFT transform to obtain d2 ðτ2 ; m2 ; h2 jϵ2 ; γÞ. 5) Compute the inverse log-stretch and append time times earlier than tc to generate output data set d2 ðt2 ; m2 ; h2 jϵ2 ; γÞ. Again, situations where ϕ1 ≠ ϕ2 ¼ 1 correspond to an elliptical data conditioning operation, whereas cases where ϕ1 ¼ ϕ2 ¼ 1 represent the conventional AMO operator.



NUMERICAL EXAMPLES The first set of tests illustrates the AMO and EMO operator impulse responses for various orientations of the velocity fast axis. Figure 3 shows the EMO data conditioning mapping of an input wavefield value at t1 ¼ 1 s, offset h1 ¼ 2.0 km, and azimuth α1 ¼ 10° to output



C5



time t2 , h2 ¼ 1.8 km, and α2 ¼ 30° for a field of vector midpoint shifts Δm. I use input and output parameters of γ ¼ 0°, ϵ1 ¼ 0.2, and ϵ2 ¼ 0. Figure 3a shows the AMO operator impulse response, which is insensitive to the velocity ellipticity parameters. Note also the wrap-around artifacts caused by Fourier-domain operator aliasing of steeply dipping wavefield components. Figure 3b shows the EMO operator response for a velocity fast axis oriented at γ ¼ 45°. The introduction of velocity ellipticity significantly alters the skewed saddle shape and locations of aliased energy in comparison to AMO result. Figure 3c and 3d presents EMO operator responses for fast-axis orientations of γ ¼ 0° and γ ¼ −45°, respectively. Prominent anisotropic stretching and rotation of the skewed EMO saddle is observed, again indicating significant departure from the AMO operator kinematic/dynamic response. Figure 4 shows, for the same scenarios as presented in Figure 3, the results of applying a dip filter that rejects slopes with dips greater than 65° to the input data set prior to implementing AMO and EMO (Vlad and Biondi, 2001). Dip filtering effectively removes the steeply dipping wavefield components to produce lessaliased, higher-quality impulse responses. The second example presents the results of a 5D AMO/EMO interpolation test. I generated a narrow-azimuth data set that mimics marine acquisition geometry assuming an isotropic velocity field of dimensions 3.2 × 3.2 × 2.0 km3 that is homogeneous save for five point diffractors of differing magnitude distributed about the center of the model. The modeled geometry consists of 128 receivers along 17 streamer cables spaced every 0.025 km in the receiver inline and the crossline direction. Using a 15 Hz Ricker wavelet, I modeled 193 shots in the inline direction for each of 133 sail lines that are equally spaced at a 0.025 km interval in source inline and crossline directions. I then sorted the data volume to vector midpointoffset assuming a uniform 0.0125 km bin size, which introduces zero traces into every second bin in all four spatial dimensions. Figure 5a shows a constant offset section containing zero traces taken at h1 ¼ ½1.25; 0.125 km. Figure 6a similarly shows a constant midpoint section with zero traces at a central location over the five point diffractors. Figure 5b shows the AMO regularization result. The time-slice shown in the top cube face intersects three of the five diffraction hyperbolas. The well-interpolated reflectors in the crossline panel appear more hyperbolic than in the inline dimension because they are closer to zero offset than in the crossline direction. Figure 5c shows the EMO data conditioning result for a scenario where the data are transformed from an input isotropic to an output anisotropic profile defined by ϵ2 ¼ −0.05 and γ ¼ 0° along the inline direction. Although this represents the “reverse” goal of the EMO conditioning approach discussed above (i.e., from isotropic to anisotropic), I present this example to illustrate procedural accuracy. Unlike the isotropic AMO case, reverse EMO conditioning also requires applying an elliptical adjoint NMO operator as per the reverse of equation 5. The top time-slice panel shows a boundary artifact associated with the compression of the diffraction hyperbola in the now-slower inline direction. Figure 6b and 6c shows the AMO and EMO interpolation results as a function of inline and crossline offset for a constant midpoint, respectively. Both operators do a good job of estimating missing data and generate what appear to be nearly identical results; however, slight shifts of the diffraction surfaces can be observed when viewing the panels in a movie format.
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To evaluate EMO operator accuracy, Figure 7 shows the overlay of the analytic traveltime curves on the constant-offset time-slice panels of Figure 5. Figure 7a shows the input time slice at t ¼ 2.28 s. The two red curves show the traveltimes of the two diffractions that reach the surface by t ¼ 2.28 s. The AMO-interpolated results in Figure 7b indicate good agreement with the analytic traveltimes. Figure 7c presents the EMO conditioning time-slice panel that more



Figure 3. Operator impulse responses for AMO and EMO conditioning operation for various velocity fast-axis orientations. Input and output variables are h1 ¼ 2.0 km, h2 ¼ 1.8 km, α1 ¼ 30°, α2 ¼ 10°, ϵ1 ¼ 0.2, and ϵ2 ¼ 0. Blue lines indicate the slice locations of the shown 3D cube. (a) AMO operator. (b) EMO operator for γ ¼ 45°. (c) EMO operator for γ ¼ 0°. (d) EMO operator for γ ¼ −45°.



Figure 4. Operator impulse responses for data conditioning operation for various velocity fastaxis orientations, where data are dip-filtered prior to regularization. Input and output variables are h1 ¼ 2.0 km, h2 ¼ 1.8 km, α1 ¼ 30°, α2 ¼ 10°, ϵ1 ¼ 0.2 and ϵ2 ¼ 0. Blue lines indicate the slice locations of the shown 3D cube. (a) AMO operator. (b) EMO operator for γ ¼ 45°. (c) EMO operator for γ ¼ 0°. (d) EMO operator for γ ¼ −45°.



clearly shows the anisotropic compression in the inline direction. Note the good agreement of the analytic traveltimes and the EMO interpolation results. Figure 7d provides a direct comparison of the red AMO and green EMO curves by overlaying them on a windowed section of the AMO regularization result. Note that the anisotropic green line is displaced in midpoint by up to jΔmj ¼ 0.1 km from the isotropic diffraction hyperbola surface. Thus, if
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Elliptical moveout operator one were to erroneously assume an isotropic velocity profile, the displacements caused by this moderate degree of velocity ellipticity would easily be sufficient to significantly diminish the accuracy of the data regularization and the subsequent imaging results. Predictably, anisotropy-induced wavefield displacements become more severe with increasing velocity ellipticity. I illustrate this in Figure 8 by comparing the isotropic arrival (dotted white line) with several different positive and negative velocity ellipticities
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specified by ϵ2 ¼ −0.025 (yellow), ϵ2 ¼ 0.025 (light blue), ϵ2 ¼ −0.05 (green), ϵ2 ¼ 0.05 (magenta), ϵ2 ¼ −0.1 (orange), and ϵ2 ¼ 0.1 (dark blue). The displacement in midpoint of data by potentially hundreds of meters underscores the importance of correctly accounting for the effects of elliptical azimuthal anisotropy during data regularization. Finally, I assert that seismic processing sequences for data acquired over areas of complex velocity structure that exhibit Figure 5. Constant midpoint section from a 5D data interpolation example using AMO/EMO operators. The black lines indicate the slice locations of the shown 3D cube. (a) Original isotropic data sorted to CMP geometry with zero traces every second sample in all midpoint and offset dimensions. (b) AMO regularization. (c) EMO data conditioning with an anisotropic output with ellipticity ϵ2 ¼ −0.05.
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a)
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Figure 6. Constant offset section from a 5D data interpolation example using AMO/EMO operators. The black lines indicate the slice locations of the shown 3D cube. (a) Original isotropic data sorted to CMP geometry with zero traces every second sample in all midpoint and offset dimensions. (b) AMO regularization. (c) EMO data conditioning with an anisotropic output with ellipticity ϵ2 ¼ −0.05.
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signatures of azimuthal anisotropy should avoid performing elliptical velocity analysis using elliptical residual moveout operators (RMO). This is because the significant likelihood that isotropic processing will generate inappropriate wavefield dips throughout the data volume that cannot be easily undone by subsequent elliptical RMO operators. This is especially true when implementing significant azimuthal rotations (i.e., Δα > 10°) and for analysis performed at observation azimuths coinciding with the most rapidly changing part of the elliptical azimuthal velocity profile. EMO thus represents a one-step regularization procedure that is more consistent with wave-equation physics and should yield improved results in complex media when compared with isotropic processing plus elliptical RMO static corrections.



CONCLUSIONS This paper develops an EMO operator that represents the extension of AMO for elliptical azimuthally anisotropic media. The EMO operator can be used in AMO-like data regularization procedure; however, unlike AMO one can apply EMO to map data from an elliptical azimuthal velocity field to an azimuthally isotropic one. The resulting theoretical expression describing Figure 7. Time slices from the 5D seismic data interpolation using EMO/AMO operaEMO kinematics leads to an impulse response tors for the same geometry as in Figure 5 with overlain analytically calculated travelwith a topology resembling a skewed AMO sadtimes. (a) Original isotropic data sorted to CMP geometry with zero traces every second dle, but with an anisotropic stretch that depends sample in all midpoint and offset axes. (b) AMO regularization. (c) EMO data condion the degree of velocity ellipticity and the orientioning and with an output ellipticity of ϵ2 ¼ −0.05. (d) Magnification of the AMO result with the AMO and EMO traveltime curves overlain. tation of the velocity fast axis. I develop an dynamically accurate EMO operator in log-frequency-wavenumber domain based on an extension of 3D offset continuation theory. Owing to the similarity of the two operators, EMO requires only modest modification of AMO implementation approaches. Numerical examples demonstrate how the orientation of the velocity fast axis can greatly alter the EMO operator impulse response. The 5D interpolation example shows how a moderate degree of elliptical velocity anisotropy can lead to significant midpoint displacements in output data volumes relative to isotropic AMO results. Because poor data regularization results consequently lead to degraded seismic images and incorrect interpretation, these results suggest that one should apply an EMO operator to account for elliptical variations in the azimuthal velocity profiles in place of isotropic processing plus elliptical RMO static corrections.
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APPENDIX A



ϕ1 h1x ν1 − ϕ2 h2x ν2 ¼ Δmx ;



(A-7)



ϕ1 h1y ν1 − ϕ2 h2y ν2 ¼ Δmy ;



(A-8)
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EMO OPERATOR DERIVATION Owing to the similarity of the AMO and EMO operations, the EMO theory presented herein closely follows the AMO theory presented in Biondi et al. (1998). I start with a representation of the forward and adjoint elliptical DMO operators in the frequencywavenumber (ω-k) domain (Shragge and Lumley, 2012),



sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ    ﬃ Z ϕ1 h1 · k 2 DE ¼ dt1 J 1 exp −iω0 t1 1 þ ω 0 t1 s ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ    ﬃ Z ϕ2 h2 · k 2 † ; DE ¼ dω0 J2 exp þiω0 t2 1 þ ω0 t 2



1 4π 2



Z



Z dω0



(A-2)



d2 kJ1 J2



× expð−i½ω0 ðt1 η1 − t2 η2 Þ − k · ΔmÞ:



(A-3)



(A-4)



i ¼ 1; 2:



(A-5)



The derivatives of η1 and η2 with respect to wavenumbers kx and ky are



∂η2 ϕ2 h2x β2 pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ¼ ∂kx ω0 t2 1 þ β22 Letting ν1 ¼



β1 pﬃﬃﬃﬃﬃﬃﬃﬃ 1þβ21



∂η1 ϕ1 h1y β1 pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ¼ ; ∂ky ω0 t1 1 þ β21 ∂η2 ϕ2 h2y β2 pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ¼ : ∂ky ω0 t2 1 þ β22



and ν2 ¼



β2 ﬃ pﬃﬃﬃﬃﬃﬃﬃ , 1þβ22



Δm sin ðα1 − ΔψÞ : ϕ2 h2 sin Δα



(A-11)



Evaluating the phase function along the stationary path k0 by multiplying the expressions in equation A-7 by k0x and k0y , respectively, yields



(A-12)



Inserting equation A-12 into equation A-4 leads to



  ϕ1 t1 ν201 ϕ2 t2 ν202 Ψ0 ¼ ω0 t1 η01 − t2 η02 − pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ þ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ 1 − ν201 1 − ν202   t1 t2 2 2 p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ¼ ω0 pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ν Þ − ν Þ ð1 − ϕ ð1 − ϕ 1 01 2 02 ; 1 − ν201 1 − ν202 (A-13)



by



sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ  1 − ν202 1 − ϕ1 ν201 t2 ¼ t1 . 1 − ν201 1 − ϕ2 ν202



where for notational simplicity,



∂η1 ϕ1 h1x β1 pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ¼ ; ∂kx ω0 t1 1 þ β21



ν02 ¼



1−νi



Φ ≡ ω0 ðt1 η1 − t2 η2 Þ − k · Δm;



ϕh ·k ; βi ¼ i i ω0 ti



(A-10)



1 where ηi ¼ pﬃﬃﬃﬃﬃﬃﬃ . The stationary path along which Ψ0 ¼ 0 is given 2



The phase of the integral Φ is given by



qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ηi ¼ 1 þ β2i and



Δm sin ðα2 − ΔψÞ ; ϕ1 h1 sin Δα



  ϕ1 t1 β201 ϕ2 t2 β202 ﬃ − pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ﬃ k0 · Δm ¼ ω0 pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ 1 þ β201 1 þ β202   ϕ1 t1 ν201 ϕ2 t2 ν202 pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ¼ ω0 pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ − : 1 − ν201 1 − ν202



Z



dt1



(A-9)



ν01 ¼ (A-1)



which I write compactly as



E¼



Δ ¼ ϕ1 ϕ2 ðh2x h1y − h1x h2y Þ ¼ ϕ1 ϕ2 h1 h2 sin Δα; and the solutions for ν1 and ν2 are



where Ji are Jacobians of transformation; t and ω0 are time and frequency; hi are (half) offset vectors; and ϕi are ellipticity functions. I use the notation where i ¼ 1 and i ¼ 2 indicate input and output variables, respectively. The EMO operator is defined as the composite of the two above DMO operators



Z Z Z 1 2 −ik·m dt1 dω0 J 1 J2 E ¼ 2 d ke 4π s ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ "  ﬃ ϕ1 h 1 · k 2 × exp −iω0 t1 1 þ ω0 t1 sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ  2ﬃ!# ϕ2 h1 · k − t2 1 þ ; ω0 t 2



that are solved for ν1 and ν2 (i.e., η1 and η2 ) at the stationary path k0 . The determinant of the system of equations is



(A-6)



Substituting the values of ν01 and ν02 from equations A-10 and A11, I find



sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ϕ2 h2 ϕ22 h22 sin2 Δα − Δm2 sin2 ðα1 − ΔψÞ t2 ¼ t1 ϕ1 h1 ϕ21 h21 sin2 Δα − Δm2 sin2 ðα2 − ΔψÞ   2 2 2 ϕ1 h1 sin Δα − ϕ1 Δm2 sin2 ðα2 − ΔψÞ : × 2 2 2 ϕ2 h2 sin Δα − ϕ2 Δm2 sin2 ðα1 − ΔψÞ



(A-15)



Note that when ϵ1 ¼ ϵ2 ¼ 0 and ϕ1 ¼ ϕ2 ¼ 1, one recovers



and setting to zero the deriva-



tive of phase Ψ with respect wavenumber k yields a system of equations



(A-14)



h t2 ¼ t1 2 h1



sﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ h21 sin2 Δα − Δm2 sin2 ðα2 − ΔψÞ ; h22 sin2 Δα − Δm2 sin2 ðα1 − ΔψÞ



(A-16)
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which is the AMO kinematic expression derived in Appendix A of Biondi et al. (1998).



Downloaded 11/17/13 to 58.7.117.139. Redistribution subject to SEG license or copyright; see Terms of Use at http://library.seg.org/



REFERENCES Anderson, J. E., and I. Tsvankin, 1997, Dip-moveout processing by Fourier transform in anisotropic media: Geophysics, 62, 1260–1269, doi: 10 .1190/1.1444227. Biondi, B., S. Fomel, and N. Chemingui, 1998, Azimuth moveout for 3D prestack imaging: Geophysics, 63, 574–588, doi: 10.1190/1.1444357. Bishop, K., A. Osadchuk, and M. Stanley, 2010, Analysis methodology for azimuthal anisotropy: 72nd Annual International Meeting, EAGE, Extended Abstracts, B048. Bolondi, G., E. Loinger, and F. Rocca, 1982, Offset continuation of seismic sections: Geophysical Prospecting, 30, 813–828, doi: 10.1111/gpr.1982 .30.issue-6. Burnett, W., and S. Fomel, 2009, 3D velocity-independent elliptically anisotropic moveout correction: Geophysics, 74, no. 5, WB129–WB136, doi: 10.1190/1.3184804. Clapp, R. G., 2006, AMO inversion to a common azimuth data set: 76th Annual International Meeting, SEG, Expanded Abstracts, 2097–2101. Dickinson, D., and T. Ridsdill-Smith, 2010, The benefits of multi-azimuth depth migration over the Tidepole field, northwest shelf, Australia: 72nd Annual International Meeting, EAGE, Extended Abstracts, B044. Fomel, S., 1994, Kinematically equivalent differential operator for offset continuation of seismic sections: Russian Geology and Geophysics, 35, 122–134. Fomel, S., 2003a, Differential azimuth moveout: 73rd Annual International Meeting, SEG, Expanded Abstracts, 2068–2071. Fomel, S., 2003b, Seismic reflection data interpolation with differential offset and shot continuation: Geophysics, 68, 733–744, doi: 10.1190/1 .1567243. Fomel, S., 2003c, Theory of differential offset continuation: Geophysics, 68, 718–732, doi: 10.1190/1.1567242. Grechka, V., and I. Tsvankin, 2002, NMO-velocity surfaces and Dix-type formulas in anisotropic heterogeneous media: Geophysics, 67, 939– 951, doi: 10.1190/1.1484536. Hale, D., 1984, Dip-moveout by Fourier transform: Geophysics, 49, 741– 757, doi: 10.1190/1.1441702.



Herrman, F., and G. Hennenfent, 2008, Nonparametric seismic data recovery with curvelet frames: Geophysical Journal International, 173, 233–248, doi: 10.1111/gji.2008.173.issue-1. Hindriks, K., and A. Duijndam, 2000, Reconstruction of 3D seismic signals irregularly sampled along two spatial coordinates: Geophysics, 65, 253– 263, doi: 10.1190/1.1444716. Jenner, E., 2009, Data example and modelling study of P-wave azimuthal anisotropy potentially caused by isotropic velocity heterogeneity: First Break, 27, 45–50. Jenner, E., 2010, Modelling azimuthal NMO in laterally heterogeneous HTI media: First Break, 28, 89–94. O’Connell, J., M. Kohli, and S. Amos, 1993, Bullwinkle: A unique 3D experiment: Geophysics, 58, 167–176, doi: 10.1190/1.1443346. Sacchi, M., and T. Ulrych, 1995, Model re-weighted least-squares Radon operators: 65th Annual International Meeting, SEG, Expanded Abstracts, 616–618. Shragge, J., and D. Lumley, 2012, Elliptical dip moveout for 3D seismic imaging in the presence of azimuthal anisotropy: Geophysics, 77, no. 1, C1–C12, doi: 10.1190/geo2011-0044.1. Spitz, S., 1991, Seismic trace interpolation in the f-x domain: Geophysics, 56, 785–794, doi: 10.1190/1.1443096. Thomsen, L., 1986, Weak elastic anisotropy: Geophysics, 51, 1954–1966, doi: 10.1190/1.1442051. Trickett, S., 2008, F-xy Cadzow noise suppression: 78th Annual International Meeting, SEG, Expanded Abstracts, 2586–2590. Tsvankin, I., and V. Grechka, 2011, Seismology of azimuthally anisotropic media and seismic fracture characterization: SEG. Uren, N. F., G. H. F. Gardner, and J. A. McDonald, 1990a, Dip moveout in anisotropic media: Geophysics, 55, 863–867, doi: 10.1190/1.1442901. Uren, N. F., G. H. F. Gardner, and J. A. McDonald, 1990b, Normal moveout in anisotropic media: Geophysics, 55, 1634–1636, doi: 10.1190/1 .1442815. Vlad, I., and B. Biondi, 2001, Effective AMO implementation in the logstretch, frequency-wavenumber domain: Stanford Exploration Project, SEP-110, 1–8. Williams, M., and E. Jenner, 2002, Interpreting seismic data in the presence of azimuthal anisotropy; or azimuthal anisotropy in the presence of the seismic interpretation: The Leading Edge, 21, 771–774, doi: 10.1190/1 .1503192. Zhou, B., I. Mason, and S. A. Greenhalgh, 1996, An accurate formulation of log-stretch dip moveout in the frequency-wavenumber domain: Geophysics, 61, 815–820, doi: 10.1190/1.1444006.



























[image: Elliptical silicon nanowire photodetectors for ...]
Elliptical silicon nanowire photodetectors for ...












[image: in-NIELIT-Data-Entry-Operator-Accountant-Application-form.pdf ...]
in-NIELIT-Data-Entry-Operator-Accountant-Application-form.pdf ...












[image: TNPSC Punch Operator in the Government Data Centre Question ...]
TNPSC Punch Operator in the Government Data Centre Question ...












[image: Implicit Regularization in Variational Bayesian ... - Semantic Scholar]
Implicit Regularization in Variational Bayesian ... - Semantic Scholar












[image: DATA ENTRY OPERATOR - DCB2016August@PSC WINNERS.pdf ...]
DATA ENTRY OPERATOR - DCB2016August@PSC WINNERS.pdf ...












[image: REGULARIZATION OF TRANSPORTATION MAPS FOR ...]
REGULARIZATION OF TRANSPORTATION MAPS FOR ...












[image: VARIANCE REGULARIZATION OF RNNLM FOR ...]
VARIANCE REGULARIZATION OF RNNLM FOR ...












[image: NBD-Data-Entry-Operator-Posts-Notification-Application.pdf ...]
NBD-Data-Entry-Operator-Posts-Notification-Application.pdf ...












[image: Elliptical fire front speed function]
Elliptical fire front speed function












[image: An Elliptical Boundary Model for Skin Color Detection - CiteSeerX]
An Elliptical Boundary Model for Skin Color Detection - CiteSeerX












[image: Elliptical Machine For Sale Albany, NY.pdf]
Elliptical Machine For Sale Albany, NY.pdf












[image: Entropic Graph Regularization in Non ... - Research at Google]
Entropic Graph Regularization in Non ... - Research at Google












[image: Regularization behavior in a non-linguistic domain - Linguistics and ...]
Regularization behavior in a non-linguistic domain - Linguistics and ...












[image: NHRC Elliptical Trainer Study.pdf]
NHRC Elliptical Trainer Study.pdf












[image: My Elliptical Machine Albany, NY.pdf]
My Elliptical Machine Albany, NY.pdf












[image: Elliptical fire front speed function]
Elliptical fire front speed function












[image: Model-induced Regularization]
Model-induced Regularization












[image: Implicit Regularization in Variational Bayesian Matrix ...]
Implicit Regularization in Variational Bayesian Matrix ...












[image: Elastic Net Regularization in Learning Theory]
Elastic Net Regularization in Learning Theory












[image: Entropic Graph Regularization in Non-Parametric ... - NIPS Proceedings]
Entropic Graph Regularization in Non-Parametric ... - NIPS Proceedings












[image: Entropic Graph Regularization in Non-Parametric Semi ...]
Entropic Graph Regularization in Non-Parametric Semi ...












[image: Operator method for ODE]
Operator method for ODE















Elliptical moveout operator for data regularization in ...






Dec 11, 2012 - Elliptical moveout operator for data regularization in azimuthally anisotropic media. Jeffrey Shragge1. ABSTRACT. Data regularization by azimuthal moveout (AMO) is an important seismic processing step applied to minimize the deleterious effects of irregular and incomplete acquisition in complex geology. 






 Download PDF 



















 1MB Sizes
 0 Downloads
 223 Views








 Report























Recommend Documents







[image: alt]





Elliptical silicon nanowire photodetectors for ... 

T. Labhart, â€œPolarization-opponent interneurons in the insect visual system,â€� .... L. Cao, P. Fan, E. S. Barnard, A. M. Brown, and M. L. Brongersma, â€œTuning the ...














[image: alt]





in-NIELIT-Data-Entry-Operator-Accountant-Application-form.pdf ... 

Retrying... in-NIELIT-Data-Entry-Operator-Accountant-Application-form.pdf. in-NIELIT-Data-Entry-Operator-Accountant-Application-form.pdf. Open. Extract.














[image: alt]





TNPSC Punch Operator in the Government Data Centre Question ... 

TNPSC Punch Operator in the Government Data Centre Question and Answer 10.02.2013.PDF. TNPSC Punch Operator in the Government Data Centre ...














[image: alt]





Implicit Regularization in Variational Bayesian ... - Semantic Scholar 

MAPMF solution (Section 3.1), semi-analytic expres- sions of the VBMF solution (Section 3.2) and the. EVBMF solution (Section 3.3), and we elucidate their.














[image: alt]





DATA ENTRY OPERATOR - DCB2016August@PSC WINNERS.pdf ... 

Retrying... DATA ENTRY OPERATOR - DCB2016August@PSC WINNERS.pdf. DATA ENTRY OPERATOR - DCB2016August@PSC WINNERS.pdf. Open.














[image: alt]





REGULARIZATION OF TRANSPORTATION MAPS FOR ... 

tion 3 as a way to suppress these artifacts. We conclude with ... In the following, by a slight abuse of language, we call trans- portation map the image of ...














[image: alt]





VARIANCE REGULARIZATION OF RNNLM FOR ... 

algorithm for RNNLMs to address this problem. All the softmax-normalizing factors in ..... http://www.fit.vutbr.cz/ imikolov/rnnlm/thesis.pdf. [3] Holger Schwenk and ...














[image: alt]





NBD-Data-Entry-Operator-Posts-Notification-Application.pdf ... 

La taula de doble entrada. Page 2 of 2. NBD-Data-Entry-Operator-Posts-Notification-Application.pdf. NBD-Data-Entry-Operator-Posts-Notification-Application.pdf.














[image: alt]





Elliptical fire front speed function 

Sep 15, 2008 - National Institute of Standards and Technology ... analogous to the material derivative D/Dt = âˆ‚/âˆ‚t+UÂ·âˆ‡ where now F plays the role of the.














[image: alt]





An Elliptical Boundary Model for Skin Color Detection - CiteSeerX 

... Y. Lee and Suk I. Yoo. School of Computer Science and Engineering, Seoul National University ... depends on the degree of overlapping between object color ...














[image: alt]





Elliptical Machine For Sale Albany, NY.pdf 

find out what you need to know. Contact Details: Myâ€‹ â€‹Elliptical. Albany, NY. Website: https://sites.google.com/site/myelliptical/. Google Folder: https://goo.gl/WW7hcQ. Twitter: https://twitter.com/myellipticalus. Page 2 of 2. Elliptical Machine














[image: alt]





Entropic Graph Regularization in Non ... - Research at Google 

of unlabeled data is known as semi-supervised learning (SSL). ... obtained, and adding large quantities of unlabeled data leads to improved performance.














[image: alt]





Regularization behavior in a non-linguistic domain - Linguistics and ... 

gest that regularization behavior may be due to domain-general factors, such as memory ... (2005, 2009) have shown that children tend to regularize free variation ..... one output per input) can be predicted with 100% accuracy. The ceiling on ...














[image: alt]





NHRC Elliptical Trainer Study.pdf 

Download. Connect more apps... Try one of the apps below to open or edit this item. NHRC Elliptical Trainer Study.pdf. NHRC Elliptical Trainer Study.pdf. Open.














[image: alt]





My Elliptical Machine Albany, NY.pdf 

Page 2 of 3. https://sites.google.com/site/myelliptical/. For people who are new to exercise or who have started exercising at an advanced stage of. life, this fitness machine is ideal. Contact Details: Myâ€‹ â€‹Elliptical. Albany, NY. Website: https














[image: alt]





Elliptical fire front speed function 

Sep 15, 2008 - speed function is needed to model the fire front by a level set method, for example. Often when modeling fire front ... by the zero level set of the scalar Ï†(x, y, t), where x and y are 2D spatial coordinates and t is time. The scalar














[image: alt]





Model-induced Regularization 

The answer may be trivial; we get an unregularized es- timator. (More accurately, the mode of the Bayesian predictive distribution coincides to the maximum like- lihood (ML) estimator.) Suppose next the following model: p(x) = N(x; ab, 12). (2). Here














[image: alt]





Implicit Regularization in Variational Bayesian Matrix ... 

Jun 22, 2010 - 9. NIKON CORPORATION. Core Technology Center. June 22, 2010. VB hardly overfits. [Raiko et al.2007]. [Lim&Teh2007]. MAP/ML test error ...














[image: alt]





Elastic Net Regularization in Learning Theory 

Elastic Net Regularization in Learning Theory ... Center for Biological and Computational Learning, Department of Brain and ... prone to overfit the data.














[image: alt]





Entropic Graph Regularization in Non-Parametric ... - NIPS Proceedings 

Most of the current graph-based SSL algorithms have a number of shortcomings â€“ (a) in ... clude [7, 8]) attempt to minimize squared error which is not optimal for classification problems [10], ..... In this section we present results on two popular














[image: alt]





Entropic Graph Regularization in Non-Parametric Semi ... 

We also showed that this objective can be minimized using alternating minimization (AM), and can ... For example, on the Internet alone we create 1.6 ... We use the phone classification problem to demonstrate the scalability of the algorithm.














[image: alt]





Operator method for ODE 

d2 dx2 yc(x) + b d dx yc(x) + cyc(x)=0. for the complementary function yc(x). Substitution of the trial solution yc(x) = exp(Î»x) in eq. [2] gives the quadratic equation aÎ»2 + bÎ» + c = 0 which has two so- lutions, Î»+ and Î»âˆ’ given by. [3] Î»Â± =
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