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EN.550.665: Convex Optimization Instructor: Daniel P. Robinson Homework Assignment #4 Any starred exercises require the use of Matlab. Exercise 4.1: Let f : Rn → R be a proper convex function. Prove that a linear minorant with slope s ∈ Rn exists if and only if f ∗ (s) < ∞, where f ∗ is the conjugate function of f . Exercise 4.2: Let f : Rn → R be a proper convex function. Prove that ∂f (x) ⊆ dom(f ∗ ), where f ∗ is the conjugate function of f . Exercise 4.3∗ : Implement the following three algorithms: 1. The SubGradient Descent (SGD) method (Algorithm 1 in Lecture04) with diminishing step size. 2. The Averaged SubGradient Descent (ASGD) method (Algorithm 2 in Lecture04). 3. The Simple Dual Averaging (SDA) Method (Algorithm 3 in Lecture04). To test your implementations, you should first download the file 665 logistic.zip from the course website. Once the file is downloaded, you need to unzip the file, which will produce two directories and two files. You should start with the file ReadMe and then proceed to understand the file demo.m. Specifically, you should solve the following optimization problem: minimize f (θ) := L(θ) + λkθk1 n θ∈R



(1)



for some choice of weighting parameter λ > 0. The function L and its gradient ∇L can be evaluated as shown in the file demo.m. Using this information and the fact that we have already shown how to compute the subdifferential for λkθk1 , allows us to compute the subdifferential for f . To successfully complete this homework exercise, you should do the following: (i) Solve problem (1) using the three algorithms SGD, ASGD, and SDA for the three different data sets breast cancer.mat, ijcnn1.mat, and rcv1.mat; these data sets will be formed once you unzip the file 665 logistic.zip described above. Try this for various values of λ > 0 and report your experience. (ii) What happens to the solution to problem (1) as the weighting parameter λ → ∞? Show that your claim is true via numerical examples. (iii) Choose a value for λ > 0 for which the solution to problem breast cancer.mat has approximately 50% of its entries equal to zero. What is the value of λ > 0 that makes this the case? For that value of λ, perform the following tests for problem breast cancer.mat. (a) Examine how sensitive SGD is to the choice of the parameter c > 0 used in the diminishing step length choice αk = c/k. Exhibit this via numerical experiments. (b) Examine how sensitive ASGD √ is to the choice of the parameter c > 0 used in the diminishing step length choice αk = c/ k. Exhibit this via numerical experiments. (c) Compare the performance of SDA to both SGD and ASGD.
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You should start with the file ReadMe and then proceed to understand the file demo.m. Specifically, you should solve the following optimization problem: minimize Î¸âˆˆRn f(Î¸) := L(Î¸) + Î»Î¸1. (1) for some choice of weighting parameter Î» > 0. The function L and its gradient âˆ‡L can be evaluated as shown in the file demo.m. 
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