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Abstract—Cloud computing economically enables the paradigm of data service outsourcing. However, to protect data privacy, sensitive cloud data has to be encrypted before outsourced to the commercial public cloud, which makes effective data utilization service a very challenging task. Although traditional searchable encryption techniques allow users to securely search over encrypted data through keywords, they support only Boolean search and are not yet sufficient to meet the effective data utilization need that is inherently demanded by large number of users and huge amount of data files in cloud. In this paper, we define and solve the problem of secure ranked keyword search over encrypted cloud data. Ranked search greatly enhances system usability by enabling search result relevance ranking instead of sending undifferentiated results, and further ensures the file retrieval accuracy. Specifically, we explore the statistical measure approach, i.e. relevance score, from information retrieval to build a secure searchable index, and develop a one-to-many order-preserving mapping technique to properly protect those sensitive score information. The resulting design is able to facilitate efficient server-side ranking without losing keyword privacy. Thorough analysis shows that our proposed solution enjoys “as-strong-as-possible” security guarantee compared to previous searchable encryption schemes, while correctly realizing the goal of ranked keyword search. Extensive experimental results demonstrate the efficiency of the proposed solution. Keywords—Ranked search, searchable encryption, order-preserving mapping, confidential data, cloud computing



1 INTRODUCTION CLoud Computing is the long dreamed vision of computing as a utility, where cloud customers can remotely store their data into the cloud so as to enjoy the ondemand high quality applications and services from a shared pool of configurable computing resources [2]. The benefits brought by this new computing model include but are not limited to: relief of the burden for storage management, universal data access with independent geographical locations, and avoidance of capital expenditure on hardware, software, and personnel maintenances,etc [3]. As Cloud Computing becomes prevalent, more and more sensitive information are being centralized into the cloud, such as emails, personal health records, company finance data, and government documents, etc. The fact that data owners and cloud server are
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no longer in the same trusted domain may put the outsourced unencrypted data at risk [4]: the cloud server may leak data information to unauthorized entities [5] or even be hacked [6]. It follows that sensitive data has to be encrypted prior to outsourcing for data privacy and combating unsolicited accesses. However, data encryption makes effective data utilization a very challenging task given that there could be a large amount of outsourced data files. Besides, in Cloud Computing, data owners may share their outsourced data with a large number of users, who might want to only retrieve certain specific data files they are interested in during a given session. One of the most popular ways to do so is through keyword-based search. Such keyword search technique allows users to selectively retrieve files of interest and has been widely applied in plaintext search scenarios.Unfortunately, data encryption, which restricts user’s ability to perform keyword search and further demands the protection of keyword privacy, makes the traditional plaintext search methods fail for encrypted cloud data.Although traditional searchable encryption schemes allow a user to securely search over encrypted data through keywords without first decrypting it, these techniques support only conventional Boolean keyword search1, without capturing any relevance of the files in the search result. When directly applied in large collaborative data outsourcing cloud environment, they may suffer from the following two main drawbacks. On the one hand, for each search request, users without pre-knowledge of the encrypted cloud data have to go through every retrieved file in order to find ones most matching their interest, which demands possibly large amount of postprocessing over-head; On the other hand, invariably sending back all files solely based on presence/absence of the keyword further incurs large unnecessary network traffic, which is absolutely undesirable in today’s pay-as-you-use cloud paradigm. In short, lacking of effective mechanisms to ensure the file retrieval accuracy is
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a significant drawback of existing searchable encryption schemes in the context of Cloud Computing. Nonetheless, the state-of the- art in information retrieval (IR) community has already been utilizing various scoring mechanisms [13] to quantify and rank-order the relevance of files in response to any given search query. Although the importance of ranked search has received attention for a long history in the context of plaintext searching by IR community, surprisingly, it is still being overlooked and remains to be addressed in the context of encrypted data search.Therefore, how to enable a searchable encryption system with support of secure ranked search, is the problem tackled in this paper. Our work is among the first few ones to explore ranked search over encrypted data in Cloud Computing. Ranked search greatly enhances system usability by returning the matching files in a ranked order regarding to certain relevance criteria (e.g., keyword frequency), thus making one step closer towards practical deployment of privacy-preserving data hosting services in the context of Cloud Computing. To achieve our design goals on both system security and usability,we propose to bring together the advance of both crypto and IR community to design the ranked searchable symmetric encryption scheme, in the spirit of “as-strongas-possible” security guarantee. Specifically, we explorethe statistical measure approach from IR and text-mining to embed weight information (i.e. relevance score) of each file during the establishment of searchable index before outsourcing the encrypted file collection.



2 Existing System Now-a-days cloud servers are gets the high storage files. Here select and processing the files gets the burden problems. Whenever large numbers of files are available in cloud server under encryption some problems are generated. Total files are not encrypted. That’s here there is no sufficient privacy and security in outsourcing. Some unauthorized users are entering and corrupt the content of information. Previously user are selects the files in interesting manner as a plain text files. This is failing under access the files. There is no perfect decryption technique under access the files of representation process. User are suffers with present searching technique. 2.1 Drawbacks or Disadvantages: 1. For each search request, users without preknowledge of the encrypted cloud data have to go through every retrieved file in order to find ones most matching their interest, which demands possibly large amount of post processing over head. 2. Invariably sending back all files solely based on presence/absence of the keyword further incurs large unnecessary network traffic, which is absolutely undesirable in today’s pay-as-you-use cloud paradigm. 3. It is ineffective under searching 3 Proposed System
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Here introduce the encryption based secure keyword searching mechanism present here. It can provide efficient solution under access the data. It is the good usability for display the effective matching details files. These matching files are extracts with relevance score. These kinds of matching files are retrieving with efficient mechanism. It can provide the results with guaranteed mechanism. All the files are collect with encryption format. All encryption files of weight we are calculate in implementation process. These kinds of approaches are shows the better result in implementation. 3.1 Advantages: 1. It can retrieve the results with less communication overhead. 2. It can provide the results with effective retrieval accuracy. 3. It can provide effective privacy and security application.



4 THE DEFINITIONS AND BASIC SCHEME In the introduction we have motivated the ranked keyword search over encrypted data to achieve economies of scale for Cloud Computing. In this section, we start from the review of existing searchable symmetric encryption (SSE) schemes and provide the definitions and framework for our proposed ranked searchable symmetric encryption (RSSE). Note that by following the same security guarantee of existing SSE, it would be very inefficient to support ranked search functionality over encrypted data, as demonstrated in our basic scheme. The discussion of its demerits will lead to our proposed scheme. 4.1 Background on Searchable Symmetric Encryption Searchable encryption allows data owner to outsource his data in an encrypted manner while maintaining the selectively-search capability over the encrypted data. Generally, searchable encryption can be achieved in its full functionality using an oblivious RAMs [16]. Although hiding everything during the search from a malicious server (including access pattern), utilizing oblivious RAM usually brings the cost of logarithmic number of interactions between the user and the server for each search request. Thus, in order to achieve more efficient solutions, almost all the existing works on searchable encryption literature resort to the weakened security guarantee, i.e., revealing the access pattern and search pattern but nothing else. Here access pattern refers to the outcome of the search result, i.e., which files have been retrieved. The search pattern includes the equality pattern among the two search requests (whether two searches were performed for the same keyword), and any information derived thereafter from this statement. We refer readers to [12] for the thorough discussion on SSE definitions.Having a correct intuition on the security guarantee of existing SSE literature is very important for us to define our ranked searchable symmetric encryption problem.
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As later we will show that following the exactly same security guarantee of existing SSE scheme, it would be very inefficient to achieve ranked keyword search, which motivates us to further weaken the security guarantee of existing SSE appropriately (leak the relative relevance order but not the relevance score) and realize an “as-strong-as-possible” ranked searchable symmetric encryption. Actually, this notion has been employed by cryptographers in many recent work [14], [17] where efficiency is preferred over security. 4.2 Definitions and Framework of RSSE System We follow the similar framework of previously proposed searchable symmetric encryption schemes [12] and adapt the framework for our ranked searchable encryption system.A ranked searchable encryption scheme consists of four algorithms (KeyGen, BuildIndex, TrapdoorGen, SearchIndex). Our ranked searchable encryption system can be constructed from these four algorithms in two phases, Setup and Retrieval: _ Setup: The data owner initializes the public and secret parameters of the system by executing KeyGen, and pre-processes the data file collection C by using BuildIndex to generate the searchable index from the unique words extracted from C. The owner then encrypts the data file collection C, and publishes the index including the keyword frequency based relevance scores in some encrypted form, together with the encrypted collection C to the Cloud. As part of Setup phase, the data owner also needs to distribute the necessary secret parameters (in our case, the trapdoor generation key) to a group of authorized users by employing off-the-shelf public key cryptography or more efficient primitive such as broadcast encryption. _ Retrieval: The user uses TrapdoorGen to generate a secure trapdoor corresponding to his interested keyword, and submits it to the cloud server. Upon receiving the trapdoor, the cloud server will derive a list of matched file IDs and their corresponding encrypted relevance scores by searching the index via SearchIndex. The matched files should be sent back in a ranked sequence based on the relevance scores. However, the server should learn nothing or little beyond the order of the relevance scores. Note that as an initial attempt to investigate the secure ranked searchable encryption system, in this paper we focus on single keyword search. In this case, the IDF factor in equation 1 is always constant with regard to the given searched keyword. Thus, search results can be accurately ranked based only on the term frequency and file length information contained within the single file using equation 2: Score(t; Fd) = 1 jFdj _ (1 + ln fd;t): (2)
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Data owner can keep a record of these two values and pre-calculate the relevance score, which introduces little overhead regarding to the index building. We will demonstrate this via experiments in the performance evaluation Section 7. 4.3 The Basic Scheme Before giving our main result, we first start with a straightforward yet ideal scheme, where the security of our ranked searchable encryption is the same as previous SSE schemes, i.e., the user gets the ranked results without letting cloud server learn any additional information more than the access pattern and search pattern. However, this is achieved with the trade-off of efficiency: namely, either should the user wait for two round-trip time for each search request, or he may even lose the capability to perform top-k retrieval, resulting the unnecessary communication overhead. We believe the analysis of these demerits will lead to our main result. Note that the basic scheme we discuss here is tightly pertained to recent work [12], though our focus in on secure result ranking. Actually, it can be considered as the most simplified version of searchable symmetric BuildIndex(K; C) 1. Initialization: i) scan C and extract the distinct words W = (w1;w2; :::;wm) from C. For each wi 2 W, build F(wi); 2. Build posting list: i) for each wi 2 W _ for 1 _ j _ jF(wi)j: a) calculate the score for file Fij according to equation 2, denoted as Sij ; b) compute Ez(Sij ), and store it with Fij ’s identifier hid(Fij )jjEz(Sij )i in the posting list I(wi); 3. Secure the index I: i) for each I(wi) where 1 _ i _ m: _ encrypt all Ni entries with `0 padding 00s, h0`0 jjid(Fij )jjEz(Sij )i, with key fy(wi), where 1 _ j _ _. _ set remaining _ Ni entries, if any, to random values of the same size as the existing Ni entries of I(wi). _ replace wi with _x(wi); 4. Output I. TABLE 2: The details of BuildIndex(_) for Basic Scheme encryption that satisfies the non-adaptive security definition of [12]. Basic Scheme: Let k; `; `0; p be security parameters that will be used in Keygen(_). Let E be a semantically secure symmetric encryption algorithm: E : f0; 1g` _ f0; 1gr ! f0; 1gr. Let _ be the maximum number of files containing some keyword wi 2 W for i = 1; : : : ;m, i.e., _ = maxm i=1 Ni. This value does not need to be known in advance for the instantiation of the scheme. Also, let f be a pseudo-random function and _ be a collision resistant hash function with the following parameters: _ f : f0; 1gk _ f0; 1g_ ! f0; 1g`
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_ _ : f0; 1gk _ f0; 1g_ ! f0; 1gp where p > logm In practice, _(_) will be instantiated by off-the-shelf hash functions like SHA-1, in which case p is 160 bits. In the Setup phase: 1) The data owner initiates the scheme by calling KeyGen(1k; 1`; 1`0 ; 1p), generates random keys f0; 1gk, z R f0; 1g`, and outputs K = x; y R fx; y; z; 1`; 1`0 ; 1pg. 2) The data owner then builds a secure inverted index from the file collection C by calling BuildIndex(K; C). The details are given in Table 2. The `0 padding 00s indicate the valid posting entry. In the Retrieval phase: 1) For an interested keyword w, the user generates a trapdoor T = (_x(w); fy(w)) by calling TrapdoorGen(w). 2) Upon receiving the trapdoor Tw, the server calls SearchIndex(I; Tw): first locates the matching list of the index via _x(w), uses fy(w) to decrypt the entries, and then sends back the corresponding files according to F(w), together with their associated encrypted relevance scores. 3) User decrypts the relevance scores via key z and gets the ranked search results.



5 EFFICIENT RANKED SEARCHABLE SYMMETRIC ENCRYPTION SCHEME The above straightforward approach demonstrates the core problem that causes the inefficiency of ranked searchable encryption. That is how to let server quickly perform the ranking without actually knowing the relevance scores. To effectively support ranked search over encrypted file collection, we now resort to the newly developed cryptographic primitive – order preserving symmetric encryption (OPSE) [14] to achieve more practical performance. Note that by resorting to OPSE, our security guarantee of RSSE is inherently weakened compared to SSE, as we now let server know the relevance order. However, this is the information we want to tradeoff for efficient RSSE, as discussed in previous Section 3. We will first briefly discuss the primitive of OPSE and its pros and cons. Then we show how we can adapt it to suit our purpose for ranked searchable encryption with an “as-strong-as-possible” security guarantee. Finally, we demonstrate how to choose different scheme parameters via concrete examples. 6 0 20 40 60 80 100 120 140 0
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10 20 30 40 50 60 Relevance score Number of points Distribution of relevance score for keyword "network" Fig. 2: An example of relevance score distribution. 5.1 Using Order Preserving Symmetric Encryption The OPSE is a deterministic encryption scheme where the numerical ordering of the plaintexts gets preserved by the encryption function. Boldyreva et al. [14] gives the first cryptographic study of OPSE primitive and provides a construction that is provably secure under the security framework of pseudorandom function or pseudorandom permutation. Namely, considering that any order-preserving function g(_) from domain D = f1; : : : ;Mg to range R = f1; : : : ;Ng can be uniquely defined by a combination of M out of N ordered items, an OPSE is then said to be secure if and only if an adversary has to perform a brute force search over all the possible combinations of M out of N to break the encryption scheme. If the security level is chosen to be 80 bits, then it is suggested to choose M = N=2 > 80 so that the total number of combinations will be greater than 280. Their construction is based on an uncovered relationship between a random order-preserving function (which meets the above security notion) and the hypergeometric probability distribution, which will later be denoted as HGD. We refer readers to [14] for more details about OPSE and its security definition. At the first glance, by changing the relevance score encryption from the standard indistinguishable symmetric encryption scheme to this OPSE, it seems to follow directly that efficient relevance score ranking can be achieved just like in the plaintext domain. However, as pointed out earlier, the OPSE is a deterministic encryption scheme. This inherent deterministic property, if not treated appropriately, will still leak a lot of information as any deterministic encryption scheme will do. One such information leakage is the plaintext distribution. Take Fig. 2 for example, which shows a skewed relevance score distribution of keyword “network”, sampled from 1000 files of our test collection. For easy exposition, we encode the actual score into 128 levels in domain from 1 to 128. Due to the deterministic property, if we use OPSE directly over these sampled relevance scores, the resulting ciphertext shall share exactly the same distribution as the relevance score in Fig. 2. On the other hand, previous research works [18], [22] have shown that the score distribution can be seen as keyword specific. Specifically, in [22], the authors have shown that the TF distribution of certain keywords from the
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Enron email corpus3 can be very peaky, and thus result in significant information leak for the corresponding keyword. In [18], the authors further point out that the TF distribution of the keyword in a given file collection usually follows a power law distribution, regardless of the popularity of the keyword. Their results on a few test file collections show that not only different keywords can be differentiated by the slope and value range of their TF distribution, but even the normalized TF distributions, i.e., the original score distributions (see the equation 2), can be keyword specific. Thus, with certain background information on the file collection, such as knowing it contains only technical research papers, the adversary may be able to reverse-engineer the keyword “network” directly from the encrypted score distribution without actually breaking the trapdoor construction, nor does the adversary need to break the OPSE. 5.2 One-to-many Order-preserving Mapping Therefore, we have to modify the OPSE to suit our purpose. In order to reduce the amount of information leakage from the deterministic property, an one-to-many OPSE scheme is thus desired, which can flatten or obfuscate the original relevance score distribution, increase its randomness, and still preserve the plaintext order. To do so, we first briefly review the encryption process of original deterministic OPSE, where a plaintext m in domain D is always mapped to the same random-sized non-overlapping interval bucket in range R, determined by a keyed binary search over the range R and the result of a random HGD sampling function. A ciphertext c is then chosen within the bucket by using m as the seed for some random selection function. Our one-to-many order-preserving mapping employs the random plaintext-to-bucket mapping of OPSE, but incorporates the unique file IDs together with the plaintext m as the random seed in the final ciphertext chosen process. Due to the use of unique file ID as part of random selection seed, the same plaintext m will no longer be deterministically assigned to the same ciphertext c, but instead a random value within the randomly assigned bucket in range R. The whole process is shown in Algorithm 1, adapted from [14]. Here TapeGen(_) is a random coin generator and HYGEINV(_) is the efficient function implemented in MATLAB as our instance for the HGD(_) sampling function. The correctness of our one-to-many order-preserving mapping follows directly from the Algorithm 1. Note that our rational is to use the OPSE block cipher as a tool for different application scenarios and achieve better security, which is suggested by and consistent with [14]. Now, if we denote OPMas our one-to-many order-preserving mapping function with 3. http://www.cs.cmu.edu/_enron/ 7 parameter: OPM : f0; 1g` _ f0; 1glog jDj ! f0; 1glog jRj, our proposed RSSE scheme can be described as follows: In the Setup phase:
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1) The data owner calls KeyGen(1k; 1`; 1`0 ; 1p; jDj; jRj), generates random keys x; y; z R f0; 1gk, and outputs K = fx; y; z; 1`; 1`0 ; 1p; jDj; jRjg. 2) The data owner calls BuildIndex(K; C) to build the inverted index of collection C, and uses OPMfz(wi)(_) instead of E(_) to encrypt the scores. In the Retrieval phase: 1) The user generates and sends a trapdoor Tw = (_x(w); fy(w)) for an interested keyword w. Upon receiving the trapdoor Tw, the cloud server first locates the matching entries of the index via _x(w), and then uses fy(w) to decrypt the entry. These are the same with basic approach. 2) The cloud server now sees the file identifiers hid(Fij)i (suppose w = wi and thus j 2 f1; : : : ;Nig) and their associated order-preserved encrypted scores: OPMfz(wi)(Sij). 3) The server then fetches the files and sends back them in a ranked sequence according to the encrypted relevance scores fOPMfz(wi)(Sij)g, or sends top-k most relevant files if the optional value k is provided. 5.3 Choosing Range Size of R We have highlighted our idea, but there still needs some care for implementation. Our purpose is to discard the peaky distribution of the plaintext domain as much as possible during the mapping, so as to eliminate the predictability of the keyword specific score distribution on the domain D. Clearly, according to our random onetomany order-preserving mapping (Algorithm 1 line 6), the larger size the range R is set, the less peaky feature will be preserved. However, the range size jRj cannot be arbitrarily large as it may slow down the efficiency of HGD function. Here, we use the min-entropy as our tool to find the size of range R. In information theory, the min-entropy of a discrete random variable X is defined as: H1(X) = Algorithm 1 One-to-many Order-preserving MappingOPM 1: procedure OPMK(D;R; m; id(F)) 2: while jDj ! = 1 do 3: fD;Rg BinarySearch(K;D;R;m); 4: end while TapeGen(K; (D;R; 1jjm; id(F))); 5: coin R 6: c coin R; 7: return c; 8: end procedure 9: procedure BinarySearch(K;D;R;m); 10: M jDj; N jRj; 11: d min (D) 1; r min (R) 1; 12: y r + dN=2e; 13: coin R TapeGen(K; (D;R; 0jjy)); 14: x R d + HYGEINV(coin;M;N; y r);
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15: if m _ x then 16: D fd + 1; : : : ; xg; 17: R fr + 1; : : : ; yg; 18: else 19: D fx + 1; : : : ; d +Mg; 20: R fy + 1; : : : ; r + Ng; 21: end if 22: return fD;Rg; 23: end procedure log(maxa Pr[X = a]). The higher H1(X) is, the more difficult the X can be predicted. We say X has high min-entropy if H1(X) 2 !(log k) [17], where k is the bit length used to denote all the possible states of X. Note that one possible choice of H1(X) is (log k)c where c > 1. Based on this high min-entropy requirement as a guideline, we aim to find appropriate size of the range R, which not only helps discard the peaky feature of the plaintext score distribution after score encryption, but also maintains within relatively small size so as to ensure the order-preserving mapping efficiency. Let max denote the maximum possible number of score duplicates within the index I, and let _ denote the average number of scores to be mapped within each posting list I(wi). Without loss of generality, we let D = f1; : : : ;Mg and thus jDj = M. Then based on above high min-entropy requirement, we can find the least possible jRj satisfying the following equation: max=(jRj _ 1 2 5 logM+12 ) _ _ 2 (log(log jRj))c : (3) Here we use the result of [14] that the total recursive calls of HGD sampling during an OPSE operation is a function belonging to O(logM), and is at most 5 logM + 12 on average, which is the expected number of times the range R will be cut into half during the function call of BinarySearch(_). We also assume that the onetomany mapping is truly random (Algorithm 1 line 5-6). Therefore, the numerator of left-hand-side of the 8 0 10 20 30 40 50 10 −10 10 −5 10 0 10 5 10 10 10 15
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Range size representation in bit length k Logrithmic scaled numeric value



RHS of equation 4 LHS of equation 4 using 5 logM O(log M) using 4 logM O(log M) Fig. 3: Size selection of range R, given max=_ = 0:06, M = 128, and c = 1:1. The LHS and RHS denote the corresponding side of the equation 4. Two example choices of O(logM) to replace 5 logM + 12 in equation 4 are also included. above equation is indeed the expected largest number of duplicates after mapping. Dividing the numerator by _, we have on the left-hand-side the expected largest probability of a plaintext score mapped to a given encrypted value in range R. If we denote the range size jRj in bits, i.e., k = log jRj, we can re-write the above inequation as: max _ 25 logM+12 2k _ _ = max _M5 2k 12 _ _ _ 2 (log k)c : (4) With the established index I, it is easy to determine the appropriate range size jRj. Following the same example of keyword “network” in Fig. 2, where max=_ = 0:06 (i.e., the max score duplicates is 60 and the average length of the posting list is 1000), one can determine the ciphertext range size jRj = 246, when the relevance score domain is encoded as 128 different levels and c is set to be 1.1, as indicated in Fig. 3. Note that smaller size of range jRj is possible, when we replace the upper bound 5 logM +12 by other relatively “loose” function of M belonging to O(logM), e.g., 5 logM or 4 logM. Fig. 3 shows that the range jRj size can be further reduced to 234, or 227, respectively. In Section 7, we provide detailed experimental results and analysis on the performance and effectiveness of these different parameter selections.



6 FURTHER ENHANCEMENTS AND INVESTIGATIONS Above discussions have shown how to achieve an efficient RSSE system. In this section, we give further study on how to make the RSSE system more readily deployable in practice. We start with some practical considerations on the index update and show how our mechanism can gracefully handle the case of score dynamics without introducing recomputation overhead on data owners. For enhanced quality of service assurance, we next study how the RSSE system can support ranked search result authentication. Finally, we uncover the reversible property of our one-to-many orderpreserving mapping, which may find independent use in other interesting application scenarios.
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6.1 Supporting Score Dynamics In Cloud Computing, outsourced file collection might not only be accessed but also updated frequently for various application purposes (see [19]–[21], for example). Hence, supporting the score dynamics in the searchable index for an RSSE system, which is reflected from the corresponding file collection updates, is thus of practical importance. Here we consider score dynamics as adding newly encrypted scores for newly created files, or modifying old encrypted scores for modification of existing files in the file collection. Ideally, given a posting list in the inverted index, the encryption of all these newly changed scores should be incorporated directly without affecting the order of all other previously encrypted scores, and we show that our proposed one-to-many order-preserving mapping does exactly that. Note that we do not consider file deletion scenarios because it is not hard to infer that deleting any file and its score does not affect the ranking orders of the remaining files in the searchable index.This graceful property of supporting score dynamics is inherited from the original OPSE scheme, even though we made some adaptations in the mapping process. This can be observed from the BinarySearch(_) procedure in Algorithm 1, where the same score will always be mapped to the same random-sized non-overlapping bucket, given the same encryption key and the same parameters of the plaintext domain D and ciphertext range R. Because the buckets themselves are non-overlapping, the newly changed scores indeed do not affect previously mapped values. Thus, with this property, the data Algorithm 2 Reversing One-to-many Order-preserving Mapping-ROPM 1: procedure OPMK(D;R; c; id(F)) 2: while jDj ! = 1 do 3: fD;Rg BinarySearch(K;D;R; c); 4: end while 5: m min (D); TapeGen(K; (D;R; 1jjm; id(F))); 6: coin R 7: w coin R; 8: if w = c then return m; 9: end if 10: return ?; 11: end procedure 12: procedure BinarySearch(K;D;R; c); 13: M jDj; N jRj; 14: d min (D) 1; r min (R) 1; 15: y r + dN=2e; 16: coin R TapeGen(K; (D;R; 0jjy)); 17: x R d + HYGEINV(coin;M;N; y r); 18: if c _ y then 19: D fd + 1; : : : ; xg; 20: R fr + 1; : : : ; yg; 21: else 22: D fx + 1; : : : ; d +Mg; 23: R fy + 1; : : : ; r + Ng; 24: end if
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25: return fD;Rg; 26: end procedure owner can avoid the re-computation of the whole score encryption for all the file collection, but instead just handle those changed scores whenever necessary. Note that the scores chosen from the same bucket are treated as ties and their order can be set arbitrary. Supporting score dynamics is also the reason why we do not use the naive approach for RSSE, where data owner arranges file IDs in the posting list according to relevance score before outsourcing. As whenever the file collection changes, the whole process, including the score calculation, would need to be repeated, rendering it impractical in case of frequent file collection updates. In fact, supporting score dynamics will save quite a lot of computation overhead during the index update, and can be considered as a significant advantage compared to the related work . 6.2 Authenticating Ranked Search Result In practice, cloud servers may sometimes behave beyond the semi-honest model. This can happen either because cloud server intentionally wants to do so for saving cost when handling large number of search requests, or there may be software bugs, or internal/external attacks. Thus, enabling a search result authentication mechanism that 10 can detect such unexpected behaviors of cloud server is also of practical interest and worth further investigation. To authenticate a ranked search result (or Top-k retrieval), one need to ensure: 1) the retrieved results are the most relevant ones; 2) the relevance sequence among the results are not disrupted. To achieve this two authentication requirements, we propose to utilize the one way hash chain technique, which can be added directly on top of the previous RSSE design. Let H(_) denote some cryptographic one-way hash function, such as SHA-1. Our mechanism requires one more secret value u in the Setup phase to be generated and shared between data owner and users. The details go as follows: In the Setup phase: 1) When data owner calls BuildIndex(K; C), he picks an initial seed si 0 = fu(wi) for each posting list of keyword wi 2 W. Then he sorts the posting list based on the encrypted scores. 2) Suppose id(Fi1); id(Fi2); : : : ; id(Fiv) denotes the ordered sequence of file identifiers based on the encrypted relevance scores. The data owner generates a hash chain Hi 1 = H(id(Fi1)jjsi 0); Hi 2= H(id(Fi2)jjHi 1); : : : ;Hi v = H(id(Fiv)jjHi v 1):
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3) For each corresponding entry h0`0 jjid(Fij)jjEz(Sij)i, 0 _ j _ v, in the posting list of keyword wi, the data owner inserts the corresponding hash value of the hash chain and gets h0`0 jjid(Fij)jjHi j jjEz(Sij)i. All other operations, like entry encryption and entry permutation remain the same as previous RSSE scheme. In the Retrieval phase: 1) Whenever the cloud server is transmitting back top-k most relevant files, the corresponding k hash values embedded in the posting list entries should also be sent back as a correctness proof. 2) The user simply generates the initial seed si 0= fu(wi) and verifies the received portion of the hash chain accordingly. 6.3 Reversing One-to-many Order-preserving Mapping For any order-preserving mapping process, being reversible is very useful in many practical situations, especially when the underlying plaintext values need to be 0 0.5 1 1.5 2 2.5 3 x 10 14 0 20 40 60 80 100 Order−preserving encrypted relevance score Number of points
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Fig. 4: Demonstration of effectiveness for one-to-many order-preserving mapping. The mapping is derived with the same relevance score set of keyword “network”, but encrypted with two different random keys.modified or utilized for further computation purposes.While OPSE, designed as a block cipher, by-default has this property, it is not yet clear whether our one-to-many order-preserving mapping can be reversible too. In thefollowing, we give a positive answer to this question.Again, the reversibility of the proposed one-tomanyorder-preserving mapping can be observed from the BinarySearch(_) procedure in Algorithm 1. The intuition is that the plaintext-to-bucket mapping process of OPSE is reversible. Namely, as long as the ciphertext is chosen from the certain bucket, one can always find through the BinarySearch(_) procedure to uniquely identify the plaintext value, thus making the mapping reversible. For completeness, we give the details in Algorithm 2, which again we acknowledge that is adapted from [14]. 7 PERFORMANCE ANALYSIS We conducted a thorough experimental evaluation of the proposed techniques on real data set: Request for comments database (RFC) [23]. At the time of writing, the RFC database contains 5563 plain text entries and totals about 277 MB. This file set contains a large number of technical keywords, many of which are unique to the files in which they are discussed. Our experiment is conducted using C programming language on a Linux machine with dual Intel Xeon CPU running at 3.0GHz. Algorithms use both openssl and MATLAB libraries. The performance of our scheme is evaluated regarding the effectiveness and efficiency of our proposed one-tomany order-preserving mapping, as well as the overall performance of our RSSE scheme, including the cost of index construction as well as the time necessary for searches. Note that though we use a single server in the experiment, in practice we can separately store the searchable index and the file collections on different 11 virtualized service nodes in the commercial public cloud, such as the Amazon EC2 and Amazon S3, respectively. In that way, even if data owners choose to store their file collection in different geographic locations for increased availability, the underlying search mechanism, which always takes place based on the searchable index, will not be affected at all. 7.1 Effectiveness of One-to-many Order Preserving Mapping As indicated in Section 4.2, applying the proposed one tomany mapping will further randomize the distribution of the encrypted values, which mitigates the chances of reverse-engineering the keywords by adversary. Fig. 4 demonstrates the effectiveness of our proposed scheme, where we choose jRj = 246. The two figures show the value distribution after one-to-many mapping with as input the same relevance score set of keyword “network”,
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but encrypted with two different random keys. Note that due to our safe choice of jRj (see Section 4.3) and the relative small number of total scores per posting list (up to 1000), we do not have any duplicates after one-to-many order-preserving score mapping. However, for easy comparison purposes, the distribution in Fig. 4 is obtained with putting encrypted values into 128 equally spaced containers, as we do for the original score. Compared to previous Fig. 2, where the distribution of raw score is highly skewed, it can be seen that we indeed obtain two differently randomized value distribution. This is due to both the randomized score-to-bucket assignment inherited from the OPSE, and the one-to-many mapping. The former allows the same score mapped to different random-sized non-overlapping bucket, while the latter further obfuscates the score-to-ciphertext mapping accordingly.This confirms with our security analysis that the exposure of frequency information to the adversaries (the server in our case), utilized to reverse-engineer the keyword, can be further minimized. 7.2 Efficiency of One-to-many Order-Preserving Mapping As shown in Section 4.3, the efficiency of our proposed one-to-many order-preserving mapping is determined by both the size of score domain M and the range R. M affects how many rounds (O(logM)) the procedure BinarySearch(_) or HGD(_) should be called. Meanwhile, M together with R both impact the time consumption for individual HGD(_) cost. That’s why the time cost of single one-to-many mapping order-preserving operation goes up faster than logarithmic, as M increases. Fig. 5 gives the efficiency measurement of our proposed scheme. The result represents the mean of 100 trials. Note that even for large range R, the time cost of one successful mapping is still finished in 200 milliseconds, when M is set to be our choice 128. Specifically, for jRj = 240, the time cost is less than 70 milliseconds. 7.3 Performance of Overall RSSE System 7.3.1 Index Construction To allow for ranked keyword search, an ordinary inverted index attaches a relevance score to each posting entry. Our approach replaces the original scores with the ones after one-to-many order-preserving mapping. Specifically, it only introduces the mapping operation cost, additional bits to represent the encrypted scores, and overall entry encryption cost, compared to the original inverted index construction. Thus, we only list in Table 3 our index construction performance for a collection of 1000 RFC files. The index size and construction time listed were both per-keyword, meaning the posting list construction varies from one keyword to another. This was chosen as it removes the differences of various keyword set construction choices, allowing for a clean analysis of just the overall performance of the system. Note that the additional bits of encrypted scores is not a main issue due to the cheap storage cost on nowadays
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cloud servers. Our experiment shows the total per list building time is 5.44s, while the raw-index only consumes 2.31s on average. Here the raw-index construction corresponds to the step 1 and 2 of the BuildIndex algorithm in Table 2, which includes the plaintext score calculations and the inverted index construction but without considering security. To have a better understanding of the extra overhead introduced by RSSE, we also conducted an experiment for the basic searchable encryption scheme that supports only single keyword based Boolean search. The implementation is based on the algorithm in Table 2, excluding the score calculations and the corresponding score encryptions. Building such a searchable index for secure Boolean search costs 1.88s per posting list. In both comparisons, we conclude that the score encryption via proposed one-to-many order-preserving mapping is the dominant factor for index construction time, which costs about 70 ms per valid entries in the posting list. However, given that the index construction is the onetime cost before outsourcing and the enabled secure server side ranking functionality significantly improves subsequent file retrieval accuracy and efficiency, we consider the overhead introduced is reasonably acceptable. Please note that our current implementation is not fully optimized. Further improvement on the implementation efficiency can be expected and is one of our important future work.



8 Conclusion In this paper, as an initial attempt, we motivate and solve the problem of supporting efficient ranked keyword search for achieving effective utilization of remotely stored encrypted data in Cloud Computing. We first give a basic scheme and show that by following the same existing searchable encryption framework, it is very inefficient to achieve ranked search. We then appropriately weaken the security guarantee, resort to the newly developed crypto primitive OPSE, and derive an efficient one-to-many order-preserving mapping function, which allows the effective RSSE to be designed. We also investigate some further enhancements of our ranked search mechanism, including the efficient support of relevance score dynamics, the authentication of ranked search results, and the reversibility of our proposed one-to-many order-preserving mapping technique. Through thorough security analysis, we show that our proposed solution is secure and privacy-preserving, while correctly realizing the goal of ranked keyword search. Extensive experimental results demonstrate the efficiency of our solution. 9 References [1] C. Wang, N. Cao, J. Li, K. Ren, and W. Lou, “Secure ranked keyword search over encrypted cloud data,” in Proc. of ICDCS’10, 2010.
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