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Abstract We study a dark network whose members face two di¤erent threats to their survival: …rst, a chance of being directly detected and arrested by the authorities; and second, a possibility of being “arrested by association” if another member of their network is arrested. Our game-theoretic model predicts that the number of members in equilibrium network structures should vary with changes in the former, but not with changes in the latter. We test these predictions in a laboratory experiment and …nd evidence in favor of our …rst prediction: increasing the probability of detection reduces network size. However, contrary to our predictions, we also …nd that increasing the impact that any one arrest has for the indirect detection of other members also reduces network size. Further study of these behavioral anomalies has the potential to enrich the design and implementation of policies intended to disrupt the formation of dark networks. JEL Classi…cation: C72, C92, D85 Keywords: networks, experiments, terrorism, crime
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Introduction



Covert and illegal networks (i.e., dark networks) operate with ever-present risks of exposure to police, militaries, and other law enforcement agencies. To survive, members of these organizations must intentionally evade investigation, and this feature makes dark networks such as drug-tra¢ cking rings, terrorist groups, and other criminal organizations di¢ cult to study (Borgatti et al 2006). Not only do these organizations adapt and change to mitigate detection and disruption (e.g., Everton 2012), but their hidden structure makes it di¢ cult to even identify key players (e.g., Jordan et al 2008, Roberts and Everton 2011). Because of these di¢ culties in studying dark networks empirically, we instead develop a game-theoretic model of dark network formation and test our theories in a series of laboratory experiments. While we cannot attempt to explain every nuance of dark network formation, we can focus on particular aspects of individual behavioral responses and evaluate speci…c (dis-)incentive policies with an eye towards understanding the implications for how dark networks ultimately form and adapt. We seek a preliminary understanding of how the structure of dark networks relates to the nature of the threats they confront. Our model considers individual responses to two di¤erent types of (dis-)incentive policies. First, we model how individuals might respond to policies that increase the likelihood of getting caught and arrested; e.g., policies that increase police presence, surveillance, and/or monitoring activities. Second, we consider how individuals might respond to policies that increase the destructive impact of any one arrest on the rest of the network. For example, policies that permit enhanced interrogation techniques or extensive electronic monitoring of phone records, bank accounts, and e-mail messages might increase the likelihood of learning the identities of other network members.



Our



stylized model incorporates both of these threats and constructs a basic tradeo¤ –there are bene…ts to developing larger networks, but larger networks can induce higher probabilities of being caught and arrested. Our experiment has a 2



2 design where we vary both (i) the probability that any 2



individual is detected and arrested and (ii) the impact that any arrest has on detecting and arresting other members in the network. Our model predicts that increased probabilities of detection should reduce the number of links that subjects form and decrease the size of equilibrium network structures, but, surprisingly, that increases in arrest impact should have no impact.



Our experimental results indicate that both policy levers are e¤ective



in disrupting network formation.



Increases in individual detection probabilities result in



smaller networks as expected, but increases in the impacts of arrests also have a similar e¤ect. This latter …nding runs counter to our prediction, but is consistent with non-experimental empirical work (Jordan et al 2008). Interestingly, increases in both policy levers result in more subjects who simply choose not to join any network. Game-theoretic models of network formation trace their roots to Jackson and Wolinsky (1996) and Bala and Goyal (2000), both of which have generated a large and growing literature (see Jackson 2008). Recent work has explicitly focused on networks facing threats of disruption; see, Enders and Su (2007), Baccara and Bar-Issac (2009), Enders and Jindapon (2010), Hoyer and Jaegher (2010), Goyal and Vigier (2010), and Dziubinski and Goyal (2013). Experimental analyses of network formation (e.g., Callander and Plott 2005, Carillow and Gaduh 2011, Caldara and McBride 2014, Bloxsom et al 2014) and counterterrorism policies (e.g., Arce et al. 2011) are relatively new. Three key features di¤erentiate our work. First, our model and experiments feature decentralized network formation, i.e., networks form endogenously as the result of individual interactions and choices and not through the direction of any single planner or designer. Several other studies also consider decentralized formation (e.g., Pantz 2006, Kirchsteiger et al 2011, and Carrillo and Gaduh 2011), but none in the context of dark networks facing disruption. Second, our work is the …rst to consider the di¤erence between the related, but distinct, threats of detection and arrest impact. Prior theory and experiments consider the explicit removal of identi…ed nodes (e.g., Dziubinski and Goyal 2013, McBride and Hewitt 2013, McBride and Caldara 2013), but not how single arrests may have di¤ering impacts. Third, our experiments feature a large number (twenty)



3



of subjects that allow the formation of multiple network components as well as allowing individual subjects to opt out of joining any network. Previous network experiments have typically been conducted on smaller groups; for example, Callander and Plott (2005) and Carrillo and Gaduh (2011) use groups of six, and Caldara and McBride (2014) use groups of twelve. Our larger group size allows for much richer networks.



2



The Model



2.1



A Model of (Dark) Network Formation



Suppose there are n nodes (e.g., potential members in a network). Each node must decide whether and with which other node(s) to initiate a link. Let I be an n n matrix representing link attempts, where Iij = 1(0) means node i did (did not) attempt to initiate a link with node j. Mutual consent is required to successfully establish a link, and we let L represent the n



n matrix of successful links, where Lij = Lji = 1 if a mutual link was attempted



by both i and j, but equals zero otherwise. By construction, nodes do not form links with themselves, so Lii = 0. Note that L is symmetric by construction (Lij = Lji 8 i and j), but I is not necessarily symmetric because attempted link initiations may be one-sided. We denote L as the preliminary network, so that, formally Lij =



1; if Iij = Iji = 1; i 6= j . 0; otherwise.



Say that there is a path between node i and node j in a network L if there is a sequence of links, e.g., Lik = 1, Lkl = 1, Llj = 1, connecting nodes i and j.



Let d (i; jjL) denote



the length of the shortest path (or geodesic) between nodes i and j in network L, where d (i; i) = 0 and d (i; jjL) = 1 if there is no path. De…ne S (i; djL) to be the set of nodes with shortest paths to i equal to d in the preliminary network L: S (i; djL) = fj 2 L such that d (i; jjL) = dg M . Let #S (i; djL) be the cardinality of that set. 4



The degree of node i in the preliminary



network L, denoted degi (Li ) equals the number of node i’s actual links: degi (L) = #S (i; 1jL) . After formation of the preliminary network L, each node is subject to random detection (by "Nature") with probability p, where 0 < p < 1.



The probability of detection of any



one node is i:i:d: with respect to the probabilities of detection across the other nodes. Any node that is "directly detected" in this way has its links severed and is removed from the network. Nodes that are not directly detected may also be "arrested by association" if they are linked to a node that has been directly detected.



Arrests occur according to an "impact



technology", where all nodes connected to a detected node id with shortest path less than or equal to d = a, given by S id ; ajL , are also removed from the network. For example, if a = 1, only nodes that are immediately connected to directly detected nodes are arrested. We refer to this case as near-neighbor impact. If, on the other hand, a = n



1, all nodes



that have a path of any length d < n to a detected node are arrested. We refer to this case as friend-of-a-friend impact, since all nodes that are either directly or indirectly connected to a detected node are removed from the network.



Clearly, the larger the arrest impact



technology a, the larger the impact that any given detection will have on the links remaining in the network. b where Detection and arrest on the preliminary network result in the …nal network L, bij = L



Lij ; if i and j both avoid detection and arrest, 0; otherwise.



b payo¤s are zero for all nodes that were detected or arrested. Given the …nal network L,



Nodes not detected or arrested receive a payo¤ x > 0 for surviving and additional payo¤s of b denote i’s degree in the …nal network L. b Then the y > 0 per surviving link. Let degi L



payo¤ of any node i is given by ui , where ( 0; if i is detected or arrested, ui = b x + y degi L ; otherwise, 5



This model captures a fundamental tension in dark network formation: more links establish larger and more productive collaborations for the members of the network (captured in our model through higher payo¤s), but larger networks also induce higher probabilities of detection and arrest that come with the increased exposure (captured in our model through the probability of arrest by association being an increasing function of the number of links). Though it is a very simple model, we believe that it may begin to give us better insights into how the threats of detection and arrests play out in individual behavior and the formation of networks.



2.2



Pairwise Nash Stability and Regular Networks



We use the concept of pairwise Nash stability in identifying stable network structures, a concept that has been widely used in examining the strategic formation of networks (see, e.g., Jackson 2010). This concept captures the idea that any collaboration requires mutual agreement, but a relationship can be unilaterally terminated by one party alone. Speci…cally, a network is de…ned to be pairwise Nash stable if two conditions are met: (PNS-i) no pair of nodes can bene…t (at least one strictly) by creating a new collaboration between them, and (PNS-ii) no single node is strictly better o¤ removing one or more existing collaborations. We make one modi…cation in our application of pairwise Nash stability: because random detection and arrests come after the formation of the preliminary network, we modify the calculations for the costs and bene…ts of changing network structures to re‡ect changes in expected payo¤s. Unfortunately, as is common in many models of network formation, there may exist a large number of networks that can be classi…ed as pairwise Nash stable. The following terminology will be useful in characterizing the classes of networks that we will consider. The empty network is a network with no links, i.e., each node is isolated. An example of an empty network with n = 6 is given in Figure 1(a). A subnetwork of a network consists of a subset of nodes and their links from the network to others in that same subset of nodes. A component is a non-empty subnetwork in which there is a path between every



6



two nodes in the component, but there are no links between any nodes in the component and other nodes not in the component (see Figure 1(b)). A complete component (or network) has direct links between every node of the component (or network). A special con…guration is a regular network in which all nodes have the same degree k. Figure 1(c) depicts such a network with k = 2. An added feature of Figure 1(c) that will be prominent in our analysis is that each component is completely connected. This is not a feature of all regular networks (e.g., a circle network is regular but does not have a completely connected component).



Figure 1(d) depicts a network with complete components that is



not regular. Regular networks comprise an important class of networks. They manifest a type of symmetry that could be expected given the imposed homogeneity of the nodes in our model, and this symmetry can make the structure focal. Moreover, such networks turn out to have desirable e¢ ciency properties in this setting.



2.3



E¢ cient Networks



Our …rst proposition identi…es the degree-k regular networks as the con…guration that maximizes the actor’s payo¤s. n Proposition 1 (a) Let k = max 0; p1 friend-of-a-friend (a = n



1



x y



o .



For both near-neighbor (a = 1) and



1) arrest impacts, the degree-k regular network with complete



components yields the highest payo¤ to all actors among all possible networks. (b) The degree-k regular, complete component network is pairwise Nash stable under both near-neighbor and friend-of-a-friend arrest impact. (c) k , though identical under near-neighbor and friend-of-a-friend arrest, is decreasing in detection probability p. All proofs are found in the appendix. According to Proposition 1, the degree-k regular network with complete components is the e¢ cient network structure for both arrest impacts, and it is also pairwise stable for both arrest impacts. That this is true for the friend-of-afriend (high) arrest impact is intuitive: the complete component is structured to remove the 7



large negative externalities associated with the increased arrest probabilities caused by any indirect links. Forming direct links, instead of allowing indirect links to remain, does not increase the probability of arrest but does increase the payo¤ conditional on survival. This basic logic extends to the near-neighbor impact setting, though the logic is less obvious. As an example, consider three nodes i, j, and k, where node i is linked to node j and node j is linked to node k. The jk link does not a¤ect node {’s probability of arrest, but it does a¤ect the expected payo¤ node i gets from its link with j. If node i links to node k, though node i’s probability of arrest by association has increased in this case, the payo¤ externality disappears. With these results in place, it is straightforward to calculate the expected payo¤ maximizing degree k de…ned in Proposition 1(a). These e¢ cient networks are also pairwise Nash stable. Moreover, an important and surprising implication of Proposition 1 is that if nodes can coordinate on the e¢ cient, regular network, then they will coordinate on structurally-identical networks under both nearneighbor and friend-of-a-friend arrest impacts.



Though the e¢ cient regular network has



degree k that decreases as the detection probability p increases, the degree of the e¢ cient regular network does not change as the arrest impact a changes. This result will be further examined theoretically below and will be tested in our experiment.



2.4



Degree Ranges



That the degree is decreasing in detection probability p but unchanging in arrest impact a is a special property of the e¢ cient networks. Because of the large number of pairwise Nash stable networks, we cannot prove this to be a general result. However, we can characterize a range of actors’degrees that are possible in pairwise Nash stable networks, and this can serve as a guide to how connected dark networks can be. De…ne k (a; p) and k (a; p) to be the maximum and minimum degree that an actor may have in a pairwise Nash stable network given (a; p).



That is: there are at most k (a; p)



actors with fewer than k (a; p) links, and no actor has more than k (a; p) links; there exists



8



a pairwise Nash stable network in which more than k (a; p) actors have k (a; p) links; and there exists a pairwise Nash stable network in which more than k (a; p) actors have k (a; p) links. Our next result identi…es the minimum and maximum number of links in pairwise Nash stable networks.



We again …nd complete component networks to be prominent, as



both k (a; p) and k (a; p) can occur in degree-k regular networks with complete components. We also again see that the arrest impact has a muted role. Proposition 2 Assume k > 0. Then: (a) k (1; p) = k (n



1; p) = b 1 c where (1



(b) d 2 e = k (n



p)



1 +1



1



is such that



(x + y 1 ) = (1



k (1; p) = d 3 e, where



1; p)



p) x: 2



and



3



are real solutions to the



following equations, respectively: (1



p)



2 +1



(x + y (



2



(1



p)



+ 1)) = (x + y 2 ) 3 +1



y = p (x + y 3 ) .



(c) k (a; p) and k (a; p) are weakly decreasing in p. Part (a) says the highest degree that can be found in a pairwise Nash stable network is the same under a = 1 and a = n



1, (b) says that the lowest degree under a = n



1 is



less than or equal to that under a = 1, and (c) says that both upper and lower bounds are decreasing in the detection probability. Importantly for our purposes, Proposition 2 reports that there is a clear negative relationship between the range of degrees possible in a pairwise Nash stable network and the detection probability, but that no such clear relationship exists between the degree range and the arrest impact. A change in arrest impact has no e¤ect on the degree upper bound, though it might have an e¤ect on the degree lower bound. The following numerical example illustrates. Suppose there are twenty actors n = 20, and the payo¤ for avoiding detection and arrest is x = 10, with additional payo¤s of y = 15 9



for surviving links. We can calculate the degree-k regular, complete component networks under both near-neighbor and friend-of-a-friend arrest impacts. These networks are depicted as circles in Figures 2(a) and 2(b) for detection probabilities p = f0; 0:1; 0:2; :::; 1g - i.e., if a circle is located at point (p; k) then the network is pairwise Nash stable. The …lled circles correspond to the e¢ cient degree-k networks, which are the same under both arrest impacts. The circles with dots inside in Figure 2(a) correspond to those networks that are pairwise Nash stable under friend-of-a-friend, but not near-neighbor, arrest. With n = 20, k = 5 is the highest feasible k in a degree-k regular, complete component network; such a network would have four complete components.



Observe that the e¢ cient degree-k network has



higher degree as p decreases. At p = 0:1, the e¢ cient network actually would have degree larger than 5, but such a network is infeasible in this example with n = 20. We interpret the above analysis as indicating that actors’degrees in a dark network will decrease as the detection probability increases but that the actors’degrees will likely remain unchanged as the arrest impact increases.



2.5



Other Results



Given the importance of degree-k regular networks with complete components in the above analysis, we here provide additional characterization (including existence) of such networks. Proposition 3 Assume high arrest impact (a = n



1).



(a) A Pairwise Nash Stable network (regular or irregular) is either empty or non-empty with complete components. (b) When



p 1 p



y , x



the empty network is Pairwise Nash stable.



(c) A degree-k regular, complete component network with k if and only if 1 (d) Fix k, 1



x + ky x + (k + 1) y



1 k+1



p



1



x x + ky



1 is pairwise Nash stable 1 k



:



k < 1. There exists a detection probability p that supports a degree-k



regular, complete component network as pairwise Nash stable. 10



(e) Fix p, 0 < p



y . x+y



There exists a k



1 for which the degree-k regular, complete



component network is pairwise Nash stable. If any two nodes are indirectly, but not directly, linked, then a new direct link between them does not a¤ect their probability of surviving arrest by association, but it does increase their expected payo¤s if they do survive. Therefore, any pairwise Nash stable network that is non-empty must have complete components. Implicit in Proposition 3 is that, for a …xed p, there can exist regular, complete component networks of di¤erent degrees that can all be pairwise Nash stable, one reason for this being the externalities in network connections. When node i considers adding a new link to node j that is not currently in her component (no indirect links), the increase in the chance of getting "arrested by association" clearly depends on the number of links that node j already has. All else equal, the more preexisting links that node j has, the worse it is for node i:



node i’s likelihood of getting



arrested is increasing in the number of node j’s links, and the likelihood that node j avoids arrest - and thereby provides higher payo¤s to node i - is also decreasing in node j’s links. As an example, for a given p, a degree-3 regular, complete component network and a degree4 regular, complete component network may both be pairwise Nash stable.



A node in a



degree-3 regular, complete component network may not want to link to a node in another degree-3 component, and node in a degree-4, regular, complete component network may not want to link to a node in another degree-4 component. Thus, although any pairwise Nash stable network must have complete components, di¤erently sized complete components may exist in a pairwise Nash stable network. We now turn to near-neighbor arrest. Proposition 4 Assume near-neighbor arrest impact (a = 1). (a) When



p 1 p



> xy , the empty network is pairwise Nash stable.



(b) A degree-k regular, complete component network is pairwise Nash stable if and only



11



if (i) :



p (1



and y (ii) : > max x (c) Fix p, 0 < p < 1. If



p 1 p



p)k+1 (



1



>



(1 k (1



y x + ky p)k p)k



;



p 1



p



)



:



< xy , then there exists a k for which the degree-k regular,



complete component network is pairwise Nash stable; otherwise, if



p 1 p



> xy , then the degree-k



regular, complete component network is not pairwise Nash stable. Although arrests by association are dramatically di¤erent under near-neighbor (low) and friend-of-a-friend (high) impacts, there are some similarities in equilibrium network structure. In both cases, the empty network is pairwise Nash stable at high detection probabilities, and non-empty pairwise Nash stable networks exist as long as detection probabilities are su¢ ciently low. Complete components show up in both cases because these structures best cope with payo¤ externalities. For example, if node i is linked to node j, node j is linked to node k, but node i is not linked to k, then node j’s link with node k imposes a cost on node i because it reduces i’s expected bene…ts from its link with node j by increasing node j’s probability of arrest. That externality disappears, however, if node i also forms a link with node k. The externality exists under both impact levels, though it is much more severe under higher impacts –so severe, in fact, that only complete components are pairwise Nash stable under friend-of-a-friend impact. With near-neighbor impact, though the externality is less severe, it is nonetheless also completely eliminated through the formation of complete components.



3 3.1



The Experiment Design



We test our model’s predictions via a laboratory experiment implementing a 2



2 between-



subjects experimental design. As shown in Table 1, our treatment variables are the prob12



ability of detection and the arrest impact technology. The probability of detection p was either high (50%) or low (20%) and the level of arrest impact a was either set to arrest all possible (n neighbor).



1) connected nodes (friend-of-a-friend) or only directly connected nodes (nearWe ran eight sessions in total, with two sessions per treatment.



Though we



designed our model for its applications in studying dark network formation, we did not use any "hot" language in our experiments. Each session consisted of 20 subjects (recruited from the student population at a large public university) that interacted over 30 rounds, and each subject could participate in at most one session.1



Experiments lasted about one hour, and subjects averaged $28 for



participation including a show-up fee of $7.



Subjects earned "dollars per point," where



exchange rates were selected to equalize expected earnings across treatments. All sessions were conducted in an experimental computer lab using zTree software (Fischbacher 2007). Subjects were assigned a unique numeric identi…er for the experiment, but were otherwise not allowed to reveal any personal identifying information. Chats were monitored during the experiment to ensure that no such information was shared. Subjects were told the values for p and a at the start of the session, and these were …xed during the duration of the session. After reading the experiment’s instructions, subjects answered practice questions to ensure their understanding of the experiment and how their earnings would be calculated. For each of the 30 rounds, the timing of each round was as follows: 1. Subjects were allowed one minute for discussion. Each subject could send messages through a chat feature in the program software. 2. Subjects were allowed 30 seconds to privately choose other subjects with whom they desired to establish links. 1 Subjects were drawn from the experimental laboratory’s subject pool, where students receive email announcements that invite them to register online in order to enter the subject pool. Students in the subject pool then receive a sign-up email with information about a particular session (day, time, location). Subjects that wanted to attend a particular session then click on a link in the sign-up email. They get a reminder email a day before the session. Approximately 60-80% of subjects showed up that had signed up to participate.



13



3. Links were formed between subjects, and each subject was privately informed of their successful links. 4. The computer randomly detected subjects according to detection probability p and "arrested" them. Subjects that were linked to any arrested subject were also detected and "arrested by association" according to the arrest impact a. 5. Arrested subjects were privately informed of their arrest and its cause –either direct detection or arrest by association, but subjects that were arrested by association were not informed of the causal link. Subjects who survived detection were not informed of the identities of detected subjects. In this way, we avoid generating a history that could bias the formation of links in future rounds. 6. Payo¤s for the round were revealed privately. 7. At the end of a round, all links were severed so that subjects would begin the next round "fresh." We note a few features unique to our design. Previous network experiments have typically been conducted on smaller groups; for example, Callander and Plott (2005) and Carrillo and Gaduh (2011) use groups of six, and Caldara and McBride (2014) use groups of twelve. Our experiment has twenty subjects in a group, which allows us to observe the emergence of networks with multiple components.



Moreover, because of these larger numbers, any



social pressure to join a network that might be present in experiments with smaller groups is mitigated in our experiment, preserving a clear possibility of opting out. We also allow communication which has been shown to increase cooperation and coordination on e¢ cient networks in other experiments (as an example, see Mobius et al 2005). Note that this game is essentially a large coordination game, but there is no centralized coordination mechanism, so if a network arises, it arises endogenously. The script for the experiment is provided in the appendix. 14



3.2



Predictions



Our benchmark predictions are that subjects will form, under both near-neighbor and friendof-a-friend arrest impacts, degree k = 4 complete components when the detection probability is low (p = 0:2) and degree k = 1 complete components when the detection probability is high (p = 0:5). Speci…cally: Prediction 1 For a given arrest impact a, subjects will form fewer links under the high detection probability (p = 0:5) than under the low detection probability (p = 0:2). Prediction 2 For a given detection probability p, subjects will form the same number of links under near-neighbor (a = 1) impact as under friend-of-a-friend (a = n



1) impact.



E¢ cient networks under the low probability of detection would feature four complete components of size …ve (k = 4), and e¢ cient networks under the high probability of detection would feature ten components (complete by de…nition) of size 2 (k = 1). We realize that the former presents a more challenging coordination problem than the latter. Realizing that, we expect that the overall network structure in the former case is less likely to converge to an e¢ cient network, though we predict subjects will form, on average, larger network components.



4



Results



We now discuss a number of results, both with respect to individual behavior and the overall network structures that emerged.



We focus our attention towards the number of



successful links that subjects formed, but also report results for the number of attempted link initiations. The former is the primary feature of the formed network structure, while the latter is also important for examining the extent of any coordination problems. Time-series graphs showing the average number of attempted and successful links are broken down by 15



treatment in Figures 3



6. We see several important patterns. Since we anticipated that



coordination would improve over the rounds, our …rst results is a preliminary one on this matter. Result 1 On average, subjects attempt to form more links in initial rounds, but the average number of these attempts stabilizes after about 10 rounds. Because networks become relatively stable after about 10 rounds, our summary statistics in Table 2 are reported only for the last 20 rounds. Result 2 When the probability of detection is high, across both levels of arrest impact, the average number of successful links is close to the predicted k = 1.



However, when the probability of detection is low, the average number of



successful links is lower than the predicted k = 4, and much lower for friend-ofa-friend (high) arrest impact than for near-neighbor (low) arrest impact. Some of these …ndings align with our predictions, while others do not.



When the



probability of detection is high, subjects form, on average, 0:8 and 1:1 links under friendof-a-friend and near-neighbor impacts, respectively. These results support our predictions of k = 1 for these treatments. When the probability of detection is low, we predict that subjects will form k = 4 links; but subjects form, on average, 3:0 links under low impact and only 1:4 links under high impact. Forming 4 links (as opposed to forming just 1 link) appears to be less focal and more di¢ cult to sustain over time. The key …nding, however, is the di¤erences across the levels of arrest impact. When both the probability of detection and the impact are low, subjects attempt to form, on average, 4:7 links. This suggests that one possible reason that subjects form only 3:0 links on average is that they may simply have trouble connecting. However, when the probability of detection is low and the impact is high (friend-of-a-friend), subjects only attempt to form 1:7 links. Regression results (also for the last 20 rounds) reported in Table 3 also reveal that the arrest impact has a signi…cant and negative e¤ect for both the average number of links that 16



subjects attempt and the ones they successfully form. Why might this be the case? Our model suggests that, holding probability of detection constant, behavior should not vary across the level of impact, but it clearly does. the threat of arrest by association.



It appears that subjects are magnifying



If subjects do indeed magnify the threat of arrest



by association, counterterrorism policies that exploit this type of risk aversion might be particularly e¤ective. Result 3 Not all subjects attempt to form links.



For a given level of arrest



impact, more subjects choose not to attempt any links when the probability of detection is high.



It also appears that, for a given probability of detection, a



higher arrest impact is also associated with more subjects who choose not to attempt any links, though this e¤ect is weaker. Our model predicts that all subjects will attempt to form links, but, as Figure 7 shows, this is clearly not the case and the number of subjects choosing to attempt no links clearly varies with the treatment conditions. This suggests that not only might these types of policy e¤ects be e¤ective in reducing the size of terrorist networks, but they may also be e¤ective in reducing the number of potential recruits. Result 4 Network structures that emerged in our experiments roughly supported our predictions under high probabilities of detection when the equilibrium featured "easy" focal networks of size 2 components.



Results were more varied



under the treatments with low probabilities of detection, where the e¢ cient network structures were less focal and more di¢ cult to coordinate. Subjects were forming, however, larger and fewer components under these treatments, though the results for the low detection with friend-of-a-friend (high) arrest impact treatment were again somewhat anomalous. With regards to the overall structure of the networks, we predicted that, under high probabilities of detection, the e¢ cient network would consist of 10 components, each of size 17



2. Histograms for these treatments in Figures 8 and 9 reveal that components of size 2 were in fact the most frequent, and though these components numbered less than 10, the numbers of components (of all sizes) were quite high - ranging between 5



7 for most rounds.



Under low probabilities of detection, our theory predicted that an e¢ cient network would consist of 4 complete components, each of size 5.



Given the coordination di¢ culties in



forming complete components with 4 other subjects (note that a component of size 2 is by de…nition a complete component), it is not surprising that the experimental results diverged further from our predictions here. Interestingly enough, there were larger component sizes in treatments with low probabilities of detection, though they were far from complete. Under the treatment that featured both low probability of detection and near-neighbor (low) impact, there were fewer and larger components, as predicted. And though sizes of components were also slightly larger under the treatment with low probability of detection and friend-of-a-friend (high) impact, there were signi…cantly more components than predicted. With regards to completeness, it is not surprising that under high probabilities of detection (where the predictions were for components of size 2) networks featured 95 and 78 percent complete components for high and low impacts, respectively. Under low probability of detection and high impact, networks had 89 percent complete components; but again, this seems be due to the fact that many of these components were dyads. Under low probability of detection and low impact, only 23 percent of the components were complete, and this is mostly re‡ective of the dyads in the structure. Components were larger under this treatment, but they were not complete, mainly due to the larger number of connections made and the lack of size 5 components being salient.



There is little evidence to suggest that



subjects attempt complete components, except in the case of the dyad structures, which are complete by de…nition. Because communication has been shown to facilitate coordination on e¢ cient networks, we also looked at the chat communications between subjects.



We (subjectively) catego-



rized the chat messages and here mention a few interesting patterns.



18



There were many



instances of subjects sending out their own number (many times) in beginning rounds –and we view this as an attempt to gain visibility and distinguish themselves. Some subjects were successful at developing a leadership role early on, providing strategy and directing other subjects to link with them.



Relationships seemed to hold up over the rounds and there



were repeated messages con…rming desires to link with the same subjects. These …ndings suggest that communication may have helped coordination to a degree.



However, there



were also many messages o¤-topic and unrelated to the experiment. We could see no other clear patterns with regards to the e¤ects of communication on link formation, payo¤s, or coordination on e¢ cient outcomes (regression results not reported). Because chat messages were costless, there was a lot of noise in the data.



Perhaps a modi…cation to introduce



costly communication or communication that a¤ected detection probabilities would reduce the noise in the chats.



5



Conclusion



We have provided theoretical and experimental results that yield new insights into the formation of dark networks facing threats of detection and disruption.



Our key modeling



innovation identi…ed how network structures di¤er when facing di¤erent strengths of detection and disruption policies; and our experimental …ndings revealed that each policy aspect a¤ected the network structure, even in cases when our theory predicted it would not. Our experiments suggest that dark networks respond to changes in detection and disruption policies, which is consistent in spirit with Kenney (2003) and Enders and Su (2007) and perhaps the best known example— al Qaeda (Enders and Su 2007; see also Sageman 2004, 2008). A better understanding of this phenomenon is crucial for e¤ective policymaking (Sawyer and Foster 2008). While we do not argue that our model and experiment capture everything relevant in studying dark networks, our approach has certain advantages. We isolate particular aspects of detection and disruption to study the decisions people make and the aggregate implications 19



of those decisions for the overall network. Importantly, we are able to observe the entire network at the individual level, generating data which is normally di¢ cult to obtain in the real world. We note an important behavioral anomaly in our study. Though the incentives in our experiment were designed so that subjects should have always attempted to form at least one link, we …nd that many did not.



We know that some people are simply more prone



to engage in these types of networks, as suggested by psychological studies of terrorists (e.g., Kruglanski et al. 2009; Merari, D. et al. 2010; and Merari, F. et al. 2010) and the neurobiological literature (Victoro¤ 2009).



Yet, because in our experiment this number



decreased as we strengthened our disruption policies, we suspect that this result may hold in the "real world" as well. A valuable next step would be to identify how this result relates to individual risk tolerance. The type of analysis presented in this paper can never obviate the need for other kinds of studies, but the methodologies used in this paper can certainly augment them. Relatively little is known about dark networks, so using game-theoretic modelling and experimental analysis might also be particularly useful in continuing to develop theories that examine network structures for their stability and e¤ectiveness.2



A



Proofs



o n x 1 Proposition 1 (a) Let k = max 0; p 1 y . For both near-neighbor (a = 1) and friend-of-a-friend (a = n 1) arrest impacts, the degree-k regular network with complete components yields the highest payo¤ to all actors among all possible networks. (b) The degree-k regular, complete component network is pairwise Nash stable under both near-neighbor and friend-of-a-friend arrest impact. (c) k , though identical under near-neighbor and friend-of-a-friend arrest, is decreasing in detection probability p. Proof (a) We …rst show that i having k links in a complete component yields i her highest payo¤ among all networks in which she has k links. Consider two networks L and L0 such that actor i has k links in both L and L0 , and i is a member of a complete component in L 2 Networks, though take many forms (see, e.g., Arquilla and Ronfeldt (2001)), are largely seen as more durable (and therefore superior) than hierarchical structures, due to their ‡exibility (for a discussion, see Eilstrup-Sangiovanni and Jones 2008); but they are also seen as less e¤ective due to their lack of command and control.
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but not in L0 . In either network and with any value of a 2 f1; n 1g, i receives a positive payo¤ only if neither i nor any actor with which i is connected is detected, occurring with probability (1 p)k+1 . In the network L, actor i receives a positive payo¤ of (x + yk) if and only if neither i nor any other actor with which i is linked is detected, and otherwise receives a payo¤ of zero. In the network L0 , actor i receives a positive payo¤ only if neither i nor any other actor with which i is linked is detected, and receives a payo¤ of (x + yk) only if none of the actors to which i is linked are removed. Note that since actor i is not in a complete component, there must be actors j and j 0 such that d (i; j) = d (j; j 0 ) = 1 and d (i; j 0 ) > 1. Thus, there is a positive probability that j 0 is detected, in which case actor j is removed. Therefore, actor i receives a positive payo¤ in network L whenever he would receive a positive payo¤ in L0 , except that there is a positive probability that actor i receives a lower payo¤ in L0 . We conclude that actor expected utility in L than in L0 . o n i has a higher We next show that having k = max 0; p1 1 xy links within a complete component yields the highest payo¤ to actor i among all complete-component networks for both a = 1 and a = n 1. Under both friend-of-a-friend and near-neighbor arrest impacts, the marginal increase in the expected payo¤ in going from a degree-k, complete component to a degreek + 1, complete component is: (1 = (1



p)k+2 (x + (k + 1) y)



(1



p)k+1 ( px + (1



pk) y) :



p



p)k+1 (x + ky)



This marginal increase is strictly decreasing in k. It is positive when (1



p)k+1 ( px + (1



pk) y) > 0 ) p x > k: p y n o 1 p x max 0; p , and the farther k is from the y p 1



There is therefore a payo¤-maximizing k optimal k , the lower the expected payo¤s. (b) Under both friend-of-a-friend and near-neighbor arrest impacts, the marginal increase in the expected payo¤ in going from a degree-k, complete component to a degree-k + 1, complete component is: (1 = (1



p)k+2 (x + (k + 1) y)



(1



p)k+1 ( px + (1



pk) y) :



p



p)k+1 (x + ky)



This marginal increase is strictly decreasing in k. It is positive when (1



p)k+1 ( px + (1



There is therefore a payo¤-maximizing k optimal k , the lower the expected payo¤s. (c) Immediately follows from (a). Proposition 2 Assume k > 0. Then: (a) k (1; p) = k (n 1; p) = b 1 c where (1



p)



1 +1



pk) y) > 0 ) p x > k: p y n o max 0; 1 p p xy , and the farther k is from the p 1



1



is such that



(x + y 1 ) = (1 21



p) x:



(b) d 2 e = k (n 1; p) k (1; p) = d 3 e, where following equations, respectively: (1



p)



2 +1



2



and



are real solutions to the



3



(x + y ( 2 + 1)) = (x + y 2 ) (1 p) 3 +1 y = p (x + y 3 ) .



(c) k (a; p) and k (a; p) are weakly decreasing in p. Lemma 1 Let a = 1. Consider an actor i in a network L. Suppose that there is a subset S of the actors to which i is linked with jSj > 1 and an actor j to which i is not linked such that for all j 0 2 S, j is linked to j 0 . Then let the network L0 be obtained by removing the link between j and j 0 for some j 0 2 S and adding a link between j 0 and some other actor j 00 such that d (i; j 00 ) > 2. Then actor i’s expected utility is strictly higher in the network L0 than in the network L. Proof of Lemma 1 Let S be the set of all actors linked with both i and j and consider L and L0 as in the statement of the lemma. Note that the expected utility is strictly higher in the network L0 if and only if the expected number of surviving links between i and the members of S is larger under L0 . That is, jSj X



jSj X



0



q( ;L )



=0



(1)



q ( ; L)



=0



where q ( ; X) is the probability that exactly of the members of S are not removed given the network X. We shall prove this through induction on the size of S. Suppose that jSj = 2. Let kr denote the number of links that actor r has with actors with which actor s is not linked in the network L, and let krs denote the number of actors to which both r and s are linked. Then (1) reduces to p)krs



(1 + (1



1



(1
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1
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p)k1 +1 1 p)k1 +1 (1
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p)k2 p)k2 + (1
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p)k1 (1
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which becomes (1



p)k1 +1 1
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p)k1 +1 (1
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p)k1 +1 1
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p)k1 +1 (1
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and further 1
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p)k1 +1 (1 1



(1



p)k2 p)k1 +1 p



(1



p) 1



1 p 0.



Therefore, (1) holds for jSj = 2. 22



(1



(1



p)k1 (1



p)k1 +1 )



p)k2 )



p)k2 p)k1 +1 (1



p)k2 ;



Lemma 2 Let a = 1. Consider two networks L and L0 with two linked actors i and j, each with a total of k links such that j does not share any neighbors (other than i) with any of i’s other neighbors. Suppose that L and L0 are identical except that m of i’s neighbors other than j have a link with j in L but not in L0 . In place of this link, those actors have another link with some other actor with which they are not linked in L. In place of his links with those actors, j has an additional m links with actors who are neither linked with i nor linked with any of i’s neighbors other than j. Proof of Lemma 2 Consider two such networks L and L0 . Let m and m0 denote the number of neighbors which i and j share, respectively, where m > m0 . Note that i’s expected payo¤ is greater in L than in L0 if ! ! k k X X (1 p)k+1 x + y q ( ; L) > (1 p)k+1 x + y q ( ; L0 ) =0



=0



where q ( ; L) denotes the probability that exactly of i’s links survive conditional on i’s survival in the network L. This inequality holds if and only if k X =0



q ( ; L) >



k X



q ( ; L0 ) ,



=0



that is, if the expected number of i’s surviving links conditional on i’s survival is higher in L than in L0 . Because j shares no neighbors other than i with i’s other neighbors, we may express this inequality as (1 > (1



p)k p)k



m



m0



k 1 X



( + 1) r ( ; L) + 1



=0 k X1



(1



( + 1) r ( ; L0 ) + 1



p)k p)k



(1



k 1 X



m



=0



m0



=0 k 1 X



r ( ; L) r ( ; L0 )



=0



where r ( ; L) is the probability that exactly of i’s links other than his link with j survive conditional on i’s survival in the network L. This inequality is equivalent to (1



p)



k m



+



k 1 X



r ( ; L) > (1



p)



k m0



=0



+



k 1 X



r ( ; L0 ) .



=0



0



Because m > m0 , then (1 p)k m > (1 p)k m , and so it is su¢ cient to show that r ( ; L) r ( ; L0 ) for all = 0 : k 1. Note that i’s neighbors other than j may be partitioned into a set of those whose links are identical in both L and L0 and a set of those whose links are identical except that they are linked with j in L but not in L0 , and are linked with some other actor in L0 . If one of the latter actors is such that the di¤erent actor to which they are linked is also linked to i, then the probability of their removal conditional on i’s survival is identical in both networks. If, however, the di¤erent actor to which they are linked is not linked with i, then there is a greater probability of their removal conditional on i’s survival in L0 than in L. Thus, r ( ; L) r ( ; L0 ) for all = 0; :::; k 1. Lemma 3 Consider a degree-k regular network with closed components and any impact of arrest a. Then among all possible link removal deviations, the most bene…cial deviation is either to remove all links or remove exactly one link. Suppose that k > 0. Then 23



(a) If k k , no actor will prefer to remove all of his links. (b) No actor will ever prefer to remove exactly one of his links. Proof of Lemma 3 In the proof of Proposition 4(b), the …rst statement is proven. Assume that k > 0. (a) Suppose that k k . No actor prefers to remove all of his links if (1



p)k+1 (x + yk)



(1



p) x:



The left hand side of this equation is quasiconcave with a peak at k . Evaluating the left hand side at k = 0 yields (1 p) x, and so it must be that at any k 2 (0; k ) the inequality is satis…ed. (b) No actor prefers to remove a single link if (1



p)k+1 (x + yk) (1



p)k+1 y y x



(1



p)k+1 (x + y (k



1)) + p (1



p (1 p)k x ) p . 1 p



p)k x )



Note that this inequality is independent of k. Since a degree-k regular network with complete components is pairwise stable, then this holds for k = k , and thus for all k. Proof of Proposition 2 The proofs of parts (a) and (b) will be conducted by …nding the conditions under which a deviation is most pro…table and then …nding the largest/smallest number of links for which such a deviation will not occur. (a) We will …rst derive the equation which de…nes k (n 1; p). From Proposition 3(a), we need only consider actors in complete components. The payo¤ to such an actor with k links is (1 p)k+1 (x + yk) . Since the actor is in a complete component, removing fewer than all of his links does not change his probability of removal, rather it only reduces his payo¤ when he survives. Thus, the actor would only consider either adding a link or removing all of his links. Since (1 p)k+1 (x + yk) is strictly quasiconcave with maximum at k (very easy to show, you just take the derivative and it is clearly positive for k < k , negative for k > k ), then it is cannot be bene…cial to add a link, even with actor with no other links. The actor would be indi¤erent between removing all his links and not if (1



p)k+1 (x + yk) = (1



p) x:



(2)



Note that the left hand side of (2) is decreasing in k > k and the right hand side is independent of k. Thus, if 1 satis…es (2), then k (n 1; p) = b 1 c, as for any k 2 N with k > b 1 c, the left hand side of (2) must be smaller than the right hand side. Note that Lemma 3 together with the arguments above can be used to show that a degree-b c regular complete components network is pairwise stable with impact of arrest a = 1, so k (1; p) k (n 1; p). Suppose that k (1; p) > b 1 c. Then there is a pairwise stable network with an actor with k > b 1 c links. From the previous proposition, the actor would be at least as well o¤ in a complete component with k links. Because k > b 1 c, then (1



p)k+1 (x + yk) < (1



p) x:



It follows that the actor would receive a strictly larger payo¤ from cutting all his links than staying in a complete component, and so he would strictly improve by cutting all his links 24



in any network in which he has k links. This contradicts the assumption that the network was pairwise stable. Therefore, k (1; p) = k (n 1; p) = b 1 c, where 1 satis…es (2). (b) We will …rst derive the equation which de…nes k (n 1; p). Based on Proposition 3(a), we need only consider networks with complete components. An actor with k links will prefer to not add a link to another actor with k 0 links if (1



p)k+1 (x + yk) > (1 0 > (1



0



p)k+k +2 (x + y (k + 1)) ) 0



p)k +1 (x + y (k + 1))



(x + yk) .



(3)



The right hand side of (3) is decreasing in both k and k 0 . Thus, the k (n 1; p) must be at least as large as the smallest integer k such that (3) is satis…ed for k 0 = k. That is, k (n 1; p) d 2 e where (1



p)



2 +1



(x + y (



2



+ 1)) = (x + y 2 ) :



Because d 2 e k , then Lemma 3 implies that a degree-d 2 e regular network with complete components is pairwise stable. Therefore k (n 1; p) = d 2 e. Next, we will derive the equation which de…nes k (1; p). With the low impact of arrest (a = 1), the bene…t to an actor i from adding a link with another actor j is earned only if both actors survive, while the “cost" is that actor i is removed in the event that j is detected. Thus, an actor i with k links prefers to not add another link to an actor j if (1



p)k+1 (x + yK)
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p)k+1 (x + yK)



0



0



p)k+2+k (x + y (K 0 + 1)) + 1
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p)k
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p)2k+2 (x + y (K + 1)) + 1
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p)k (1



(x + yK)



(1



p)k+1 (x + y (K + 1)) + 1



(x + yK)



(1



p)k+1 y + (1



p)k+2 (x + yK 00 ) , (4) where K is the expected number of actor i’s links that survive conditional on j being detected, K 0 is the expected number of actor i’s links that survive conditional on j surviving, K 00 is the expected number of actor i’s links that survive conditional on j being removed but not detected, and k 0 is the number of actor j’s neighbors that are not also neighbors of i. Note 0 that the term (1 p)k is the probability that j survives conditional on all of i’s neighbors going undetected. Thus, the left hand side is actor i’s expected utility conditional on no link existing between i and j, while the right hand side is actor i’s expected utility conditional on a link existing between i and j. In order to determine the smallest number of links k for which this inequality holds, we are free to pick the conditions on K, K 0 , and K 00 such that the inequality in (4) is favored most, then verify that those conditions may exist in a pairwise stable network. Thus, we will pick the network such that the left hand side of (4) is maximized and the right hand side is minimized. Based on the Lemma 1 above, the right hand side of (4) is minimized when the actor j shares no neighbors with any of i’s neighbors. Based on Lemma 2 above, the right hand side of (4) is minimized when i and j share no neighbors. This implies that the minimizing value of k 0 is k 0 = k, in which case K = K 0 = K 00 . Thus, we may reduce (4) to
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p)k+2 (x + yK) ) p) (x + yK) ) (5)



It is clear that the left hand side of (5) is maximized at K = k, corresponding to i being in a complete component. Thus, the maximized left hand side is increasing in k, while the 25



minimized right hand side is decreasing in k. Thus, the smallest value of k satisfying the following inequality (6) will be the candidate for k (1; p): p (x + yk)



p)k+1 y:



(1



Let 3 satisfy (6) with equality. It follows that for any network in which at least d 3 e actors have at most d 3 e 1 links, at least one pair of these actors must be unlinked and bene…t from forming a link together. Thus, k (1; p) d 3 e. It remains to check that there exists a pairwise stable network with k (1; p). Again from Lemma 3, a degree-d 3 e network must be pairwise stable. Therefore, k (1; p) = d 3 e. It remains to be shown that k (n 1; p) k (1; p), for which it is su¢ cient that 2 3. Recall that the de…ning equations for 2 and 3 are (x + y 2 ) = (1 p (x + y 3 ) = (1
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It will be convenient to rearrange these as 1
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(6)



p (x + y 3 ) = y. (1 p) 3 +1
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Note that for 2 = 3 = 0, the left hand sides of the above equations are equal, evaluating to px= (1 p). Since px= (1 p) < y is necessary and su¢ cient for a nonempty network to exist, then k > 0 implies that px= (1 p) < y. Thus, it is su¢ cient to show that the derivative of the left hand side of (7) is larger than the derivative of (8) with respect to i , as this will imply that the left hand side evaluates to y at a lower value of i . These derivatives are as follows. d 1 dk
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The following are equivalent. 1
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The …nal inequality holds since (1 p) 1. (c) To show that k (a; p) and k (a; p) are weakly decreasing in p, it is su¢ cient to show that 1 , 2 , and 3 are decreasing in p, for which we will use the implicit function theorem. 26



For



1,



recall that



1



is de…ned by (1



1 +1



p)



(x + y 1 ) = (1



p) x:



Using the implicit function theorem, we obtain @ 1 ( 1 + 1) (1 p) 1 (x + yk) x . = @p (1 p) 1 +1 (ln (1 p) (x + y 1 ) + y) We will …rst show that the denominator is nonpositive. Recall that 1 k , and k maximizes (1 p)k+1 (x + yk). Thus, the derivative of this expression is zero at k , that is, (1



p)k



+1



p) (x + yk ) + (1 p)k +1 y = 0 ) ln (1 p) (x + yk ) + y = 0.



ln (1



Because ln (1 p) < 0, then ln (1 p) (x + y 1 ) + y is decreasing in k, and so it must be that the denominator is negative. The numerator is negative if and only if + 1) (1 p) 1 (x + yk) ( 1 + 1) (1 p) 1 +1 (x + yk) (
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x) (1 p) x.



Because 1 + 1 1, then this is true based on the equation which de…nes decreasing in p. For 2 , recall that 2 is de…ned by (1
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Again using the implicit function theorem, we obtain @ 2 = @p (1
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y



:



The numerator is clearly positive, so we need only show that the denominator is negative. The following are equivalent. (1 p) 2 +1 (ln (1 p) (x + y ( 2 + 1)) + y) y ln (1 p) (1 p) 2 +1 (x + y ( 2 + 1)) + (1 p) 2 +1 y ln (1 p) (x + y 2 ) + (1 p) 2 +1 y ln (1 p) (x + y 2 )
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The …nal inequality holds trivially since the left hand side is negative and the right hand side is positive. The transition from the second to the third inequality was done by substitution using the equation which de…nes 2 . For 3 , recall that the equation which de…nes 3 is (1



p)



3 +1



y = p (x + y 3 ) .



Once more applying the implicit function theorem, we obtain @ 3 ( 4 + 1) (1 p) 3 +1 y + (x + y 3 ) = : @p (1 p) 3 +1 ln (1 p) y py 27



The numerator is clearly positive, while the denominator is clearly negative. Thus, decreasing in p.
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Proposition 3 Assume high arrest impact (a = n 1). (a) A Pairwise Nash Stable network (regular or irregular) is either empty or non-empty with complete components. y , the empty network is Pairwise Nash stable. (b) When 1 p p x (c) A degree-k regular, complete component network with k 1 is pairwise Nash stable if and only if 1 1 k+1 k x + ky x 1 p 1 : x + (k + 1) y x + ky (d) Fix k, 1 k < 1. There exists a detection probability p that supports a degree-k regular, complete component network as pairwise Nash stable. y . There exists a k 1 for which the degree-k regular, complete (e) Fix p, 0 < p x+y component network is pairwise Nash stable. Proof of Proposition 3 (c) Consider a non-empty network with a component that is not complete; that is, there are two nodes that are in the same component but are not directly linked. Observe that if they form a link with near-neighbor impact, then there is no decrease in the probability of survival but (with p < 1) there is a strict increase in each node’s expected payo¤ because they may now receive payments for the additional link. Hence, this network is not pairwise Nash stable, and any pairwise Nash component must be complete. Now consider a degree-k regular, complete component network with k 1. The payo¤ to node i in such a network is p)k+1 (x + ky) :



Ep ui = (1



To satisfy condition (PSN-i), a node in a complete component must prefer to not form a new link to another node outside the component. Notice that any node outside the component is in another complete component of degree k. Not forming a link to a node in another component is optimal when (1



p)k+1 (x + ky) > (1



p)2k+2 (x + (k + 1) y) ) x + ky x + (k + 1) y



p > 1



1 k+1



:



To satisfy condition (PNS-ii), a node must not want to remove a link. Observe that removing some, but not all, of a node’s links does not improve the node’s probability of surviving, but it does strictly decrease payo¤s from the links. Thus, when considering which links to remove, the only option that could potentially lead to improvement is to remove all links. Staying in the complete component is better than removing all links when (1



p)k+1 (x + ky) > (1 p < 1



p) x ) x x + ky



1 k



:



Hence, for the degree-k complete component network to be pairwise Nash stable, we must have 1 1 k+1 k x + ky x 1 


which is the condition claimed in Proposition 3(c). (d) Holding k …xed, there always exists such a p that satis…es the condition in Proposition 3(c) because 1 k+1



x + ky x + (k + 1) y



1



1



k x ) x + ky 1) xy + k 2 y 2



< 1 0 < (k



for all k. (e) Fix p. The proof is obtained by consideration of the condition in Proposition 3(c). From the proof of (d), we know that the range always exists. Plugging k = 1 into the right hand side of the condition yields y x = ; x+y x+y



p


Further note that the right hand side of the condition in (c) converges to 0 as k ! 1: x x + ky



1



1 k



1



= 1



ln



e



x )k ( x+ky



1



= 1 e k (ln x+ln(x+y)) ! 0 as k ! 1. It follows that the range in (c) always exists and converges down to [0; 0] as k increases from x 1 to 1. Any p such that 0 p x+y must therefore fall into this range for some k 1. (b) It is su¢ cient to show that isolation yields strictly higher payo¤s in comparison with adding a link to another isolated node: (1



p)2 (x + y) )



p) x > (1 p y > : 1 p x



(a) Follows from the proof of (a) and (c). Proposition 4 Assume near-neighbor arrest impact (a = 1). (a) When 1 p p > xy , the empty network is pairwise Nash stable. (b) A degree-k regular, complete component network is pairwise Nash stable if and only if p y (i) : > k+1 x + ky (1 p) and y (ii) : > max x



(



1



(1 k (1



p)k p)k



;



p 1



p



)



:



(c) Fix p, 0 < p < 1. If 1 p p < xy , then there exists a k for which the degree-k regular, complete component network is pairwise Nash stable; otherwise, if 1 p p > xy , then the degree-k regular, complete component network is not pairwise Nash stable. Proof of Proposition 4 (b) We proceed in multiple steps. 29



1. We show when a node does not want to form new links. Node i’s expected payo¤ in a degree-k regular, complete component is Ep ui = (1



p)k+1 (x + ky) :



Adding a link to node in a di¤erent degree-k regular complete component yields expected payo¤ (1 p)k+2 x + ky + (1 p)k y : Not forming the link is optimal when (1



p)k+1 (x + ky) > (1 p)k+2 x + ky + (1 y p > ; k+1 x + ky (1 p)



p)k y )



which is the …rst condition in Proposition 2(b). 2. We identify the best link removal decisions. The expected payo¤ from keeping a subset k 0 of the k links in the complete component and removing the (k k 0 ) other links is (1



0



p)k +1 x + (1



p)k



k0



k0y :



Keeping the k links is better than dropping any selection of (k k 0 ) links when n o 0 0 (1 p)k+1 (x + ky) > 0 max (1 p)k +1 x + (1 p)k k k 0 y ) k 2f0;:::;k 1g n o 0 (1 p)k+1 (x + ky) > 0 max (1 p)k +1 x + (1 p)k+1 k 0 y : k 2f0;:::;k 1g



Consider the RHS, which is the "best link removal deviation." The expected payo¤ to the best link removal deviation to k 0 links is increasing as k 0 goes from k 0 to k 0 + 1 when (1



0



p)k +2 x + (1



p)k+1 (k 0 + 1) y > (1 (1



p)k+1 y > (1 y > x (1



0



p)k +1 x + (1 0



p)k +1 (1 p 0: p)k k



(1



p)k+1 k 0 y ) p)) x )



Observe that the RHS decreases monotonically from (1 pp)k to 1 p p as k 0 goes from zero to p 0 0 k 1. We can thus distinguish three cases: (1) when xy > 1 k k0 for all k , then k = n (1 p) y p 0 0 < 0 for all k , then k = 0 must x (1 p)k k best link removal deviation; and (3) when 1 p p < xy < (1 pp)k , then the marginal value (k 0 + 1)-th link is negative at low k 0 and positive at high k 0 , which implies that the 0 0



must be the best link removal deviation; (2) when



be the of the best link removal deviation must be either k = 0 or k = k 1. Irrespective of these cases, the best link removal deviation is either k 0 = 0 or k 0 = k 1. 3. We show when the two candidate link removal deviations are unpro…table. Keeping k links is better than deviating to k 0 = 0 when (1



p)k+1 (x + ky) > (1



p) x )



y 1 (1 p)k > : x k (1 p)k 30



Keeping k links is better than deviating to k 0 = k (1



1 when



p)k+1 (x + ky) > (1 p)k (x + (1 y p > : x 1 p



p) ky) )



Together, there is no pro…table link removal deviation when ( ) p y 1 (1 p)k ; > max ; x k (1 p)k 1 p which is the second condition in Proposition 2(b). (a) If 1 p p > xy , then the expected payo¤ of isolation is strictly better than linking to another isolated node: (1



p)2 (x + y) )



p) x > (1 y p > : 1 p x



(c) Fix p with 1 p p < xy . We show that the conditions from Proposition 2(b) are satis…ed with su¢ ciently large k. First consider (i): p (1



k+1



p)



>



y : x + ky



The LHS and RHS converge to 1 and zero, respectively, as k ! 1, thus satisfying (i) at large k. Now consider (ii), which becomes: 1 (1 p)k y > x k (1 p)k under the assumption that 1 p p < xy . In the proof of Proposition 1(e), it is shown that the RHS term converges to zero, thus satisfying the condition. All conditions for pairwise Nash stability are therefore met. Now suppose 1 p p < xy . Condition (ii) can never be satis…ed, so a degree-k regular, complete component is not pairwise Nash stable.
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Experiment Instructions



WELCOME Welcome to this experiment at UC Irvine. Thank you for participating. You are about to participate in a study of decision-making, and you will be paid for your participation in cash, privately at the end of this session. What you earn depends partly on your decisions and partly on chance. Please turn o¤ your cell phone. The entire session consists of 30 rounds. You will be paid according to the outcomes of these rounds. 31



All rounds will take place through the computer terminals. It is important that you do not talk with any other participants during the session. When you are ready, please click continue to go to the instructions. INSTRUCTIONS PART 1 During each round, you will choose which of the other participants with whom to try to form a link. If BOTH you and a particular participant try to form a link with each other, then the link is formed. We then say that you and that other participant are "partners." If one or both of you does not try to form the link with each other, then no link forms between the two of you. You are not partners. You may try to form a link with as many of the other participants as you prefer. Before deciding with whom to try to form links (a.k.a., partnerships), you will have 60 seconds to chat via the computer with the other participants. INSTRUCTIONS PART 2 After links are formed, the computer will randomly ‡ag some of the participants. The participants that are ‡agged AND the ‡agged participants’partners will be removed for that round. All partnerships of removed participants will be dissolved for that round. Removed participants will receive 0 points. All remaining participants will receive 10 points for not being removed plus an additional 15 points for each remaining partnership. For example, suppose that you successfully form X links (partnerships) in a round. Also suppose that neither you nor any of your partners are ‡agged in this round. However, Y of your X partners have other partners that are ‡agged. As a result, these Y partners are removed. Then, your payo¤ for this round is 10 + 15*(X-Y) points. You receive 10 points for not being removed, and 15 for each of the remaining (X-Y) partnerships. INSTRUCTIONS PART 3 In each round, there is a [20j50]% chance that you will be ‡agged by the computer. This chance of being ‡agged does not depend on how many partnerships you form. Each other participant also has a [20j50]% chance of being ‡agged. Remember that you are removed if you or one of your partners is ‡agged. Note that you are not removed if a partner of one of your partners is ‡agged. TEST SCREEN 1 Before proceeding, you must answer some questions. These questions test your comprehension. Remember that each participant has a [20j50]% chance of being ‡agged. Please select the answer. 1. What is chance that you are removed if you have successfully formed at least one partnership? (a) Less than [20j50]% (b) [20j50]% (c) More than [20j50]% ANSWER SCREEN 1 You are [CORRECTjINCORRECT]! Remember that each participant has a [20j50]% chance of being ‡agged. 1. What is chance that you are removed if you have successfully formed at least one partnership? The correct answer is (c) More than [20j50]%.The chance that you are removed is equal to the chance that you or one of your partners is ‡agged. There is a [20j50]% chance that you are ‡agged, but when you are not ‡agged, there is also a chance that at least one of your partners will be ‡agged. 32



Now, please select the correct answer for the following question: (Remember that if you are not removed, you receive 10 points plus 15 points times the number remaining partnerships.) 2. Suppose that you successfully form 5 partnerships, that you and your partners are not ‡agged, but that two of your partners are removed. What is your payo¤? (a) 0 points (b) 10 points (c) 55 points (d) 85 points ANSWER SCREEN 2 You are [CORRECTjINCORRECT]! Remember that if you are not removed, you receive 10 points plus 15 points times the number remaining partnerships. 2. Suppose that you successfully form 5 partnerships, that you and your partners are not ‡agged, but that two of your partners are removed. What is your payo¤? The correct answer is (c) 55 points. The formula is 10 + 15(X-Y). With X=5 original partnerships, and Y=2 removed partners, the payo¤ is 10+15(5-2) = 55. Click continue to proceed. INSTRUCTIONS PART 4 You will now participate in 30 rounds. In the …rst round, you will be assigned a participant ID number (di¤erent from your computer Station number). Each participant will keep the same participant ID number during the duration of the experiment. You will receive $[0.05j0.20] for each point you earn in this session. Remember, you are not to talk with anyone during the experiment. Note: There are two chat rules. 1. You may not use profanity. 2. Your chats must be anonymous. That is, you must not reveal your actual name or any personal identifying information. Chat comments that include profanity or that violate anonymity may result in you being asked to leave the experiment. In this case, you would forgo any earnings you accumulated during the experiment session. Final note: After each chatting period, you will have 30 seconds to initiate links on the decision screen. You MUST press the "Continue" button before time runs out for your link decisions to be saved. If you do not press "Continue" in time, you will not form any links for that round.
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Figure 1: Examples of Networks
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Figure 2: Degree-k Regular, Complete Component, Pairwise Stable Nash Networks with n = 20, x = 10, and y = 15
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Table 1: 2x2 Experimental Design
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Figures 3-6: Experimental Results: Time-Series Graphs
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Table 2: Experimental Results: Summary Statistics High Detection mean (std) Attempted 1:2 (1:57) High Impact Actual 0:8 (0:64) Survived 0:2 (0:41) mean (std) Attempted 1:9 (2:61) Low Impact Actual 1:1 (0:88) Survived 0:2 (0:42)



Low Detection mean (std) Attempted 1:7 (1:65) Actual 1:4 (0:72) Survived 0:7 (0:82) mean (std) Attempted 4:7 (3:78) Actual 3:0 (1:40) Survived 1:2 (1:56)



Summary statistics are reported for the last 20 rounds.



40



Table 3: OLS Regressions: Attempted and Successful Links Model speci…cation (1): AL =



0



+



1 DHpH



+



2 DHpL



+



3 DLpH



+"



0



+



1 DHpH



+



2 DHpL



+



3 DLpH



+"



Model speci…cation (2): SL = where AL SL DHpH DHpL DLpH



= = = = =



Average Number of Attempted Links Each Subject Made Average Number of Successful Links Each Subject Achieved Dummy Equal to 1 for High p, High treatment, 0 Otherwise Dummy Equal to 1 for High p, Low treatment, 0 Otherwise Dummy Equal to 1 for Low p, High treatment, 0 Otherwise



Results: Regression Speci…cation (1) Treatment Variables 0 - (Constant term; Low p, Low ) 4:70 (0:30) 3:54 1 - High p, High (0:43) High p, Low 2:78 2 (0:43) 3:02 3 - Low p, High (0:43) — R2 0:35 2 R 0:34 Number of Observations 160 Signi…cance level: (



(2) 2:97 (0:11) 2:15 (0:16) 1:86 (0:16) 1:62 (0:16) 0:59 0:58 160



) denotes 1 percent. Regression results are for the last 20 rounds.



41



Figure 7: Number of Subjects Attempting No Links
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Figures 8: Component Size Histograms
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Figure 9: Component Number Histograms
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