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Introduction



The literature on trade and the environment has devoted much attention to whether environmental policies have an adverse effect on the comparative advantage of regulated industries, known as the pollution haven effect (PHE).1 One way to test the PHE is to consider how energy costs affect international competitiveness (Aldy and Pizer, 2015; Sato and Dechezleprêtre, 2015; Panhans et al., 2016), since climate change mitigation policies such as environmental taxes and permit trading systems raise the cost of using fossil fuel sources of energy.2 However, while the existing literature has focused on the role of direct energy costs, energy costs may also have an indirect effect when passed on through intermediate inputs. Relatively few studies on the PHE or in the broader literature on trade and the environment have paid attention to the role of intermediate inputs, despite convincing evidence that intermediates are a key determinant of both production and trade flows (Hummels et al., 2001; Johnson and Noguera, 2012). The aim of this paper is therefore to examine the effect of energy costs on manufacturing exports while explicitly considering inter-sectoral linkages in the global supply chain. More specifically, we use inter-country input-output tables in order to measure energy costs as a function of direct energy consumption and prices, as well as energy consumption and prices in upstream industries. The reason for considering intermediate goods in an analysis of the PHE is straight-forward. Even if a sector is not energy (or pollution) intensive on the basis of its own energy consumption, it may be vulnerable to energy cost (abatement cost) shocks that change the costs of intermediate inputs to production, especially if it is reliant on energy (pollution) intensive inputs. As an illustration, the manufacturing of electric machinery is not energy intensive, but its manufacturing process relies on steel as an input, which is very energy intensive. A shock to energy prices may therefore raise the price of steel, leading to an increase in the production costs 1 If



this effect is strong enough to dominate other determinants of comparative advantage, it could lead to the expansion of dirty industries in countries where environmental regulations are lax and give rise to pollution havens. Cherniwchan et al. (2017) provide a recent review of this literature. 2 This question is important for understanding the effects of climate change policies, and has influenced their design in practice. For example, the EU Emission Trading Scheme aims to guard against the relocation of industry by offering a higher share of freely allocated emission permits to certain energy intensive sectors, while electricityintensive sectors can be compensated for increases in electricity costs through national state aid schemes.
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of machinery. Furthermore, in a world with highly integrated global supply chains, a sector which utilizes imported intermediate goods may be indirectly affected by energy price changes in foreign countries. Including the indirect impact of energy costs on trade may therefore allow for a more nuanced understanding of the PHE than considering direct energy costs alone. The input-output literature supports this point by emphasising the importance of indirect energy input through intermediate goods, and in particular imported inputs.3 To study the effect of energy costs on exports we use a gravity model with a theoretical foundation. In our framework, standard gravity theory suggests that we should control for trade costs as well as time-varying factors for each sector in each exporting and importing country. These factors include output, expenditure, and multilateral resistance terms. The latter follows the seminal work of Anderson and van Wincoop (2003), which emphasizes that when modeling bilateral trade flows it is important to control for the multilateral resistance of trade frictions with all trading partners, since it is relative trade costs that influence trade flows.4 A robust way of controlling for these time-varying factors is to include exporter-sector-year and importer-sector-year fixed effects. However, our variables of interest (energy costs) also vary along the same dimension, and therefore we cannot identify the effect of energy costs if we include these fixed effects in a single estimation equation. To resolve this, we use a two-step estimation strategy outlined in Head and Mayer (2015) that allows us to employ fixed effects that are consistent with the theory in the first stage, when estimating how energy costs impact trade flows in the second stage. Our two-stage estimation strategy is developed as follows. The first stage is a structural gravity estimation using ad-valorem tariff rates and theory-consistent fixed effects. These include exporter-sector-time and importer-sector time effects, alongside country-pair effects to control for fixed bilateral trade resistances (including distance, language and cultural differences). In 3 For



example, Bordigoni et al. (2012) find that the energy embodied in imported intermediate inputs is close to the total direct energy consumption of European industry. A significant part of the embodied energy costs of manufactured products in Europe is therefore not affected by domestic energy price changes. In addition, Sato et al. (2016) evaluate the impact of embodied energy on energy security. They find that the geographical diversity of embodied energy imports is much greater than that of direct energy imports, and there is considerable variation across countries in the diversification of embodied energy imports. 4 For instance, holding bilateral trade costs between i and j fixed, increasing trade costs between i and the rest of the world (that is, the multilateral resistance) would increase trade flows between i and j.
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our preferred specification, we also include a one-period lag of exports as a regressor and estimate the model using the GMM estimator, to take into account persistence of trade flows (emphasized by Bun and Klaassen, 2002; Olivero and Yotov, 2012). The second stage regression then uses the estimated fixed effects from the first stage as the dependent variable, where the covariates include the multilateral resistance along with the costs of factor inputs. In particular, we separately estimate the impacts of direct and indirect costs of electricity, natural gas and labor, computed using the OECD inter-country input-output tables for 10 manufacturing sectors. We use lagged costs rather than contemporaneous costs to limit endogeneity concerns due to simultaneity. The second-stage regression also includes fixed effects to control for timevarying shocks at the country and sector level (such as exchange rate fluctuations, regulatory and technology changes). We find a statistically significant effect of both direct and indirect energy costs on exports. When only direct costs are included as covariates, the coefficients are zero to positive, suggesting the energy cost terms are potentially endogenous. However, once we include indirect cost terms, both direct and indirect energy costs are negative and statistically significant. Our results imply that input-output linkages should be considered, even if one is interested in direct costs only, because ignoring these linkages may bias the estimated impact of direct costs. We find that a 1 percent increase in the exporter’s aggregate electricity costs is associated with a 0.014 to 0.125 percent decrease in exports for an average sector. Aggregate natural gas costs also have a negative and statistically significant impact on trade, although of a smaller magnitude. Our results are robust to a variety of different specifications and assumptions, including different measures of input-output linkages, different sets of fixed effects from different first stage regressions, using trade intensity instead of exports as the dependent variable and estimating the effect of energy costs in a single step estimator. Based on the estimated elasticities, we assess the economic consequences of unilateral and multilateral policies that influence energy costs. Our simulations demonstrate the economic significance of taking indirect costs into account. First, we consider a unilateral increase in energy prices. This could be caused, for example, by a country introducing a carbon tax, or energy cross-subsidies that tax electricity consumption by industries and use the revenue to 4



subsidize households (as utilized in India and some Eastern European countries). We find that when considering aggregate costs, the predicted impact on exports can increase by two to ten times compared to the impact of direct costs only. This range reflects that the impact depends on the domestic share of intermediate goods demand: if indirect energy is mostly imported, changes in domestic energy prices are relatively less important for a sector’s export position. Second, we consider multilateral changes in energy costs, as in the case of a uniform carbon tax in the European Union (EU). When we consider direct costs only, the estimated impact of a carbon tax in the EU, which translates into a 15 percent increase in EU electricity and gas prices, leads to a 0.01 percent decrease in EU exports and a 0.07 percent increase in EU imports. The relatively small impacts reflect that the EU member states trade largely with each other. However, our estimates rise to a 0.13 percent decrease in EU exports and a 0.54 percent increase in EU imports if we consider indirect costs as well. This is because intensive trading of intermediate goods within the EU increases each sector’s exposure to higher energy prices through regional multiplier effects. Hence, when we allow carbon policies to affect the cost of intermediates, our results suggest that the predicted impact of these policies on EU exports can be about ten times larger than the direct cost channel alone. We contribute to the broad literature on trade and the environment by emphasising the importance of controlling for input-output relationships, where only a few existing studies take this channel into account. For example, Aichele and Felbermayr (2013) examine the carbon content of bilateral trade and account for intermediate goods in their framework. They find the Kyoto protocol has induced carbon leakage by raising the emission intensity of noncommitted countries; but they do not directly test the effect of intermediate goods on trade.5 To the best of our knowledge, our paper is the first paper on the PHE to study how the indirect cost channel affects exports. A closely related paper is Arezki et al. (2017), who investigate the impact on production and trade patterns of U.S. manufacturing following shale gas boom. They find that exports increased by more than 100 billion USD in 2012 for energy intensive manufacturing 5 There



are also some papers on the effect of trade policies on environmental outcomes that consider intermediate inputs. For example, Cherniwchan (2017) examines the impact of NAFTA on emissions of U.S. manufacturing plants. He finds that increased access to imported intermediate inputs from Mexico is an important channel through which trade liberalization reduces emissions of PM10 and SO2 . This suggests that U.S. plants began to source relatively dirty intermediate inputs from Mexico rather than produce them in-house due to differences in environmental regulations.
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sector due to the drop in the natural gas price. Arezki et al. (2017) also consider the indirect natural gas cost channel. However they focus on adding up indirect natural gas consumption within the U.S. economy rather than considering global supply chains, and they do not explicitly show the effect of indirect costs on exports. Using the inter-country input-output tables, we allow for imported intermediate goods, and separately estimate the indirect cost channel for three factors of production (electricity, natural gas and labor).6 An important implication of our results is that the indirect cost channel is economically and methodologically important when studying effects on firm competitiveness. Difference-indifferences or matching techniques are widely adopted to estimate the effect of environmental policies on productivity and output, by comparing trends of regulated firms to unregulated firms after a policy is enacted. For example, these techniques have been used to measure the impact of Clean Air Act provisions in the United States (Greenstone, 2002; Greenstone et al., 2012) and the EU ETS (Demailly and Quirion, 2008; Chan et al., 2013; Wagner et al., 2014). In our paper we show that non-energy intensive industries using energy-intensive inputs (i.e. with a high indirect energy cost) are also adversely affected by an increase in energy prices. This suggests that comparing dirty industries to clean industries may potentially underestimate the impact of environmental regulation on firms, if these clean industries also experience an increase in their input costs. The rest of this paper is organised as follows. Section 2 briefly outlines the theoretical framework, and derives our estimation equation. Section 3 discusses our empirical approach and how we incorporate indirect costs in our econometric analysis. Section 4 describes sources of data and presents descriptive statistics. Section 5 presents our estimation and simulation results. Finally, Section 6 concludes. 6 Our analysis is also related to studies that analyse how global supply chains can be structured to take advantages of international differences in environmental regulations, such as by outsourcing dirty production. Cole et al. (2017) provide a review of the literature on environmental outsourcing.
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Theoretical background



To inform the econometric analysis on the effect of energy prices on trade, we first build a Melitz-type model where there are multiple countries and sectors, and firms are heterogeneous in productivity. This framework largely follows the existing literature (including Eaton and Kortum (2002), Anderson and van Wincoop (2003, 2004), Chaney (2008), Arkolakis et al. (2012), Costinot et al. (2012), Head and Mayer (2015), Costinot and Rodríguez-Clare (2014) and Caliendo and Parro (2015)). Since the theoretical model itself has been analyzed in detail before, we will keep the exposition brief with further detail and working provided in Appendix A. We consider a partial equilibrium framework where each sector uses its own factors of production. To begin with, we assume there are no linkages between sectors and so only the direct costs of factor inputs have an impact on trade. In the following, countries are indexed by i,j and sectors are indexed by k. In total there are N countries and K sectors, and we treat input prices as exogenous. The representative consumer has a two-tier utility function where the upper-tier follows a CobbDouglas form and the lower-tier follows constant elasticity of substitution (CES) preferences. Formally, the utility function for the representative consumer in country j is given by: K



Cj =



j



∏ Cj,k βk



(1)



k =1



where Cj,k =



Z ω ∈Ω



c j,k (ω )



σk −1 σk



 σ σ−k 1 dω



k



(2)



j



Here β k is sector k’s share of the consumption of the representative consumer, ω represents each variety, Ω is the entire variety space, and σk is the elasticity of substitution for varieties within sector k. Each firm must pay a fixed cost for each variety, has increasing returns and has no extra cost to horizontally diversify. Therefore, firms in each country produce their own variety, or in other words each variety is sourced from only one country. We therefore can rewrite (2)
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as: " Cj,k =



N



∑



Z ω ∈Ωij,k



i =1



c j,k (ω )



!# σ σ−k 1



σk −1 σk



k



dω



(3)



where Ωij,k is the variety space in sector k that country j imports from country i. Both Ω and Ωij,k will be endogenously determined, as described below. Assume that the representative consumer in country j receives an income of Yj . The total export value (of good k with variety ω) from country i to country j is given by: σk −1 xij,k (ω ) = Pj,k β k Yj ( Pij,k (ω ))1−σk



(4)



where Pj,k is the price index for sector k in country j, defined as: N



Pj,k =



1− σ ∑ Pij,k k



! 1−1σ



k



(5)



i =1



and Pij,k =



Z Ωij,k



pij,k (ω )1−σk dω



! 1−1σ



k



(6)



where pij,k (ω ) is the price charged by each firm ω. Each firm pays a fixed cost of producing and exporting of f ij , and a variable cost of production that depends on the cost of M factors. Firm productivity is drawn from a Pareto distribution with shape parameter γk . The marginal cost of production in country i and sector k is denoted Wi,k and the iceberg transport cost between trade partners is denoted τij . Under these assumptions, we can derive from equation (4) the following expression for aggregate exports X from country i to country j in sector k (see Appendix A subsection A.1):



log Xij,k



 γk  j log β k + log Yj − γk log Wi,k + γk log Pj,k + = σk − 1







γk 1− σk − 1







 log f ij − γk log τij (7)



We implement equation (7) in our empirical model, which we describe in section 3. We then extend the theoretical model so that each sector purchases intermediate goods produced by other
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sectors as measured by the input-output linkages. This extension to the theoretical framework is outlined in Appendix A sub-section A.2. In this case the estimation model will look very g similar to equation (7), although Wi,k is replaced with W i,k , which now includes the costs of facg tor inputs at all stages of production. That is, W i,k represents sector k’s own input costs as well as the input costs in sector k’s upstream supply chain. Hence, the set of estimation equations for the K sectors derived from (7) are now inter-linked rather than independent. This approach allows us to estimate the effect of both direct and indirect energy costs on exports. We discuss in subsection 3.1 how we use the input-output matrix to compute the aggregate cost of factor inputs as a function of factor input prices and factor intensities.
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Empirical approach



Our empirical model measures the effects of electricity, natural gas and labor costs on bilateral exports at the sector level, and is derived directly from equation (7).7 The first term on the righthand side of equation (7) takes into account the demand side factors while the fourth term takes into account the bilateral trade costs between countries i and j. We control for these two terms in the empirical model using fixed effects. The main variable of interest is the second term on the right-hand side of equation (7), Wi,k , which is the direct cost of factor inputs facing sector k in country i. Later in this section we explain how we extend this model to include indirect as well as direct costs. Finally, the third term is the price index, Pj,k . This term depends on all bilateral resistances, and so is captured in the empirical model by the multilateral resistance variable. To ensure a theory-consistent estimation method, we need to control for exporter-sector-time and importer-sector-time fixed effects. However, our energy cost variables also vary along this dimension. The two-step estimation strategy outlined in Head and Mayer (2015) provides a solution to this problem.8 In particular, the two-step approach allows us to measure the impact 7 Ideally,



we would also like to examine the effect of coal and oil prices on international trade. However, coal prices are mostly determined through privately-negotiated contracts and are largely not publicly available. Oil prices, on the other hand, are traded on the international market and so the cost term will be captured by our fixed effects. 8 This estimation method is similar to that used by Eaton and Kortum (2002).
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of energy costs on trade while properly controlling for the multilateral resistance term and employing the required set of fixed effects. The first stage is a structural gravity equation which takes the following form:



log( Export)ijkt = λ log( Tari f f )ijkt + αikt + α jkt + αij + vijkt



(8)



where Exportsijkt represents annual bilateral trade flows between the exporting country i and importing country j in sector k in year t. Tari f f ijkt measures bilateral tariff barriers to trade, which we expect to have a negative association with exports. αikt are exporter-sector-time fixed effects and α jkt are importer-sector-time fixed effects. In particular, αikt controls for the production costs on the exporter side, while α jkt controls for expenditure and average sector-level prices on the importer side. Both terms also control for multilateral resistances in exporting and importing countries. Finally, αij are country-pair fixed effects which control for fixed bilateral trade resistances (including distance, language and cultural differences). We also consider specifications where we allow the αij fixed effects to shift in response to a change in preferential trading arrangements between countries i and j. This controls for the effects of trade agreements and allows these effects to be heterogeneous across country-pairs. Trade volumes are on many occasions very persistent. Olivero and Yotov (2012) show that gravity models of trade are often expressed in a static form and can be mis-specified. They modified the framework in Anderson and van Wincoop (2003) by introducing endogenous capital accumulation and show how trade barriers can have a dynamic impact on trade flows. A few empirical papers have thus taken into account this dynamic effect of trade by including lagged dependent variables (Head and Ries, 1998; Sato and Dechezleprêtre, 2015). We believe this dynamic effect could be crucial when estimating the causal impact of energy costs, as energy prices themselves are very persistent over time (Elder and Serletis, 2008; Narayan and Narayan, 2017). Therefore, in order to study the impact of an energy price shock, we include a one-period lag of exports in equation (8) as our preferred specification and estimate our model with the GMM estimator (Arellano and Bond, 1991), using the two-period lag as an instrument. After estimating equation (8), the estimated fixed effect b αikt is then used as the dependent 10



variable in the second stage regression, where the covariates include a multilateral resistance variable, along with the variables of interest (electricity costs and natural gas costs) and controls:



b αikt =



∑[ βq log(Cost)ikt−1,q ] + δ log( MR)ikt + γXikt + φit + φkt + ε ikt



(9)



q



where MR is a measure of multilateral resistance or remoteness, which we define shortly. Cost consists of ElectricityCost, NaturalGasCost and LaborCost which measure the direct unit input costs of electricity, natural gas and labor, respectively. We expect these cost terms to have a negative effect on the fixed effect (and in turn exports). The cost terms are calculated by interacting input prices with intensities, defined as input expenditure per unit of value added. Hence, the empirical strategy reflects that the effect of energy prices on trade is conditional on the energy intensity of the sector. Since electricity and natural gas prices are observed at the national level, it is the interaction with the intensity of use that generates inter-sectoral variation and allows the coefficients β q to be identified. Equation (9) also includes φit to control for time-varying shocks at the country level (such as exchange rate fluctuations, infrastructure investments, and regulatory and technology changes), while φkt controls for time-varying shocks at the sector level. In addition, the control variable X includes a measure of the gross economic output of sector k in exporting country i. We expect the volume of exports to be higher the bigger the scale of the sector. Finally, ε ikt is the idiosyncratic error term. Since the fixed effects are estimated with error in the first step, we bootstrap the two steps at the country-pair level and report the bootstrapped standard errors in our specifications after 2000 iterations. Using direct input costs in equation (9) ignores input-output linkages between sectors. However, higher factor prices may increase the cost of producing intermediate inputs, and these costs may then be passed on by input suppliers. Furthermore, if a sector’s intermediate inputs are imported then domestic costs of production depend on the factor prices and factor intensities of these foreign-produced intermediate inputs. As suggested by theory, a change in production costs due to an adjustment in the price of intermediate goods may affect bilateral trade flows. This implies that equation (9) may suffer from an omitted variable bias because it
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does not include the indirect costs passed on through the supply chain. Therefore, we consider specifications which include indirect costs as well as direct costs. Subsection 3.1 explains how indirect costs are calculated using the inter-country input-output tables. Other than the potential omitted variable bias just described, there are two main endogeneity issues with estimation of equation (9). First, our cost terms comprise of energy intensity which is calculated based on observed energy consumption. Hence, demand shocks that impact both trade and energy consumption simultaneously will potentially bias our results.9 While our use of fixed effects means that our estimates will only be affected if the unobserved demand shocks are both country-specific and heterogeneous across sectors, such that they vary at along the ikt dimension, we remain concerned by this point. To address this issue with an instrumental variables approach, we would require exogenous instruments for energy costs with wide country availability as well as cross-sectoral and time-series variation. Such instruments are not readily available. In the absence of plausible instruments, we run specifications with lagged cost variables in order to limit any contemporaneous endogeneity. This approach is also taken by other studies in the literature on energy costs and trade, such as Aldy and Pizer (2015). Second, sector output may also be endogenous by similar argument. To address this concern, we estimate specifications where we use energy intensity as the dependent variable, defined as the ratio of exports to output. There are various approaches to measuring the MR term. Baier and Bergstrand (2002) and Carrere (2006) use aggregate data and construct a GDP-weighted measure of remoteness as a proxy for multilateral resistance. In this paper we take a similar approach, although we require a sector-specific weight. Therefore, we use a weight θ based on expenditure by country j on output in sector k, which we hold constant over the sample period to mitigate against any endogenous adjustment of the weight. Hence the MR is calculated as follows: " MRikt =



N



∑ θ jk (Tari f fijkt )1−σ



# 1−1 σ (10)



j



9



Indirect costs are calculated on the basis of indirect energy consumption and so it could be argued are less likely to be susceptible to this bias than the direct cost terms.
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where ∑ N j θ jk = 1 for all k. σ is the elasticity of substitution and we assume σ = 4 in computing equation (10), although the results are robust to the conventional range of elasticities between 2 and 6. We expect the MR variable to have a positive effect on bilateral trade flows: holding costs constant, a higher MR means greater trade resistances with all other trading partners. For the simulation analysis, we also estimate the second stage equation for the importer side using the b α jkt estimated in the first stage as the dependent variable. In this case equation (7) implies that the CES consumer price index should be included instead of production costs. Nonetheless, it could be argued that the CES price index is also a function of production costs in a general equilibrium setting. Therefore we use both approaches. We construct the price indices as follows:



N



Pj,k =



∑ θijk (Tari f fijkt ∗ Costikt )



! 1−1σ 1−σk



k



(11)



i =1



where θijk is defined analogously to its definition in equation (10), although now across the ijk dimension, and Costikt is the sum of electricity, gas and labor costs. We consider the robustness of the results to defining Costikt either as the direct cost only, or aggregate costs (i.e. sum of direct and indirect costs) in the calculation of the price index. In addition, we define MR in the same way for the importing country as we do for exporters. The two-stage framework is estimated using data from 1991 to 2013. We use trade and tariff data for 60 countries in our first stage regression, and in the second stage the sample is 41 countries which reflects the availability of energy price and consumption data.10 As well as being theory-consistent, the first stage regression has the advantage of being a balanced panel. Both stages are estimated using OLS, except when we use GMM to estimate the first stage due to the inclusion of the lagged dependent variable.11 It is also possible to estimate both stages 10 We



also consider running the first stage regression on the subset of 41 countries available for the second stage regression. Our results are fully robust to using this subsample of countries in the first stage. 11 Alternative estimators for bilateral trade flows have been widely used in the literature and may offer some advantages over OLS, such as the Poisson pseudo-maximum likelihood (PPML) estimator proposed by Santos Silva and Tenreyro (2006). However, our estimation strategy involves a very large number of fixed effects, for which it becomes computationally infeasible to use the PPML estimator. Fally (2015) shows that estimating a structural gravity model using OLS instead of PPML introduces non-classical measurement error and invalidates the second stage regression. However, in our case the Fally (2015) problem should not apply because we approximate the effect of
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in a single step, by substituting equation (9) into (8). Following the recommendation of Head and Mayer (2015), we consider the single-step approach as a robustness test. However, due to missing data for the covariates in the second stage regression, this approach will lead to a loss of information and an unbalanced panel when compared to the first stage regression (8) in the two-step approach. Another potential disadvantage to the one-step approach is that it may produce a biased estimate of the effect of the Tari f f ijkt variable if it is correlated with the ε ikt error term in the second-stage regression. Hence, the two-step approach is our preferred specification.



3.1



Methodology for computing aggregate costs



Given that we observe the inter-country input-output linkages at the sectoral level, we assume that each sector in each country produces a specific intermediate good. Each sector uses outputs from other sectors (including its own sector) as intermediate inputs, that is, there are N × K intermediate goods. In this case the Cobb-Douglas cost function for sector k in country i can be written as:



K



N



Ci,k = Wi,kk ∏ ∏ Pj,ss,j,k β



α



(12)



s =1 j =1



where W is the cost of direct factor inputs and Pj,s is the price for intermediate inputs produced by sector s in country j, αs,j,k is sector k’s intensity of intermediate good produced by sector s in country j . Thus in total there are NK + 1 inputs to production. Taking logarithms on both sides of equation (12):



log Ci,k = β k log Wi,k + ∑ ∑ αs,j,k log Pj,s s



(13)



j



The price of intermediate goods from sector s in country j (Pj,s ) is assumed to be sum of production costs and a markup, i.e. Pj,s = (1 + η j,s )Cj,s , where η j,s is the markup: the multilateral resistance by imposing trade elasticities, rather than using the estimated elasticity of trade resistance from the first stage. Hence, this will restrict the problem of the error structure imposed by the OLS.
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log Pj,s = log Cj,s + log(1 + η j,s )



(14)



Substituting equation (14) into equation (13) gives:   log Ci,k = β k · log Wi,k + ∑ ∑ αs,j,k log Cj,s + log(1 + η j,s ) s



(15)



j



Equation (15) can be rewritten in matrix form as the following: h i eNK×1 + H eNK×1 = βeNK×1 · W e NK×1 + A eNK× NK C e NK×1 C



(16)



e include the α terms (i.e. input-output linkages between sectors), and where elements within A e include the markup terms. The first item on the right hand side of the elements within H e Assuming that the mark-up H e can be this equation calculates the dot product of βe and W. controlled for by the set of fixed effects, equation (16) can be rewritten as the following by dropping the markup term:



  −1 ei = 1 − A e e C β·W



(17)



e factor intensities of all sectors (vector β) and a Using the input-output relationship (matrix A), vector of input prices (W), we are able to compute the aggregate (i.e. direct plus indirect) cost of factor inputs using equation (17). The indirect cost alone can then be calculated by taking the difference between this aggregate cost and the direct cost term as calculated in equation (9) (i.e. the interaction of factor intensities and input prices). We then include both the direct cost and indirect cost terms in our regression model, as well as considering the effect of the aggregate (i.e. direct plus indirect) cost. To address concerns that intersectoral linkages are endogenous, we use the input-output tables for the first available year (1995) and hold this table fixed over our analysis period.12 This means that we do not allow input-output relationships to shift in 12 We also consider robustness checks that involve using the average input-output relationships over the sample period.
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response to changing input prices, which may otherwise bias our regression estimates. Also, we do not account for substitution possibilities among direct factors and intermediate inputs, and we assume a 100 percent pass-through of cost adjustments along the supply chain. A consequence of these assumptions is that our estimated coefficients should be interpreted as a lower bound – the aggregate costs are calculated by restricting the input mix and may to some extent be inflated as a result.
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Data Data sources



We estimate our empirical model using energy and bilateral trade data for 10 manufacturing sectors in 60 countries from 1991 to 2013 in the first stage. In the second stage when the regression is restricted to the set of countries where there are data available on energy prices and energy consumption in each sector, the number of countries in our sample drops to 41. The full set of these countries is listed in Table 1. We obtain data on electricity and natural gas prices from the International Energy Agency (IEA) energy prices and taxes database, the Energy Regulators Regional Association (ERRA)’s Tariff Database and various government and media reports. The IEA database records after-tax prices for residential and industrial consumers, while the ERRA database records after-tax prices for residential and non-residential consumers. A subset of 9 countries are covered by both the IEA and ERRA. We cross-check price data for this subset of countries and find that data from the two datasets are fairly consistent. We use the IEA industrial energy price data whenever they are available. We use the ERRA non-residential energy price data for one country (Saudi Arabia) that is not reported by the IEA. Table 2 lists the sources of energy price data for each country. Energy consumption data are obtained from the IEA World Energy Statistics and Balances database. The database reports final electricity and natural gas consumption for 10 manufacturing sectors at the two-digit level of the international standard industrial classification 16



Revision 3.1 (ISIC Rev. 3.1). One of the sectors is labelled as ‘non-specified’ which according to IEA documentation includes any manufacturing activities not covered by the other nine sectors, such as rubber and rubber products. Since there may be measurement error associated with the energy intensity of this miscellaneous category (for some countries the ‘non-specified’ sector can be a sector average when a sector-wise breakdown is not possible), we conduct robustness checks by excluding the ‘non-specified’ sector from the sample. We use data on the value added of manufacturing, employment costs and number of employees from the United Nations Industrial Development Organization (UNIDO) Yearbook of Industrial Statistics (INDSTAT2). Sector-specific average wages are calculated by dividing employment costs by the number of total employees. Factor intensities are measured as the value of factor inputs divided by value added.13 The multi-country inter-sectoral input-output relationships are obtained from the OECD InterCountry Input-Output Database (ICIO, 2016 version). The ICIO tables are available for the period 1995-2011. Each row in the input-output table corresponds to columns containing intermediate goods (in each sector) and final goods expenditure for each country. We use the input-output tables to compute expenditure shares to be used in price indices and multilateral resistance terms, as described in section 3. An alternative source of international IO tables is the World Input-Output Database (WIOD, 2016 Release). The WIOD is available for the period 2000-2014 (for 2016 release) and uses a slightly different methodology and sources. It has the advantage of more disaggregated sectoral level detail than the ICIO tables, although it covers a smaller set of countries. For this study the benefits to a larger set of sectors are limited given that energy consumption (and therefore energy costs) is only available at a more aggregate level. We therefore focus on the use of the ICIO tables in order to maximize country coverage, and use the WIOD as a robustness check. As explained above, our preferred regressions use the ICIO table for the first available year (1995) for our entire analysis period to mitigate potential endogeneity concerns. However, we also explore the robustness of our results to using ICIO tables that vary by year. In this case, 13 About



1.5% of observations have factor intensity values below zero or greater than one. We dropped these observations.
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since our sample period extends into years for which the ICIO tables are not available, we use the 1995 edition for the years 1991-1995, and the 2011 edition for years 2011-2013. While both IEA and the ICIO table rely on ISIC Rev 3.1 to classify industries, ICIO sectors are slightly more disaggregated than IEA sectors because some IEA sectors are aggregated from multiple ISIC 2 digit sectors. For the main analysis, we aggregate ICIO sectors to match the IEA data.14 Table 3 describes the correspondence between IEA and ICIO sectors. Bilateral trade data are obtained from the United Nations COMTRADE Database. Trade data are reported at 6-digit Harmonized Commodity Description and Coding System (HS) level. Using the concordance provided by Pierce and Schott (2012), we convert the data from HS level to the ISIC Revision 3.1. We always use the trade values reported by the importers, which is generally regarded as more reliable as duties are often imposed on imports. Tariff data are downloaded from the UNCTAD Trade Analysis Information System (TRAINS). TRAINS contains most-favoured nations (MFN) rates and preferential rates at the product level. In the case of missing data, we supplement the TRAINS tariff data with the World Trade Organization tariff database and interpolate missing tariffs using known trade agreements in the Global Preferential Trade Agreements Database (GPTAD). We then aggregate the ad-valorem tariffs from the product level to the sector level, using total trade values into the importing country as weights.15 Manufacturing value added, employment costs, export value and energy prices from IEA and ERRA are reported in current prices denominated in US dollars. Energy prices from government reports are reported in current prices denominated in local currencies. We convert local currencies into US dollars using exchange rates reported by the World Bank. We then convert values for different years into 2010 prices using country-specific GDP deflators obtained from International Monetary Fund database. 14 For non-manufacturing sectors, we aggregate up to agriculture, fisheries, mining, construction, transport and service sectors. Energy consumption data for these sectors are gathered from the IEA database mentioned above. 15 We also collected exchange rate information from the World Bank, which we tried including in the first stage regression. However, we found it does not have a statistically significant effect conditional on the set of fixed effects and so we did not include it in the analysis presented in this paper.
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4.2



Descriptive statistics



Table 4 provides summary statistics for the key variables. Table 5 describes how intensively each row sector uses inputs from column sectors. These intensities represent the weighted average share of factor inputs across all countries in 2010. While most producers rely on inputs from sub-sectors within the producer’s own 2-digit sector, there are strong interdependencies among the machinery, transport and metals sectors. For example, for the manufacturing of transportation equipment, 12 percent of inputs are from the metals sector and 24 percent of inputs are from the machinery sector.16 Table 6 lists average direct and indirect factor intensities by sector. The electricity and natural gas intensities are much lower than the labor intensity, which explains why the literature usually finds a small (albeit statistically significant) effect of energy costs on trade (Aldy and Pizer, 2015; Sato and Dechezleprêtre, 2015; Panhans et al., 2016). Nonetheless, Table 6 shows that for sectors that rely heavily on intermediate goods from energy intensive sectors, there is a substantial difference between direct and indirect factor intensities. For example, the indirect electricity intensity of the machinery sector is four times higher than its direct electricity intensity, and for the transport sector it is three times higher. Hence, ignoring indirect electricity consumption would significantly underestimate the aggregate energy costs faced by these sectors. There is also substantial variation in countries’ trade dependency on the provision of intermediate goods, as shown in Figure 1. For example, in Bulgaria more than 50 percent of intermediate goods for production are imported and close to 60 percent of the output produced as intermediate goods is exported. In contrast, in India less than 20 percent of intermediate goods are imported or exported. Table 7 shows the correlation between the direct and indirect electricity, gas and labor costs. Table 7 shows there is a strong correlation between some direct and indirect costs, even across different factors of production. For example, there is a strong negative correlation between direct electricity costs and indirect labor costs (-0.55) and between direct labor costs and indirect electricity costs (-0.51). These findings suggest that it may indeed be important to control for 16 There



is also a strong interdependency between Chemicals and the ‘non-specified sector’. This is because the latter includes rubber and plastic products which use a large share of inputs from the Chemicals sector.
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indirect costs, for all factors of production, in order to accurately measure the effect of direct energy costs on trade in the regression analysis. To the best of our knowledge, we are the first paper in the literature to do this.



5 5.1



Empirical results Regression results



Table 8 reports four sets of results from the estimation of the first stage structural gravity equation (8) above. Column (1) reports the basic results where only ad valorem tariffs and fixed effects are included. Column (2) then allows the country-pair fixed effect (ij) to shift if countries enter into (or leave) a preferential trade agreement during our sample period. This more flexible specification allows us to control for the effects of trade agreements that are not captured by a change in the tariff schedule between trading partners, such as a change in trade quotas, regulatory harmonisation, and the reduction of other non-tariff barriers to trade. Column (3) repeats the specification in column (2) but now excludes the miscellaneous ("non-specified") sector from the sample to ensure the results are robust to potential measurement error in this category. Finally, column (4) estimates our preferred specification. This is a dynamic version of the specification in column (2), where exports are also determined by their realization in the previous year. This specification is estimated using GMM to account for the endogeneity of the lagged dependent variable. In all these regressions there are more exporting countries (60) than importing countries (57) due to missing data on the tariff variable. Table 8 shows that the tariff variable has a negative effect on bilateral exports in all specifications, in line with our a priori expectations. The estimated coefficient is statistically significant at the 10 percent level in column (1) and at the 5 percent level in column (2) and (3), although it is insignificant in the dynamic specification (4). Columns (1) to (3) suggest a trade cost elasticity equal to between -0.5 and -0.7, while in column (4) the elasticity is just -0.03. The magnitude of these elasticities is relatively small in comparison to findings elsewhere in the existing literature. For example, Head and Mayer (2015) summarise the findings of 32 papers and find the median
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trade cost elasticity for structural gravity models to be -3.78, although they also report a very large variation in the observed estimates. Our estimated elasticities are likely to be relatively low because identification is only on the basis of variation along the country-pair-sector-year (ijkt) dimension, with the fixed effects absorbing much of the variation in tariff rates. Using the estimated exporter-sector-year (ikt) fixed effects from specification (2) in Table 8 as the dependent variable, we then estimate the second stage regression given by equation (9) above. The results are given in Table 9. Column (1) reports the results when we consider only the direct costs of factor inputs, alongside the multilateral resistance term and sector output to control for the economic size of the sector. Column (2) extends this specification by including indirect factor input costs as well as the direct costs. Higher indirect factor costs can reflect higher domestic costs, higher costs in upstream trading partners, or a combination of both, depending on the structure of the industry’s supply chain. In contrast, higher direct costs only reflect higher domestic costs. In addition, column (3) estimates the effect of the aggregate factor cost (direct plus indirect) on bilateral trade, restricting the coefficients for direct and indirect costs to be equal. For all three specifications, the factor cost terms are lagged one period in order to mitigate any contemporaneous endogeneity. This specification also captures the possibility that bilateral trade may not respond to price changes immediately due to market imperfections or adjustment costs.17 Given that our cost variables consist of interactions between factor prices and intensities, the magnitude of the impact of a factor price change on exports depends on the factor intensity. To ease interpretation of the coefficients, all factor intensities (direct and indirect) are normalised by their sample average, so that the factor intensity of an average sector equals 1. This means that the coefficients on factor costs can be interpreted as the estimated percentage change in bilateral exports for a 1 percent increase in the factor price for the average sector. Table 9 shows that the results for the direct cost model are counter-intuitive (see column 1). In particular, the positive and significant coefficient on direct electricity costs suggests that higher electricity costs in an exporting country raise that country’s volume of exports. This goes against the predictions of the theoretical model, which suggests that higher production 17 Results



using a contemporaneous specification are similar and reported in Table B.1 in Appendix B.
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costs erode a country’s comparative advantage and are therefore negatively associated with exports (see equation (7)). The estimated effect of direct natural gas and labor costs are also unexpectedly positive in column (1), although they are not statistically significant. However, column (2) suggests that these counter-intuitive results are driven by an omitted variable bias arising from the exclusion of the indirect factor cost terms. In particular, column (2) reports that both the direct and indirect costs for all three factors of production (electricity, gas and labor) have a statistically significant and negative impact on exports, as expected. The results in columns (1) and (2) are robust to a range of alternative second-stage specifications, when still using the first-stage fixed effects estimated in column (2) of Table 8 (see Appendix B). We recognize that one source of endogeneity in column (1) in Table 9 that may still bias the results in column (2) is that neither specification controls for the persistence of trade flows. Therefore, we re-estimate our model using the fixed effects estimated in column (4) in Table 8, where we include the lagged dependent variable as a covariate in the first stage. The results are shown in Table 10. From column (1), we see the effect of direct electricity costs is still positive but is now smaller in magnitude and not statistically significant. This result may reflect that we are now controlling for the previous year’s realization of exports in the first stage, and hence we isolate the effect of an energy price shock on exports and partial out the trend component of exports and energy costs. The coefficients on the direct and indirect cost terms estimated in column (2) of Table 10 are again negative and statistically significant. Hence, we still find in the dynamic specification that if indirect costs are not included, the effect of direct costs is smaller and biased. The results in column (2) of Table 10 suggest a 1 percent increase in the exporter’s direct electricity price is associated with a 0.020 percent reduction in exports, evaluated at the sample mean electricity intensity. This is a more conservative estimate compared to the results in column (2) of Table 9, where we estimate an effect of 0.13 percent. The magnitude of the indirect electricity price is similar in Table 10 to the direct electricity price, with a 1 percent increase in the indirect price leading to a 0.015 percent reduction in exports. The difference between the estimated effect of direct and indirect electricity costs on trade is not statistically significant. Electricity prices are found to have a larger impact on bilateral trade than natural 22



gas prices. Column (2) of Table 10 indicates that a 1 percent increase in direct (indirect) gas prices is associated with a 0.007 (0.011) percent reduction in exports. As with electricity prices, the magnitude of the effect of direct and indirect gas prices is very similar. Meanwhile, labor costs are found to have a much larger effect on international trade flows than either electricity or natural gas costs. A 1 percent increase in the direct (indirect) price of labor leads to a 0.055 (0.056) percent reduction in exports. Column (3) of Table 10 reports the findings for the aggregate cost model and the coefficients are negative and statistically significant at the 1 percent level for all cost terms. Meanwhile, the coefficients on sector output and the multilateral resistance are positive across all specifications, which supports the theoretical predictions. One potential concern is that sector output is likely to be endogenous. This may be particularly problematic in the case of export-oriented sectors where export flows and domestic production may be subject to the same set of shocks. As a robustness check, we move sector output to the left-hand side of equation (8) and redefine our dependent variable as export intensity (that is, the ratio of exports to sector output). The results for both the first and second stage regressions using this specification are reported in Table 11. We find very similar coefficients in terms of sign and significance. The magnitude of the coefficients suggests a slightly smaller quantitative impact of costs on exports than before. In addition, Table 11 now shows a negative and statistically significant effect of direct labor costs, unconditional on indirect costs. Nevertheless, the coefficient is statistically larger in magnitude after indirect costs are controlled for. Overall, these findings support the message that omitted indirect costs can lead to biased estimates of the effect of direct costs on trade, especially in the case of direct energy costs. Hence, the potential endogeneity of sector output does not affect our main findings. We also estimate the second stage for the importer side using the jkt fixed effects from our preferred specification (4) in Table 8 as the dependent variable. The results are shown in Table 12. We again find biased results when only direct costs in the importing country are included. The inclusion of indirect costs in the importing country j leads to the expected positive effect of country j’s costs on country i’s exports into country j. Theory suggests that a country’s imports should be affected by the prevailing price (e.g. CES price index) rather than the importing country’s costs. However price data are not readily available at the country23



sector level. Therefore, we use our data on costs to construct an importer price index based on equation (11). The regression results using the price indices are presented in columns (4) and (5) in Table 12. When aggregate costs are considered, the CES price index has a positive effect on imports, as predicted by theory. Hence, holding production costs of the exporting country fixed, a higher price index improves the exporting country’s cost advantage and its competitiveness in the importing country. Table 13 considers the robustness of the results to estimating the model in a single step. This is achieved by substituting equation (9) into equation (8), in effect combining the specifications reported in Tables 8, 10 and 12 into a single equation estimation. Columns (1) to (3) are similar to the specifications estimated using the two-step procedure, with characteristics of the importing countries controlled for using importer-sector-year (jkt) fixed effects. Column (4) includes fewer fixed effects by replacing the jkt fixed effects with jt and kt fixed effects. In addition, column (4) removes the importing countries for which the cost information is unavailable (which was previously captured by importer-sector-year fixed effects). The results for the exporters’ aggregate costs remain robust. In column (5), we introduce importers’ costs and multilateral resistance (both of which vary along the jkt dimension) to be consistent with the predictions of the theory. For this specification we find the effect of exporters’ costs is robust, although the coefficients on the importers’ costs are of the wrong sign (but not statistically significant). Finally, we consider a variety of robustness tests to our findings in the second stage (on the exporter’s side).18 The results are reported in Table 14. In this table, column (1) repeats our preferred baseline results for the second stage direct and indirect cost model (i.e. column (2) from Table 10). The other columns in Table 14 provide variations of the specification in column (1). In particular, column (2) excludes the other sector, since its energy intensity is imprecisely estimated. Column (3) constrains the sample to cover the time period 2000-2013 to focus on a period of time where trade policies are relatively stable and to. Column (4) follows Aldy and Pizer (2015) by defining the cost terms as the product of lagged intensity and 18 We



also re-estimate our second stage regression using the first stage fixed effects estimated in columns (1) to (3) in Table 8. In addition, we estimate a specification where we use contemporaneous costs as covariate, using lags of the corresponding costs as instruments. In all cases we find the results are robust. The results using fixed effects estimated in column (2) of Table 8 are provided in Appendix B. Other results are available from the authors upon request.
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contemporaneous prices, since endogeneity concerns mostly enter through factor consumption. Column (5) allows the input-output tables to vary over time rather than holding the IO table fixed at their value in 1995.19 Column (6) uses different IO tables from the WIOD, fixed in their first available year (2000). Columns (7) and (8) allow our elasticity of substitution σ to equal 2 and 6 respectively in the computation of the multilateral resistance in equation (10). Finally, column (9) shows second stage results when the first stage is constrained to equal the same subset of 41 countries available for the second stage regressions. Overall, the results are very robust to these alternative specifications. The two exceptions are column (5) where the indirect electricity cost is not statistically significant (though it is still negative); and column (6), where the MR term is much smaller and not statistically significant. The latter result most likely reflects that the sample of countries included drops from 41 to just 33, resulting in a lower goodness of fit.



5.2



Simulation analysis



Next we simulate the economic consequences of two different forms of energy price adjustment, using the estimated trade elasticities reported in section 5.1. We begin by considering a unilateral change in electricity prices for an individual country, and estimate its effect on that country’s own exports. We run this simulation for each country in our sample.20 A unilateral change in electricity prices may result from various policies. For example, a carbon tax on greenhouse gas-emitting industries and utilities, or any policy that increases the share of renewable energy production, is likely to increase the marginal cost of electricity generation and in turn the price of electricity. Another example is energy cross-subsidies that place a tax on electricity use by industries and use the revenue to subsidize energy consumption by households. Such policies have been implemented by many countries in Eastern Europe and Central Asia. For example, in India industrial electricity prices are on average 15 percent higher than the cost of supply due in part to cross-subsidies that support lower tariffs for residential and agricultural consumers. We also note that India displays a strikingly low level of trade in 19 Our 20 We



results are also robust to using the average input-output tables from 1995 to 2011. calculate the long term impact by allowing energy costs to affect lagged exports as well.
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intermediate goods, as shown in Figure 1. We expect that the simulation analysis will show a country’s level of participation in global value chains greatly affects how domestic energy price shocks impact exports. We simulate the impact of a 15 percent unilateral increase in electricity prices on exports. Using observed trade flows in 2010, together with estimates from column (2) in Table 10 and column (2) in Table 12,21 we simulate two different effects for each country in our sample: (1) The effect if only direct electricity costs change (with no change in indirect costs) in response to the hypothetical change in electricity prices; and (2) The effect if both direct and indirect electricity costs change. The results of this simulation exercise are summarized in Figure 2. There are two notable implications of these results. First, the effect on trade is much higher when we consider both direct and indirect costs. While the predicted negative impact on trade is always less than 0.3 percent for the direct cost only simulation, when aggregate costs are considered the effect is substantially greater for most countries. Indeed, for two countries (India and the Philippines) there is a fall in exports of more than 1.5 percent. This shows the economic significance of controlling for indirect costs in policy simulations. Second, the effect is much higher for countries that rely on their own production for intermediate goods. At the two extremes (Hungary and Japan), while the predicted impacts based on direct costs only are of a similar magnitude (0.07 to 0.08 percent, respectively), the simulated impacts based on aggregate costs are very different (0.54 percent versus 1.01 percent, respectively). To put these simulation results in perspective, the 1.71 percent increase in India’s exports following the removal a 15 percent implicit electricity tax on Indian industry would mean an increase in the volume of exports of around $1.05 billion US dollars (in constant 2010$) per year. We also emphasize that these are our conservative estimation results that we obtain when including a lag of exports as a regressor in the first stage. Since India is quite self-reliant in terms of the production of intermediate inputs, multiplier effects of energy price shocks accumulate along the supply chain. A baseline model that only considers energy requirements at 21 The



simulation using column (2) in Table 12 is preferred to that using column (5), where we include the importer’s price index instead of costs. This is because re-computing the importers’ price indices based on a fixed expenditure may lead to inconsistent result as exports (and hence expenditure) may change in the counterfactual. Nonetheless, the simulation results are generally robust to using column (5) in Table 12, and are available on request.
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the final stage of production therefore underestimates the impact of energy price shocks by a factor of almost ten. The second form of energy price adjustment we simulate is a multilateral increase in energy costs. In particular, we consider the trade implications of international carbon pricing established by the European Union Emissions Trading System (EU ETS).22 The EU ETS remains the world’s largest international company-based market for carbon emissions. However, there is concern that in the absence of global carbon regulation, policies such as the EU ETS could lead to carbon leakage. Indeed, the European Commission considers certain energy intensive sectors to be at risk of carbon leakage, and so to protect their competitiveness these sectors are granted a higher share of free emission allowances and can be compensated by national state aid schemes. For example, in the UK energy intensive manufacturing industries, which account for 35 percent of manufacturing exports and directly support 600,000 jobs, have been compensated over 44 million pounds by 2014 due to the electricity price impacts of the EU ETS (DECC, 2014). To gauge the potential magnitude of carbon leakage, we simulate the impact of a multilateral 15 percent increase in electricity and natural gas prices across the EU on overall exports and imports for EU and non-EU countries.23 Since many environmental policies in the EU are decided jointly (like the EU ETS) and EU countries mostly trade within the EU market in the case of both final and intermediate goods, it will be important to see how the indirect cost channel propagates in this context. As shown by Table 15, the predicted impact of a 15 percent increase in EU electricity and gas prices is to reduce EU exports for all sectors in the EU. As is the case for the unilateral price increase, when aggregate costs are being considered the model predicts a much larger decline in exports than the model with only direct costs. In particular, when we consider indirect costs, the predicted overall decrease in exports increases 22 Modeling



a multilateral increase in energy costs may also be of interest to proposals to link domestic carbon markets across multiple jurisdictions, such as between the California cap-and-trade program with the programs in Ontario and Quebec, Canada. 23 The United Kingdom Department of Energy and Climate Change (DECC) report estimates that energy and climate change policies in the UK increased electricity prices by 15 percent in 2014 for large energy intensive users that benefit from all policy support measures (such as free allowance allocation). Without policy support the increase is 20 percent. However, in practice there is considerable uncertainty surrounding the energy price increases from EU climate policies, and the price impacts will likely vary across energy users. Hence we focus on a 15 percent across-board increase for illustrative purposes only.
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from 0.01 percent to 0.13 percent in absolute terms.24 This is because our results capture a multiplier effect within the EU as EU firms intensively trade intermediate goods with one another. The simulation also shows the expected opposite effect on the non-EU countries: a 15 percent increase in energy costs in the EU leads to an increase in exports by non-EU countries of 0.27 percent in the aggregate cost model, and a decrease in imports by 0.13 percent. Hence, this simulation suggests that establishing a carbon price in the EU can indeed result in carbon leakage by increasing exports in the unregulated part of the world. However, the magnitude of the impact on EU trade appears to be relatively limited.
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Conclusion



This paper contributes to the trade-environment literature by analysing the pollution haven effect while explicitly modeling inter-country input-output linkages. This approach allows us to take into account the effect of aggregate energy costs (direct plus indirect energy costs) on exports. We start with the premise that energy price shocks not only affect the cost of direct energy consumption (at the final stage of production) but also the cost of indirect energy consumption passed on through intermediate inputs. In addition, in a world with global value chains, domestic energy prices may not tell the full story if a firm relies heavily on imported intermediate goods that are energy intensive. Hence, we argue that our analysis allows for a more nuanced understanding of the causal link between energy (or environmental costs) and trade than previously considered in the literature. We develop a theoretical framework that incorporates tradable intermediate inputs in a Melitztype trade model and apply the theoretical model to energy, trade and input-output data for 10 manufacturing sectors in 41 countries from 1991 to 2013. Using a two-step estimator with theory-consistent fixed effects, we identify a robust impact of energy costs on exports after indirect costs are taken into account. The effect of energy costs is found to be smaller in magnitude than the effect of labor costs. However, we show that indirect factor costs are an 24 If we use our results in Appendix B, we have quantitatively similar outcomes: the predicted decrease in EU exports is 0.01 percent without the indirect cost, and there is a 0.16 percent decline in exports when the aggregate cost is taken into account.
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important determinant of trade flows, and the omission of the indirect costs causes inconsistent estimates of the direct costs (especially direct energy costs). We then use the estimated trade elasticities to simulate the impact of both unilateral and multilateral policies that affect energy prices. Our simulation results imply that removing a 15 percent implicit electricity tax on industrial consumers could increase India’s exports by 1.71 percent, or 1.05 billion US dollars a year. In addition, a carbon market that increases energy prices by 15 percent in the EU could cause an EU-wide reduction in exports of 0.13 percent a year, accompanied by an increase in imports of 0.54 percent a year. These simulated effects are about ten times bigger than the predicted impact when we do not allow indirect energy costs to be passed on. Our results suggest that a sector that is not energy intensive itself may still be vulnerable to energy price shocks if it utilizes energy-intensive intermediate inputs. Furthermore, if a country is not very engaged in global supply chains, domestic price shocks can have a multiplier effect on its overall competitiveness. Our results should be interpreted as a lower bound because we do not account for substitution possibilities among intermediate inputs. Our analysis does not model the endogenous adjustment of input-output relationships, and markets are either perfectly competitive or exhibit stable changes in any mark-up that are captured by the fixed effects. A fruitful direction for future research may therefore be to consider how our results are affected when these assumptions are relaxed. The assumption on mark-up, in particular, may be scrutinized. For instance, a country-sector-specific productivity shock may increase firm mark-ups without being captured by the fixed effects, and if energy costs and productivity shocks are correlated, this will bias our aggregate cost measure. More disaggregated analysis using firm-level data may be the best option for addressing this issue by allowing more structure to be imposed on the mark-up.
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Figure 1: Share of imported intermediate goods



Figure 2: Simulation result – 15% unilateral increase in electricity price



Note: Simulations are based on column (2) in Table 10 and column (2) in Table 12.
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Table 1: List of countries used OECD



non-OECD



Australia



Bulgaria



Austria



Brazil



Belgium-Luxembourg



Colombia



Canada



India



Czech Republic



Indonesia



Denmark



Lithuania



Estonia



Malaysia



Finland



Philippines



France



Russia



Germany



South Africa



Greece



Thailand



Hungary



Vietnam



Ireland Italy Japan Korea Mexico Netherlands New Zealand Poland Portugal Slovakia Slovenia Spain Sweden Switzerland Turkey United Kingdom United States
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Table 2: Sources of energy prices data OECD countries



IEA



Non-OECD countries: Brazil



IEA



Bulgaria



IEA



Colombia



IEA



Croatia



IEA



India



Various sources like MoPNg, Planning Commission



Indonesia



ESDM



Lithuania



IEA



Malaysia



TNB, Petronas



Philippines



MERALCO, FirstGen



Russia



IEA



Saudi Arabia



ERRA



South Africa



IEA



Thailand



EPPO



Vietnam



Various sources including media reports
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Table 3: List of sectors in our dataset Sectors in IEA



Sectors in ICIO



ISIC Rev 3.1



Non-ferrous metals



Basic Metals



27



Chemical and Petrochemical



Chemicals and chemical products



24



Non-metallic minerals



Other non-metallic mineral products



26



Transport equipment



Motor vehicles, trailers and semi-trailers



34



Other transport equipment



35



Fabricated metal products



28



Machinery and equipment, nec



29



Computer, Electronic and optical equipment



30,32,33



Electrical machinery and apparatus, nec



31



Food and Tobacco



Food products, beverages and tobacco



15,16



Paper, Pulp and Print



Pulp, paper, paper products, printing and publishing



21,22



Wood and Wood Products



Wood and products of wood and cork



20



Textile and Leather



Textiles, textile products, footwear



17,18,19



Non-Specified



Rubber and plastics products



25



Manufacturing nec; recycling



36,37



(incl. Iron and Steel)



Machinery



37



leather and



Table 4: Summary statistics Obs.



Mean



Std. Dev.



Min



Max



(a) Variables at exporter-importer-sector-year level Value of exportsa



537,454



0.260



1.993



0



242.287



Ad-volarem tariff rate (%)



537,454



5.058



9.727



0



180.627



4,526



10.033



23.596



0



263.123



4,526



10.282



40.502



0



868.266



Average annual wage (in thousands)



4,526



35.340



123.792



0.531



5,237.895



Employment (in millions)



4,526



0.309



0.554



0



5.995



Value addeda



(b) Variables at exporter-sector-year level Electicity consumptionb Natural gas



consumptionb



4,526



28.876



102.572



0.009



3,032.937



outputa



4,526



78.245



258.473



0.043



6,741.209



Multilateral resistance



4,526



1.167



0.098



1.076



1.855



Electricity price



507



105.381



50.688



22.715



416.855



Natural gas price



507



28.131



14.960



4.369



91.637



Sector



(c) Variables at exporter-year level



Note: All prices or values are in constant 2010 US dollars. a b



In billion USD. In millions of MWh.
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39 0.6



0.5 0.4 0.2 0.9



Metals



Machinery



Transport



Others



3.8



0.5



0.5



2.7



2.5



0.4



4.1



68.3



0.3



0.6



Wood



2.9



0.7



1.4



1.0



5.3



3.8



64.3



2.9



1.9



7.7



Paper



34.5



2.3



4.1



3.6



13.8



74.4



11.6



9.1



13.2



4.2



Chemical



1.3



1.1



2.0



2.0



49.3



1.7



0.4



1.9



0.4



2.1



Minerals



5.9



12.2



24.6



67.4



5.7



1.6



0.9



2.2



0.3



0.8



Metals



10.8



24.1



57.3



17.0



12.3



5.7



7.2



6.3



2.9



6.4



Machinery



1.8



49.6



2.1



1.4



1.6



0.7



1.1



0.9



0.5



0.8



Transport



33.0



8.2



7.0



3.8



7.0



6.3



7.0



4.2



4.5



7.4



Others



Note: This table shows the percentage of each row sector’s dependence on column sectors. All figures are based on weighted average transactions in 2010 OECD ICIO Table.



5.0



1.0



0.5



1.4



0.9



2.2



1.2



1.2



Paper



3.2



Minerals



0.9



Wood



72.0



4.6



4.1



Textile



0.5



Textile



Chemical



69.5



Food



Food



Table 5: Input-output relationships



Table 6: Mean factor intensities Electricity



Natural gas



Labor



Direct



+Indirect



Direct



+Indirect



Direct



+Indirect



Food



0.040



0.054



0.016



0.019



0.354



0.371



Textile



0.043



0.056



0.011



0.016



0.509



0.468



Wood



0.065



0.073



0.007



0.013



0.448



0.432



Paper



0.101



0.094



0.022



0.022



0.405



0.403



Chemicals



0.112



0.103



0.040



0.036



0.309



0.337



Minerals



0.089



0.093



0.052



0.039



0.382



0.390



Metal



0.263



0.194



0.053



0.040



0.392



0.402



Machinery



0.021



0.093



0.004



0.020



0.440



0.422



Transport



0.022



0.062



0.005



0.014



0.438



0.430



Others



0.106



0.101



0.029



0.029



0.449



0.396



Table 7: Correlation matrix between direct and indirect costs Direct cost Electricity



Gas



Indirect Cost Labor



Electricity



Gas



Direct electricity cost



1.0000



Direct gas cost



0.4882



1.0000



Direct labor cost



-0.0491



0.0310



1.0000



Indirect electricity cost



0.1555



-0.0875



-0.5146



1.0000



Indirect gas cost



0.0427



0.3063



-0.2710



0.3632



1.0000



Indirect labor cost



-0.5502



-0.4084



-0.6785



0.2253



0.1190



Labor



1.0000



Note: Correlations are computed on the basis of the sample observations used in the estimation of the second stage regression.
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Table 8: First stage regression



Tariffijkt



(1)



(2)



(3)



(4)



-0.4622*



-0.6923**



-0.6294**



-0.0286



(0.2610)



(0.2741)



(0.2650)



(0.0635)



Exportsijkt−1



0.8092*** (0.0040)



Observations



537454



537454



483731



502184



Exporting countries



60



60



60



60



Importing countries



57



57



57



57



0.884



0.885



0.883



0.928



‘Non-specified’ sector included?



Yes



Yes



No



Yes



Estimator



OLS



OLS



OLS



GMM



ikt,jkt,ij



ikt,jkt,ij



ikt,jkt,ij



ikt,jkt,ij



No



Yes



Yes



Yes



ij



ij



ij



ij



R2



FE Trade agreement in ij FE Clustering



Note: Standard errors clustered at exporter-importer level are in parentheses. Dependent variable is the log of real trade value between country i (exporting country) and j (importing country) in industry k and year t. Tariff enters in logarithmic form. In all specifications, ikt (exporter-sector-year), jkt (importer-sector-year) and ij (country pair) fixed effects. In columns (2)-(4), we allow for a different country pair fixed effect if there is a change in preferential trade agreement between i and j. ∗



Significance at the 10 percent level.



∗∗



Significance at the 5 percent level.



∗∗∗



Significance at the 1 percent level.
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Table 9: Second stage regression



Direct electricity costikt−1



(1)



(2)



(3)



0.0194∗∗∗



-0.1267∗∗∗



(0.0022)



(0.098) -0.1080∗∗∗



Indirect electricity costikt−1



(0.0104) -0.1253∗∗∗



Aggregate electricity costikt−1



(0.0098) Direct gas costikt−1



0.0027



-0.0535∗∗∗



(0.0020)



(0.0045)



Indirect gas costikt−1



-0.0722



∗∗∗



(0.0053) -0.0545∗∗∗



Aggregate gas costikt−1



(0.0044) Direct labor costikt−1



0.0037



-0.3556∗∗∗



(0.0041)



(0.0222) -0.3690∗∗∗



Indirect labor costikt−1



(0.0219) -0.3662∗∗∗



Aggregate labor costikt−1



(0.0218) Multilateral resistanceikt Sector outputikt



5.6737∗∗∗



5.5965∗∗∗



5.5000∗∗∗



(0.5508)



(0.5507)



(0.5508)



1.0160∗∗∗



1.0303∗∗∗



1.0193∗∗∗



(0.0121)



(0.0121)



(0.0116)



4209



4209



4209



Observations Countries



41



41



41



R2



0.617



0.630



0.629



FE



it,kt



it,kt



it,kt



Note: Bootstrap standard errors, clustered at the country pair level, are in parentheses. The dependent variable for the second stage is the ikt fixed effect estimated in column (2) in Table 8. In all specifications, we include it (exporter-year) and kt (sector-year) fixed effects. Multilateral resistance terms are computed assuming an elasticity of substitution of 4. All explanatory variables are in logs. All regressions estimated using OLS. Aggregate is the direct plus indirect cost. ∗



Significance at the 10 percent level.



∗∗



Significance at the 5 percent level.



∗∗∗



Significance at the 1 percent level.
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Table 10: Second stage regression, where lagged exports enter in the first stage



Direct electricity costikt−1



(1)



(2)



0.0018



-0.0200∗∗∗



(0.0013)



(0.0067)



(3)



-0.0145∗∗



Indirect electricity costikt−1



(0.0070) -0.0195∗∗∗



Aggregate electricity costikt−1



(0.0065) Direct gas costikt−1



0.0009



-0.0073∗∗∗



(0.0012)



(0.0026) -0.0110∗∗∗



Indirect gas costikt−1



(0.0037) -0.0076∗∗∗



Aggregate gas costikt−1



(0.0026) Direct labor costikt−1



-0.0006



-0.0548∗∗∗



(0.0031)



(0.0150) -0.0560∗∗∗



Indirect labor costikt−1



(0.0143) -0.0553∗∗∗



Aggregate labor costikt−1



(0.0142) Multilateral resistanceikt Sector outputikt



0.6686∗∗



0.6852∗∗



0.6552∗∗



(0.2638)



(0.2676)



(0.2681)



0.2121∗∗∗



0.2145∗∗∗



0.2135∗∗∗



(0.0082)



(0.0080)



(0.0075)



3903



3903



3903



Observations Countries



41



41



41



R2



0.826



0.829



0.829



FE



it,kt



it,kt



it,kt



it



it



it



Clustering



Note: Standard errors, clustered at the country pair level, are in parentheses. The dependent variable for the second stage is the ikt fixed effect estimated in column (4) in Table 8. In all specifications, we include it (exporter-year) and kt (sector-year) fixed effects. Multilateral resistance terms are computed assuming an elasticity of substitution of 4. All explanatory variables are in logs. Aggregate is the direct plus indirect cost. ∗



Significance at the 10 percent level.



∗∗



Significance at the 5 percent level.



∗∗∗



Significance at the 1 percent level.
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Table 11: Trade intensity First stage regression Tariffijkt



(1)



(2)



(3)



(4)



-0.5039∗∗



-0.7021∗∗∗



-0.6731∗∗



-0.0675



(0.2529)



(0.2710)



(0.2612)



(0.0689) 0.8204∗∗∗



Trade intensityijkt−1



(0.0048) Observations R2



443927



443927



399431



390432



0.809



0.811



0.806



0.877



‘Non-specified’ sector included?



Yes



Yes



No



Yes



Estimator



OLS



OLS



OLS



GMM



Trade agreement in ij FE



No



Yes



Yes



Yes



(1)



(2)



(3)



-0.0001



-0.0156∗∗∗



Second stage regression (using FE from col (4) above) Direct electricity costikt−1



(0.0009)



(0.0033) -0.0094∗∗∗



Indirect electricity costikt−1



(0.0036) -0.0144∗∗∗



Aggregate electricity costikt−1



(0.0032) Direct gas costikt−1



0.0003 (0.0008)



-0.0058∗∗∗ (0.0014) -0.0096∗∗∗



Indirect gas costikt−1



(0.0023) -0.0062∗∗∗



Aggregate gas costikt−1



(0.0014) -0.0070∗∗∗



Direct labor costikt−1



(0.0014)



-0.0458∗∗∗ (0.0071) -0.0398∗∗∗



Indirect labor costikt−1



(0.0068) -0.0389∗∗∗



Aggregate labor costikt−1



(0.0068) Multilateral resistanceikt



0.3468∗∗



0.3652∗∗



0.3656∗∗



(0.1450)



(0.1457)



(0.1454)



Observations



3751



3751



3751



R2



0.707



0.708



0.707



Note: Bootstrap standard errors, clustered at the country pair level, are in parentheses. The dependent variable for first stage is trade intensity (= exports/output). All first stage regressions include ikt (exportersector-year), jkt (importer-sector-year) and ij (country pair) fixed effects. In columns (2)-(4) in the first stage regression, we allow for a different country pair fixed effect if there is a change in preferential trade agreement between i and j.All second stage regressions include it (exporter-year) and kt (sector-year) fixed effects. The dependent variable for the second stage is the ikt fixed effect estimated in column (2) in the first stage. Multilateral resistance terms are computed assuming an elasticity of substitution of 4. All explanatory variables are in logs. Aggregate is the direct plus indirect cost. ∗



Significance at the 10 percent level.



∗∗



Significance at the 5 percent level.



∗∗∗



Significance at the 1 percent level.
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Table 12: Second stage regression, importer side



Direct electricity cost jkt−1



(1)



(2)



-0.0050∗∗∗



0.0215∗∗∗



(0.0011)



(0.0063)



(3)



(4)



(5)



0.0251∗∗∗



Indirect electricity cost jkt−1



(0.0065) 0.0221∗∗∗



Aggregate electricity cost jkt−1



(0.0063) Direct gas cost jkt−1



-0.0000



0.0086∗∗∗



(0.0012)



(0.0032) 0.0082∗∗



Indirect gas cost jkt−1



(0.0033) 0.0086∗∗∗



Aggregate gas cost jkt−1



(0.0032) Direct labor cost jkt−1



-0.0034



0.0608∗∗∗



(0.0024)



(0.0132) 0.0651∗∗∗



Indirect labor cost jkt−1



(0.0134) 0.0659∗∗∗



Aggregate labor cost jkt−1



(0.0134) -0.0419∗∗∗



Importer price index (direct cost) jkt−1



(0.0140) 0.0469∗∗



Importer price index (aggregate cost) jkt−1



(0.0229) Multilateral resistance jkt



-0.0381



-0.0604



-0.0660



-0.0684



-0.0287



(0.1732)



(0.1723)



(0.1705)



(0.1717)



(0.1713)



Observations



4087



4087



4087



4087



4087



R2



0.509



0.512



0.511



0.508



0.508



FE



jt,kt



jt,kt



jt,kt



jt,kt



jt,kt



Note: Bootstrap standard errors, clustered at the country pair level, are in parentheses. The dependent variable for the second stage is the jkt (importer-sector-time) fixed effect estimated in column (4) in Table 8. In all specifications, we include jt (importer-year) and kt (sector-year) fixed effects. Multilateral resistance and price indices are computed assuming an elasticity of substitution of 4. All explanatory variables are in logs. Aggregate is the direct plus indirect cost. ∗



Significance at the 10 percent level.



∗∗



Significance at the 5 percent level.



∗∗∗



Significance at the 1 percent level.
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Table 13: One step estimation



Exportsijkt−1



Tariffijkt



Direct electricity costikt−1



(1)



(2)



(3)



(4)



(5)



0.8807∗∗∗



0.8790∗∗∗



0.8790∗∗∗



0.8916∗∗∗



0.8964∗∗∗



(0.0068)



(0.0069)



(0.0069)



(0.0071)



(0.0066)



-0.0570



-0.0622



-0.0600



-0.0176



-0.0604



(0.0838)



(0.0850)



(0.0850)



(0.1248)



(0.1055)



-0.0001



-0.0220∗∗∗



(0.0007)



(0.0035)



-0.0223∗∗∗



-0.0243∗∗∗



-0.0240∗∗∗



(0.0035)



(0.0046)



(0.0045)



-0.0072∗∗∗



-0.0090∗∗∗



-0.0089∗∗∗



(0.0014)



(0.0020)



(0.0020)



-0.0533∗∗∗



-0.0609∗∗∗



-0.0604∗∗∗



(0.0078)



(0.0102)



(0.0100)



-0.0207∗∗∗



Indirect electricity costikt−1



(0.0038) Aggregate electricity costikt−1



Direct gas costikt−1



-0.0003



-0.0072∗∗∗



(0.0006)



(0.0014) -0.0064∗∗∗



Indirect gas costikt−1



(0.0018) Aggregate gas costikt−1



Direct labor costikt−1



0.0019



-0.0503∗∗∗



(0.0015)



(0.0078) -0.0533∗∗∗



Indirect labor costikt−1



(0.0078) Aggregate labor costikt−1



Aggregate electricity cost jkt−1



-0.0053 (0.0043)



Aggregate gas cost jkt−1



-0.0020 (0.0018)



Aggregate labor cost jkt−1



-0.0080 (0.0095)



Sector outputikt



Multilateral resistanceikt



0.1469∗∗∗



0.1513∗∗∗



0.1485∗∗∗



0.1307∗∗∗



0.1235∗∗∗



(0.0092)



(0.0094)



(0.0091)



(0.0100)



(0.0094)



0.0634



0.0405



0.0298



-0.1776



-0.1530



(0.1387)



(0.1437)



(0.1430)



(0.2088)



(0.1887)



Multilateral resistance jkt



0.0250 (0.1274)



Observations



158693



158693



158693



71700



R2



0.933



0.934



0.934



0.945



0.941



FE



ij,it,jkt



ij,it,jkt



ij,it,jkt



ij,it,jt,kt



ij,it,jt,kt



ij



ij



ij



ij



ij



Clustering



71776



Note: Clustered standard errors in parentheses. Dependent variable is the log of real trade value between country i (exporting country) and j (importing country) in industry k and year t. In all specifications, we include it (exporter-year), jkt (importer-sector-year) and ij (country pair) fixed effects; and we allow for a different country pair fixed effect if there is a change in preferential trade agreement between i and j. Multilateral resistance terms are computed assuming an elasticity of substitution of 4. All explanatory variables are in logs. Aggregate is the direct plus indirect cost. ∗



Significance at the 10 percent level.



∗∗



Significance at the 5 percent level.



∗∗∗



Significance at the 1 percent level.
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-0.0164∗∗ (0.0072) -0.0078∗∗∗ (0.0027) -0.0121∗∗∗ (0.0037) -0.0621∗∗∗ (0.0151) -0.0625∗∗∗ (0.0144) 0.6190∗∗ (0.2686) 0.2175∗∗∗ (0.0082)



(0.0067) -0.0145∗∗ (0.0070) -0.0073∗∗∗ (0.0026) -0.0110∗∗∗ (0.0037) -0.0548∗∗∗ (0.0150) -0.0560∗∗∗ (0.0143) 0.6852∗∗ (0.2676) 0.2145∗∗∗ (0.0080) 3903 0.829



Indirect electricity costikt−1



Direct gas costikt−1



Indirect gas costikt−1



Direct labor costikt−1



Indirect labor costikt−1



Multilateral resistanceikt



Sector outputikt



Observations R2



3004 0.850



0.2332∗∗∗ (0.0082)



0.5027∗ (0.2968)



-0.0518∗∗∗ (0.0165)



-0.0500∗∗∗ (0.0175)



-0.0093∗∗ (0.0040)



-0.0063∗∗ (0.0029)



-0.0163∗∗ (0.0080)



(0.0076)



3829 0.831



0.2129∗∗∗ (0.0080)



0.6818∗∗ (0.2725)



-0.0569∗∗∗ (0.0158)



-0.0601∗∗∗ (0.0168)



-0.0112∗∗∗ (0.0036)



-0.0073∗∗ (0.0028)



-0.0166∗∗ (0.0079)



(0.0073)



3903 0.828



0.2143∗∗∗ (0.0081)



0.6991∗∗∗ (0.2667)



-0.0479∗∗∗ (0.0146)



-0.0463∗∗∗ (0.0153)



-0.0081∗∗ (0.0037)



-0.0058∗∗ (0.0027)



-0.0111 (0.0073)



(0.0068)



-0.0161∗∗



(5) Timevarying weights on IO costs



3555 0.537



0.2089∗∗∗ (0.0087)



-0.2423 (0.2382)



-0.0453∗∗∗ (0.0122)



-0.0500∗∗∗ (0.0121)



-0.0050∗ (0.0026)



-0.0071∗∗∗ (0.0025)



-0.0188∗∗∗ (0.0057)



(0.0056)



-0.0158∗∗∗



WIOD IO costs



(6)



3903 0.829



0.2147∗∗∗ (0.0080)



0.6058∗∗ (0.2673)



-0.0562∗∗∗ (0.0144)



-0.0549∗∗∗ (0.0151)



-0.0110∗∗∗ (0.0037)



-0.0073∗∗∗ (0.0026)



-0.0147∗∗ (0.0070)



(0.0067)



-0.0201∗∗∗



σ=2



(7)



3903 0.829



0.2144∗∗∗ (0.0080)



0.7027∗∗∗ (0.2690)



-0.0559∗∗∗ (0.0143)



-0.0547∗∗∗ (0.0150)



-0.0109∗∗∗ (0.0037)



-0.0073∗∗∗ (0.0026)



-0.0145∗∗ (0.0070)



-0.0199∗∗∗ (0.0067)



σ=6



(8)



3789 0.823



0.2216∗∗∗ (0.0074)



0.6219∗∗ (0.2725)



-0.0563∗∗∗ (0.0149)



-0.0534∗∗∗ (0.0157)



-0.0104∗∗∗ (0.0040)



-0.0075∗∗∗ (0.0027)



-0.0154∗∗ (0.0074)



-0.0208∗∗∗ (0.0069)



41 countries in first stage



(9)



∗∗∗



Significance at the 1 percent level.



Significance at the 5 percent level.



Significance at the 10 percent level.



∗∗



∗



computed assuming an elasticity of substitution σ of 4. All explanatory variables are in logs.



column (4) in Table 8. In all specifications, we include it (exporter-year) and kt (sector-year) fixed effects. Unless otherwise stated, multilateral resistance terms are



Note: Standard errors, clustered at the exporter-year level, are in parentheses. The dependent variable is the ikt (exporter-sector-year) fixed effect estimated in



3543 0.820



(0.0066)



-0.0200∗∗∗



Direct electricity costikt−1



-0.0220∗∗∗



Baseline -0.0210∗∗∗



Lag intensity only



Year 2000– 2013



Exclude other sector -0.0200∗∗∗



(4)



(3)



(2)



(1)



Table 14: Second stage robustness
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-0.03% -0.04% -0.04% -0.01% -0.02% -0.11% -0.01% -0.00%



Chemicals



Non-metallic minerals



Basic metals



Food products



Textiles



Pulp and paper



Machinery



Transport



-0.11%



-0.17%



-0.13%



-0.09%



-0.11%



-0.14%



-0.17%



-0.13%



-0.14%



-0.13%



Aggregate



0.03%



0.03%



0.08%



0.08%



0.04%



0.27%



0.09%



0.14%



0.06%



0.07%



Direct



0.36%



0.61%



0.49%



0.61%



0.39%



0.47%



0.42%



0.65%



0.37%



0.54%



Aggregate



Imports



0.01%



0.01%



0.06%



0.04%



0.02%



0.10%



0.05%



0.07%



0.03%



0.03%



Direct



0.21%



0.26%



0.27%



0.35%



0.23%



0.22%



0.28%



0.37%



0.19%



0.27%



Aggregate



Exports



-0.01%



-0.01%



-0.08%



-0.01%



-0.02%



-0.06%



-0.05%



-0.06%



-0.02%



-0.02%



-0.13%



-0.10%



-0.18%



-0.03%



-0.15%



-0.10%



-0.16%



-0.32%



-0.12%



-0.13%



Aggregate



Imports Direct



Non-EU



trading volume in 2010. Non-EU averages are based on a weighted average of all the non-EU countries in our sample.



natural gas prices across the EU. The simulation is done using results in models (2) in Table 10 and (2) in Table 12, based on actual



Note: The table lists predicted changes in exports in 2010 in EU and non-EU, after a 15% increase in both the electricity prices and



-0.03%



-0.01%



Wood



Overall Impact



Direct



Exports



EU



Table 15: Simulation results – 15% increase in energy costs in EU



Online Appendices A



Theoretical framework



In this appendix we show how the we derive our empirical equation for estimation from our theoretical framework. In the first subsection, each sector uses a bundle of factors at different factor intensities. However, there are no linkages amongst sectors. Each sector produces its good using M factors and each sector can be analyzed separately. In the second subsection, we further relax this restriction and allow each sector to use all the factors as well as intermediate goods from other sectors.



A.1



Many sectors and factors



Each firm pays a fixed cost of exports (and production) f ij , and a variable cost of production depends on the cost of M factors. In equilibrium, each firm chooses to export to only one country due to increasing returns. The total cost for a firm in country i, producing quantity q and ship to country j, is given by:



25



q TCij,k (q) = f ij + τij,k ϕ



M



∏



! αm,k wm,i



(A.1)



m =1



where m = 1, 2, ..., M denotes each primary factor, τ is iceberg transport cost between i and j, ϕ is the productivity term drawn from a continuous distribution function Gk ( ϕ), αm,k is the factor intensity in m, which is allowed to be different from sector to sector, and meets the following condition ∑m αm,k = 1; wm,i is the input price for factor m in country i, and the firm is assumed to be a price taker in the factor markets. Assume that all factors are used in a perfectly competitive, non-tradable, homogenous-good sector in all countries and that the m,k M returns to factors, w, are pre-determined. Define Wi,k ≡ ∏m =1 wm,i as the marginal cost. Since



α



the demand for each variety in sector k is isoelastic (with price elasticity of σk ), monopolistically 25 The resulting cost function (A.1) is an equilibrium product of a producer with a Cobb-Douglas production function minimizing cost.
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competitive firms price a markup over marginal cost: σk τij W σk − 1 ϕ i,k



pij,k =



(A.2)



Following Helpman et al. (2004), Chaney (2008), Costinot and Rodríguez-Clare (2014) we assume that firm productivity follows a Pareto distribution: Gk ( ϕ) = 1 − ϕ−γk



(A.3)



where γk is the shape parameter. Due to the fixed costs of exporting, the low productivity firms will choose not to produce and export (extensive margins). Applying the demand and price functions described in equations (4) and (A.2) and setting profits equal to zero, the cut-off productivity is therefore: ∗ ϕij,k







= Aσk



f ij β k Yj



 σ 1−1 k



·



τij Wi,k Pj,k



(A.4)



where Aσk is a parameter which depends on σk only. The aggregate exports from i to j in sector k is given by Xij,k =



Z ∞ ∗ ϕij,k



! xij,k (ω )dGk (ω )



(A.5)



Substituting (4), (A.2), (A.3) and (A.4) into (A.5), we have



Xij,k = Aσs ,γs β s Yj



 σγ−s 1







s



τij Wi,s Pj,s



 − γs



γs



f ij (1− σs −1 )



(A.6)



Taking logarithmic transformation on both sides give:



log Xij,k



 γk = log β k + log Yj − γk log Wi,k + γk log Pj,k + σk − 1







γk 1− σk − 1







 log f ij − γk log τij (A.7)



The first term of equation (A.7) takes into account the demand side factors while the fourth term takes into account the bilateral trade cost between countries i and j. The second term,
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log Wi,k takes into account the input costs facing sector k in country i. Namely, M



log Wi,k =



∑



αm,k log(wm,i )



(A.8)



m =1



which is the main variable of interest in our empirical model. The third term, log Pj,k , represents the multilateral resistance term first defined in Anderson and van Wincoop (2003). The price index in the importing country, as illustrated in (5), depends on prices (and hence costs and trade barriers) of country j and all other countries. In the empirical model, we use factor input costs of the importing countries as a proxy for log Pj,k .



A.2



Intermediate goods



In this subsection, we allow each sector to use intermediate goods from other sectors. Following the literature, we assume that there exists a number of perfectly competitive firms that produce a composite intermediate goods Hk . The aggregation of this intermediate good Hk originated from sector k is produced in exactly the same way as the final good consumption from sector k, i.e.



Hi,k =



Z ω ∈Ωk



hi,k (ω )



σk −1 σk



 σ σ−k 1 dω



k



(A.9)



The composite intermediate good producer in country i that produces H by procuring intermediate goods (domestically and abroad) has the following demand for each variety of goods:  hi,k (ω ) =



pi,k (ω ) Pi,k



−σk Hi,k



(A.10)



Here the price index Pi,k represents both the price index for the composite intermediate goods, and final (consumption) goods as the same set of firms exports the variety to country i for final goods and the composite intermediate goods producer. Following the literature, we also assume that producer of variety produces the same proportion of varieties for final goods as well as intermediate goods . The production of a variety in sector k depends on all M factors 51



and all intermediate goods from the other K sectors. Therefore, in the presence of intermediate goods, the total production and export cost, described in equation (A.1), is modified as:



M



q TCij,k (q) = f ij + τij,k ϕ



∏



M αm wm,i



!φ



m =1



∏



αS Pi,ll



! 1− φ (A.11)



l =1



{z



|



K



}



g W i,k



The assumption on intermediate goods aggregation leads to the same price elasticity of demand for intermediate goods as that for final goods. We therefore have the same format of markupover-marginal-cost relationship as described in (A.2) – the only difference is that marginal cost (Wi,k ) now also depends on the price of intermediate goods in the form of a Cobb-Douglas cost function. After incorporating intermediate goods, the estimation model will look almost exactly like equation (A.7) except that we will now replace Wi,k , which represents the costs of primary g factor inputs (costs of the factor inputs at the last stage of production), with W i,k , which includes costs of factor inputs as well as costs of the factor inputs at all stages of production). The set of estimation equations for the K sectors derived from (A.7) are now inter-linked and are no longer independent. In other words, price indices { Pi,k } depend on input costs of other sectors. In the next section, we explain how to use input-output matrix to compute the embodied cost of factor inputs which is a function of factor input prices and factor intensities.
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B



Further robustness: no lag exports in the first stage Table B.1: Second stage contemporaneous specification



Direct electricity costikt



(1)



(2)



0.0360∗∗∗



-0.1360∗∗∗



(0.0063)



(0.0276)



(3)



-0.1685∗∗∗



Indirect electricity costikt



(0.0335) -0.1382∗∗∗



Aggregate electricity costikt



(0.0271) Direct gas costikt



0.0131∗∗∗ (0.0050)



-0.0481∗∗∗ (0.0108) -0.1562∗∗∗



Indirect gas costikt



(0.0293) -0.0554∗∗∗



Aggregate gas costikt



(0.0104) Direct labor costikt



-0.0342∗∗∗



-0.4093∗∗∗



(0.0122)



(0.0626) -0.3661∗∗∗



Indirect labor costikt



(0.0603) -0.3833∗∗∗



Aggregate labor costikt



(0.0594) Multilateral resistanceikt Sector outputikt



Observations Countries



6.1698∗∗∗



5.3498∗∗∗



6.0804∗∗∗



(1.2363)



(1.2665)



(1.2751)



0.9812∗∗∗



1.0035∗∗∗



0.9982∗∗∗



(0.0468)



(0.0454)



(0.0440)



4526



4526



4526



41



41



41



R2



0.645



0.655



0.650



FE



it,kt



it,kt



it,kt



it



it



it



Clustering



Note: Standard errors, clustered at the country pair level, are in parentheses. The dependent variable for the second stage is the ikt fixed effect estimated in column (2) in Table 8. In all specifications, we include it (exporter-year) and kt (sector-year) fixed effects. Multilateral resistance terms are computed assuming an elasticity of substitution of 4. All explanatory variables are in logs. Aggregate is the direct plus indirect cost. ∗



Significance at the 10 percent level.



∗∗



Significance at the 5 percent level.



∗∗∗



Significance at the 1 percent level.
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Table B.2: Trade intensity: second stage regression (using FE from col (2) in Table 11)



Direct electricity costikt−1



(1)



(2)



0.0175∗∗∗



-0.1067∗∗∗



(0.0051)



(0.0261)



(3)



-0.0908∗∗∗



Indirect electricity costikt−1



(0.0291) -0.1050∗∗∗



Aggregate electricity costikt−1



(0.0256) Direct gas costikt−1



0.0041



-0.0419∗∗∗



(0.0041)



(0.0096) -0.0586∗∗∗



Indirect gas costikt−1



(0.0127) -0.0424∗∗∗



Aggregate gas costikt−1



(0.0094) Direct labor costikt−1



-0.0078



-0.3158∗∗∗



(0.0091)



(0.0572) -0.3155∗∗∗



Indirect labor costikt−1



(0.0558) -0.3127∗∗∗



Aggregate labor costikt−1



(0.0551) 5.0439∗∗∗



4.9871∗∗∗



4.9621∗∗∗



(1.1468)



(1.1588)



(1.1623)



Observations



4214



4214



4214



R2



0.622



0.633



0.633



Multilateral resistanceikt



Note: Bootstrap standard errors, clustered at the country pair level, are in parentheses. The dependent variable for first stage is trade intensity (= exports/output). All first stage regressions include ikt (exporter-sector-year), jkt (importer-sector-year) and ij (country pair) fixed effects. In columns (2)-(4) in the first stage regression, we allow for a different country pair fixed effect if there is a change in preferential trade agreement between i and j.All second stage regressions include it (exporter-year) and kt (sectoryear) fixed effects. The dependent variable for the second stage is the ikt fixed effect estimated in column (2) in the first stage. Multilateral resistance terms are computed assuming an elasticity of substitution of 4. All explanatory variables are in logs. Aggregate is the direct plus indirect cost. ∗



Significance at the 10 percent level.



∗∗



Significance at the 5 percent level.



∗∗∗



Significance at the 1 percent level.
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Table B.3: Second stage regression, importer side



Direct electricity cost jkt−1



(1)



(2)



-0.0295∗∗∗



0.1243∗∗∗



(0.0036)



(0.0227)



(3)



(4)



(5)



0.1492∗∗∗



Indirect electricity cost jkt−1



(0.0243) 0.1263∗∗∗



Aggregate electricity cost jkt−1



(0.0222) Direct gas cost jkt−1



-0.0022



0.0516∗∗∗



(0.0023)



(0.0070) 0.0530∗∗∗



Indirect gas cost jkt−1



(0.0074) 0.0523∗∗∗



Aggregate gas cost jkt−1



(0.0070) Direct labor cost jkt−1



-0.0048



0.3603∗∗∗



(0.0047)



(0.0485) 0.3678∗∗∗



Indirect labor cost jkt−1



(0.0474) 0.3725∗∗∗



Aggregate labor cost jkt−1



(0.0471) -0.2296∗∗∗



Importer price index (direct cost) jkt−1



(0.0332) 0.2871∗∗∗



Importer price index (aggregate cost) jkt−1



(0.0595) 0.6628∗∗



0.5431∗



0.4499



0.4718



0.6840∗∗



(0.3153)



(0.3008)



(0.2980)



(0.3172)



(0.3058)



Observations



4280



4280



4280



4280



4280



R2



0.856



0.865



0.861



0.850



0.850



FE



jt,kt



jt,kt



jt,kt



jt,kt



jt,kt



Multilateral resistance jkt



Note: Bootstrap standard errors, clustered at the country pair level, are in parentheses. The dependent variable for the second stage is the jkt (importer-sector-time) fixed effect estimated in column (2) in Table 8. In all specifications, we include jt (importer-year) and kt (sector-year) fixed effects. Multilateral resistance and price indices are computed assuming an elasticity of substitution of 4. All explanatory variables are in logs. Aggregate is the direct plus indirect cost. ∗



Significance at the 10 percent level.



∗∗



Significance at the 5 percent level.



∗∗∗



Significance at the 1 percent level.
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Table B.4: One step estimation



Tariffijkt



Direct electricity costikt−1



(1)



(2)



(3)



(4)



(5)



-0.1518



-0.1716



-0.1649



-0.5835



-1.3070∗∗



(0.4290)



(0.4359)



(0.4375)



(0.6881)



(0.5502)



0.0147∗∗∗



-0.1180∗∗∗



(0.0024)



(0.0131)



-0.1189∗∗∗



-0.1137∗∗∗



-0.1144∗∗∗



(0.0130)



(0.0170)



(0.0179)



-0.0406∗∗∗



-0.0362∗∗∗



-0.0368∗∗∗



(0.0057)



(0.0075)



(0.0080)



-0.3319∗∗∗



-0.3154∗∗∗



-0.3177∗∗∗



(0.0310)



(0.0406)



(0.0432)



-0.1230∗∗∗



Indirect electricity costikt−1



(0.0143) Aggregate electricity costikt−1



Direct gas costikt−1



0.0012



-0.0420∗∗∗



(0.0017)



(0.0057) -0.0431∗∗∗



Indirect gas costikt−1



(0.0058) Aggregate gas costikt−1



Direct labor costikt−1



0.0288∗∗∗



-0.2997∗∗∗



(0.0060)



(0.0316) -0.3346∗∗∗



Indirect labor costikt−1



(0.0310) Aggregate labor costikt−1



Multilateral resistance (exporter)ikt



Sector output



5.1676∗∗∗



4.9406∗∗∗



4.9603∗∗∗



4.6747∗∗∗



5.4620∗∗∗



(0.8032)



(0.8189)



(0.8210)



(1.1348)



(1.1588)



1.2471∗∗∗



1.2593∗∗∗



1.2238∗∗∗



1.2364∗∗∗



1.2304∗∗∗



(0.0208)



(0.0204)



(0.0182)



(0.0236)



(0.0252) 0.0739∗∗∗



Aggregate electricity cost jkt−1



(0.0131) 0.0292∗∗∗



Aggregate gas cost jkt−1



(0.0055) 0.2181∗∗∗



Aggregate labor cost jkt−1



(0.0294) Multilateral resistance (importer) jkt



0.0242 (0.5731)



Observations



178149



178149



178149



78189



78252



R2



0.836



0.838



0.837



0.847



0.833



FE



ij,it,jkt



ij,it,jkt



ij,it,jkt



ij,it,jt,kt



ij,it,jt,kt



ij



ij



ij



ij



ij



Clustering



Note: Clustered standard errors in parentheses. Dependent variable is the log of real trade value between country i (exporting country) and j (importing country) in industry k and year t. In all specifications, we include it (exporteryear), jkt (importer-sector-year) and ij (country pair) fixed effects; and we allow for a different country pair fixed effect if there is a change in preferential trade agreement between i and j. Multilateral resistance terms are computed assuming an elasticity of substitution of 4. All explanatory variables are in logs. Aggregate is the direct plus indirect cost. ∗



Significance at the 10 percent level.



∗∗



Significance at the 5 percent level.



∗∗∗



Significance at the 1 percent level.
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