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Enhanced Stochastic Resonance in Threshold Detectors Nicolas Hohn and Anthony N. Burkitt The Bionic Ear Institute 384-388 Albert Street, East Melbourne, Vic 3002 Australia E-mail: [email protected] [email protected] Abstract We study the influence of noise modulation on the detection of subthreshold periodic signals in threshold detectors under the paradigm of stochastic resonance. More particularly, we show that having an input noise amplitude modulated by the input signal can enhance the phenomenon of stochastic resonance. We then apply this result to a neuron model for which the noise modulation mechanism is an intrinsic property coming from the shot-noise nature of the neuron membrane potential.



1 Introduction Stochastic resonance (SR) is a counter intuitive nonlinear phenomenon by which the transmission or the detection of a signal can be enhanced by the addition of an optimum level of noise. SR was first studied in bistable dynamical systems [1] before being demonstrated in non-dynamical threshold systems [2]. Threshold systems are useful tools for the study of SR since all the dynamical complications found in bistable systems are removed. In the case of a periodic subthreshold input, the addition of noise will first increase the output signal-to-noise ratio (SNR) before causing an intuitively expected decrease. This non-monotonic variation of the output SNR as a function of the input noise is the signature of SR [1]. The control of SR, i.e. the suppression or enhancement of this effect, has been the object of a few studies, and can be achieved by adjusting the threshold level for a given signal [3, 4], by choosing different noise distributions [5], by modulating the threshold by the input signal [6] or by modulating the noise amplitude by the input signal [7]. In the present paper, we use the latter technique to enhance the phenomenon of SR in a threshold detector. We first describe this effect by means of a simple and



intuitive derivation in Sec. 2, and then apply the results to a mathematically tractable model of a neuron in Sec. 3.



2 Stochastic resonance in a threshold detector 2.1 Constant noise amplitude Consider a subthreshold T-periodic signal s(t) input to a threshold detector, as illustrated in Fig. 1. Define the output y(t) of a threshold detector with threshold value 1 by y(t) = 1 if x(t) ≥ 1 and y(t) = 0 otherwise. The idea is to add some noise n(t) to s(t) to create a suprathreshold input signal x(t) that will generate a non-zero output y(t). For periodic signals, the phenomenon of SR is usually quantified by how well the input frequency is represented in the output time series of the threshold detector, using the SNR. Theories based on the statistics of the threshold output have been recently developed to account for this phenomenon [8]. However, in the following, we use an intuitive measure of SR put forward by [4], that does not rely on the statistics of the output y(t) and is therefore much simpler, albeit less rigorous. The derivation is based on the idea that the periodicity of the subthreshold signal s(t) is best represented in the output y(t) when the probability that the threshold is crossed near local maxima of s(t), but not near its local minima, is maximum. With the notations of Fig. 1, if n(t) is a zero-mean white Gaussian noise with standard deviation σ0 , this probability reads [4]: p



Pr{1 − d +  + n(t) > 1 and 1 − d −  + n(t) < 1},     d− d+ −G , = G σ0 σ0



=



(1)



where G(x) is the distribution function of a normalized and centered Gaussian density. For fixed d and , p has a non-monotonic behavior, with a maximum for an
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Figure 1: T-periodic subthreshold input signal s(t) =



Figure 2: Index p of stochastic resonance for d = 0.1



1 − d +  cos(ωt) (thin solid line) and threshold value 1 (thick solid line). d is the mean distance to threshold and  is the maximum variation of the periodic input s(t) from its mean.



and  = 0.05, corresponding to s(t) = 0.9 + 0.05 cos(2πt/T ). Curves corresponding from bottom to top: ζ = 0 (thick gray line), ζ = 0.1, ζ = 0.2, ζ = 0.3, ζ = 0.4 and ζ = 0.5. The circles mark the values of p corresponding to the optimal noise level given by Eq. (5).



optimal input noise [4] s σopt =



2d ln(d + ) − ln(d − )



(2)



of the order of the mean distance to threshold d. A plot of p as a function of σ0 in the absence of modulation is shown by the thick gray line in Fig. 2. 2.2 Signal modulated noise amplitude The above picture can be modified to introduce a noise modulation. Assume that the noise root mean square (RMS) amplitude is modulated by the input signal according to the equation q  σ(t) = σ0 1 + ζ s(t) − hs(t)i , (3) where h.i denotes a time average and ζ is a positive parameter representing the coupling between signal and noise, such that 1 + ζ(s(t) − hs(t)i) > 0. The average noise level remains the same as in Sec. 2.1, but the noise distribution is now time dependent. The values of σ(t) corresponding to the √ minimum and √ maximum of s(t) are respectively σ0 1 + ζ and σ0 1 − ζ. With these parameters, Eq. (1) becomes     d+ d− √ √ p=G −G , (4) σ0 1 − ζ σ0 1 + ζ and the optimum average noise level σopt reads v u (d+)2 (d−)2 u 1−ζ − 1+ζ u q .  σopt = t 1+ζ d+ 2 log d− 1−ζ



(5)



The probability p as a function of σ0 is shown in Fig. 2 for different values of the coupling parameter ζ. As ζ increases, the maximum value of p increases, while its location remains of the order of the mean distance to threshold. Indeed, with increasing ζ, the probability of reaching the threshold near a local maximum of s(t) increases while the probability of reaching the threshold near a local minimum decreases. The representation of the input periodicity in the threshold output is therefore enhanced and the maximum value of p increases. This simple explanation of the effect of a signal modulated noise on SR will be applied to a neuron model in the next section. The basic principles of threshold detection remain the same but are somewhat hidden by other neuron mechanisms.



3 Application to a neuron SR has been widely studied in the context of neurosciences [9]. Indeed, neurons can be modeled by a lowpass filter followed by a threshold detector, forming the leaky integrate-and-fire neuron model [10], simplest candidate for a study of SR in neurons. Since neurons transmit action potentials with a typical shape, the neural information is coded in the time of occurrence of the action potentials, and spike trains can be modeled by stochastic point processes [10]. Incoming postsynaptic potentials are low-pass filtered to form the neuron membrane potential V (t). When the membrane potential reaches a certain threshold value Vth , an output spike is fired and the membrane potential is



deterministically reset to a resting value, taken to be 0 in this paper. In between two consecutive firing events, the membrane potential is given by Stein’s model [10] V (t) dt + ae dPe (t) + ai dPi (t), τ



(6)



where τ is the membrane time constant and ae and ai are the respective amplitudes of incoming excitatory and inhibitory spikes. Pe (t) and Pi (t) are two inhomogeneous Poisson processes (IHPPs) with rates γe (t) and γi (t), describing the statistics of the excitatory and inhibitory input spike trains. In the following, times are given in units of the membrane time constant τ , and voltages in units of Vth . Since V (t) can be seen as the output of a causal firstorder low-pass filter with transfer function h(t) = e−t , V (t) is a shot-noise for which statistics can be derived by using the generalized Campbell’s theorem [11]. Suppose that the membrane potential is v0 at time t0 and that the neuron does not fire between t0 and t. With the choice of parameters γe (t)
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Figure 3: SNR R of the neuron output spike train over a duration of 1000τ as a function of the input noise strength σ. Plots for different values of the number N of input synapses, corresponding respectively to the values of σN (given by Eq. (14)): 0 (thick grey line), 0.7d (dashdot), 0.9d (dotted), 1.1d (solid), 1.3d (circles) and 1.5d (diamonds).



(7)



[14]. The SNR of the output spike train can be obtained by approximating the output spike train by an inhomogeneous Poisson process (see [12] for details).



where D ≥ 0 is the density of the uncorrelated input spikes, N is the number of synapses and λ(t) is a Tperiodic positive function, it can be shown [12] that for N large enough the membrane potential has a Gaussian distribution with respective mean and variance given by Z t −(t−t0 ) E{V (t)|v0 , t0 } = v0 e + λ(u)e(u−t) du, (8)



With λ(t) = α0 +2α1 cos(ωt), the expected value of the membrane potential after the initial transient reads:



ae



= N λ(t) +



R (dB)



dV (t) = −



17



1 = −ai = , N



t0



and  D Var{V (t)|v0 , t0 } = 1 − e−2(t−t0 ) 2 Z t 1 + λin (u)e2(u−t) du. N t0



(9)



The membrane potential variance depends explicitly on λin (t), meaning that the signal modulated noise amplitude is an intrinsic property of the neuron model studied. The statistics of the neuron output spike train can be derived by solving a first-passage time problem for the membrane potential using a Volterra integral equation [13] and finding the eigenfunction corresponding to eigenvalue 1 of an asymptotically stable Markov operator representing the spiking phase transition density



ν(t) = α0 + √



2α1 cos(ωt − arctan(ω)). 1 + ω2



(10)



ν(t) can be compared with the input s(t) = 1 − d +  cos(ωt) of the threshold √ detector in Sec. 2 by setting α0 = 1 − d and 2α1 =  1 + ω 2 , and operating a phase shift of arctan(ω). From Eq. (9), the membrane potential standard deviation after the initial transient can be approximated by v ! u √ u α0 D 2 1 + ω2 t √ (ν(t) − hν(t)i) + , σ(t) = 1+ 2 2N α0 4 + ω 2 (11) where the phase shift between expected value and variance of the membrane potential has been neglected. With r α0 2 1 + ω2 2 σ0 = and ζ = , (12) 2N α0 4 + ω 2 Eq. (11) reads r   D σ(t) = σ02 1 + ζ ν(t) − hν(t)i + . (13) 2 Eq. (13) is very similar to Eq. (3) with the exception of the additional term D/2. Indeed, in Sec. 2.2, the noise



was artificially modulated by the input signal, whereas this property is here a direct consequence of the neuron architecture. Due to the fact that the parameters ζ and σ0 cannot be adjusted independently of each other, an extra term D/2 is needed to allow for a separate adjustment of the average noise level and the coupling between signal and noise. Consequently, if one defines r p α0 + D and σN = α0 /N , (14) σ= N the variations of the output SNR as a function of σ for a given N appear “truncated” since they do no exist for σ < σN . This fact is illustrated in Fig. 3 that shows the variations of the output SNR as a function of σ for different values of the parameter N . The neuron output variations for different values of N are comparable to those of p in Sec. 2.2, in the sense that they both show an enhancement of the SR effect with increasing noise modulation.



4 Discussion In this paper, a straight-forward derivation for the phenomenon of SR in a threshold detector with signal modulated noise has been presented. It allows for a simple explanation of more complex phenomenons taking place at the single neuron level. Even though the derivation carried out in Sec. 2 does not fully correspond to the neuron mechanisms detailed in Sec. 3, it provides a simple understanding of what is happening. More sophisticated results involving Kramer’s rate theory have been used previously to study the influence of noise modulation on SR in neurons [7]. However, the results were limited to the case where an adiabatic approximation can be made, whereas the results of Sec. 2 are simpler and independent of any time constant. In conclusion, it appears that for a given noise level a noise modulation following the variations of the input signal enhances the phenomenon of stochastic resonance in threshold detectors. This property might be used by neurons to make the most of the available noise.



References [1] R. Benzi, A. Sutera, and A. Vulpiani, “The mechanism of stochastic resonance,” J. Phys. A, vol. 14, pp. L453– L457, 1981; S. Fauve and F. Heslot, “Stochastic resonance in a bistable system,” Phys. Lett., vol. 97A, no. 1,2, pp. 5–7, 1983; P. Jung and P. Hanggi, “Stochastic nonlinear dynamics modulated by external periodic forces,” Europhys. Lett., vol. 8, pp. 505–510, 1989; B. McNamara and K. Wiesenfeld, “Theory of stochastic resonance,” Phys. Rev. A, vol. 39, p. 4854, 1989.



[2] F. Moss, D. Pierson, and D. O’Gorman, “Stochastic resonance: Tutorial and update,” Int. J. Bifurcation and Chaos, vol. 4, pp. 1383–1397, 1994. [3] P. Jung, “Stochastic resonance and optimal design of threshold detectors,” Pys. Lett. A, vol. 207, pp. 93–104, 1995. [4] B. And` o, S. Baglio, S. Graziani, and N. Pitrone, “A probabilistic approach to the threshold error reduction theory in bistable measurement devices,” in Proc. IMTC, pp. 1307–1312, IEEE, 1998. [5] P. H¨ anggi, P. Jung, C. Zerbe, and F. Moss, “Can colored noise improve stochastic resonance ?,” J. Stat. Phys., vol. 70, no. 1, pp. 25–47, 1993. [6] L. Gammaitoni, A. Bulsara, P. H¨ anggi, J. Neff, M. L¨ ocher, K. Wiesenfeld, and W. Ditto, “Controlling Stochastic resonance,” Phys. Rev. Lett., vol. 82, pp. 4574– 4577, 1999. [7] C. C. Chow, T. T. Imhoff, and J. J. Collins, “Enhancing aperiodic stochastic resonance through noise modulation,” Chaos, vol. 8, no. 3, pp. 616–620, 1998. [8] F. Chapeau-Blondeau and X. Godivier, “Theory of stochastic resonance in signal transmission by static nonlinear systems,” Phys. Rev. E, vol. 55, pp. 1478–1495, 1997. [9] J. J. Collins, C. C. Chow, and T. T. Imhoff, “Stochastic resonance without tuning,” Nature, vol. 376, pp. 236– 237, 1995; A. R. Bulsara, T. C. Elston, C. R. Doering, S. B. Lowen, and K. Lindenberg, “Cooperative behavior in periodically driven noisy integrate-fire models of neuronal dynamics,” Phys. Rev. E, vol. 53, pp. 3958–3969, 1996; F. Chapeau-Blondeau, X. Godivier, and N. Chambet, “Stochastic resonance in a neuron model that transmits spike trains,” Phys. Rev. E, vol. 53, pp. 1273–1275, 1996. [10] H. C. Tuckwell, Stochastic Processes in the Neurosciences. Philadelphia: SIAM, 1989. [11] A. Papoulis, Probability, Random Variables, and Stochastic Processes. Singapore: McGraw-Hill International Editions, 3rd ed., 1991. [12] N. Hohn and A. N. Burkitt, “Shot noise in the leaky integrate-and-fire neuron,” Phys. Rev. E, (submitted), 2000. [13] N. van Kampen, Stochastic Processes in Physics and Chemistry. Amsterdam: North Holland, 2nd ed., 1992; H. E. Plesser and S. Tanaka, “Stochastic resonance in a model neuron with reset,” Phys. Lett. A, vol. 225, pp. 228– 234, 1997. [14] H. E. Plesser and T. Geisel, “Markov analysis of stochastic resonance in a periodically driven integrate-fire neuron,” Phys. Rev. E, vol. 59, no. 6, pp. 7008–7017, 1999; T. Shimokawa, K. Pakdaman, and S. Sato, “Time-scale matching in the response of a leaky integrate-and-fire neuron model to periodic stimulus with additive noise,” Phys. Rev. E, vol. 59, no. 3, pp. 3427–3443, 1999.



























[image: INTEGRO-DIFFERENTIAL STOCHASTIC RESONANCE]
INTEGRO-DIFFERENTIAL STOCHASTIC RESONANCE












[image: INTEGRO-DIFFERENTIAL STOCHASTIC RESONANCE]
INTEGRO-DIFFERENTIAL STOCHASTIC RESONANCE












[image: Stochastic resonance in a suspension of magnetic ...]
Stochastic resonance in a suspension of magnetic ...












[image: Stability, Optical Flow and Stochastic Resonance in ...]
Stability, Optical Flow and Stochastic Resonance in ...












[image: Stochastic resonance in the auditory pathway]
Stochastic resonance in the auditory pathway












[image: Stochastic resonance in a suspension of magnetic ...]
Stochastic resonance in a suspension of magnetic ...












[image: Stochastic resonance in a suspension of magnetic dipoles under ...]
Stochastic resonance in a suspension of magnetic dipoles under ...












[image: Magnetic resonance probes]
Magnetic resonance probes












[image: Invasion Threshold in Heterogeneous Metapopulation ...]
Invasion Threshold in Heterogeneous Metapopulation ...












[image: AC Circuits: Resonance - GitHub]
AC Circuits: Resonance - GitHub












[image: Multivariate contemporaneous-threshold ...]
Multivariate contemporaneous-threshold ...












[image: Absence of Epidemic Threshold in Scale-Free Networks with Degree ...]
Absence of Epidemic Threshold in Scale-Free Networks with Degree ...












[image: Magnetic resonance probes]
Magnetic resonance probes












[image: Magnetic resonance probes]
Magnetic resonance probes












[image: Exploiting packet distribution for tuning RTS threshold in IEEE ... - BUET]
Exploiting packet distribution for tuning RTS threshold in IEEE ... - BUET












[image: Understanding threshold voltage in undoped-body ...]
Understanding threshold voltage in undoped-body ...












[image: Estimating parameters in stochastic compartmental ...]
Estimating parameters in stochastic compartmental ...












[image: Synthesizing Filtering Algorithms in Stochastic ... - Roberto Rossi]
Synthesizing Filtering Algorithms in Stochastic ... - Roberto Rossi












[image: Stochastic Programming Models in Financial Optimization - camo]
Stochastic Programming Models in Financial Optimization - camo















Enhanced Stochastic Resonance in Threshold Detectors






The circles mark the values of p corresponding to the optimal noise level given by Eq. (5). The probability p as a function of Ïƒ0 is shown in Fig. 2 for different ... deterministically reset to a resting value, taken to be 0 in this paper. In between two consecutive firing events, the membrane potential is given by Stein's model [10]. 
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