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A common problem in many areas of large-scale machine learning involves manipulation of a large matrix. This matrix may be a kernel matrix arising in Support Vector Machines [9, 15], Kernel Principal Component Analysis [47] or manifold learning [43,51]. Large matrices also naturally arise in other applications, e.g., clustering, collaborative filtering, matrix completion, and robust PCA. For these largescale problems, the number of matrix entries can easily be in the order of billions or more, making them hard to process or even store. An attractive solution to this problem involves the Nystr¨om method, in which one samples a small number of columns from the original matrix and generates its low-rank approximation using the sampled columns [53]. The accuracy of the Nystr¨om method depends on the number columns sampled from the original matrix. Larger the number of samples, higher the accuracy but slower the method. In the Nystr¨om method, one needs to perform SVD on a l × l matrix where l is the number of columns sampled from the original matrix. This SVD operation is typically carried out on a single machine. Thus, the maximum value of l used for an application is limited by the capacity of the machine. That is why in practice, one restricts l to be less than 20K or 30K, even when the size of matrix is in millions. This restricts the accuracy of the Nystr¨om method in very large-scale settings. This chapter describes a family of algorithms based on mixtures of Nystr¨om approximations called, Ensemble Nystr¨om algorithms, which yields more accurate low-rank approximations than the standard Nystr¨om method. The core idea of Ensemble Nystr¨om is to sample many subsets of columns from the original matrix, each containing a relatively small number of columns. Then, Nystr¨om method is Sanjiv Kumar Google Research, New York, NY, USA e-mail: [email protected] Mehryar Mohri Courant Institute, New York, NY, USA e-mail: [email protected] Ameet Talwalkar Division of Computer Science, University of California, Berkeley, CA, USA e-mail: [email protected]



1



2



Sanjiv Kumar, Mehryar Mohri and Ameet Talwalkar



performed on each group independently in parallel, and the results are combined yielding high accuracy. These ensemble algorithms naturally fit within distributed computing environments where their computational costs are roughly the same as that of the standard Nystr¨om method. This issue is of great practical significance given the prevalence of distributed computing frameworks to handle large-scale learning problems. Several variants of these algorithms are described, including one based on simple averaging of p Nystr¨om solutions, an exponential weighting method, and a regression based method which consists of estimating the mixture parameters using a few sampled columns. In Sect. 1, we first introduce the notation and basic concepts of low-rank matrix approximation. The standard Nystr¨om method is also described. Then, we present a number of Ensemble Nystr¨om algorithms in Sect. 1.2. In many applications, one needs inverse of a large matrix e.g., SVM and Gaussian Processes. Deriving approximate inverse using the standard Nystr¨om method is easy but not so for the Ensemble Nystr¨om. We further show in Sect. 1.3 how one can efficiently use Woodbury’s approximation with Ensemble Nystr¨om to generate approximate inverses. Another interesting aspect of the Ensemble Nystr¨om methods is their theoretical properties that give explicit bounds for the reconstruction error for both the Frobenius norm and the spectral norm. In Sect. 2, we give a derivation of these bounds. These arise by developing a different bound for the standard Nystr¨om method as used in practice, i.e., using uniform random sampling of columns without replacement. These novel generalization bounds guarantee a better convergence rate for Ensemble Nystr¨om algorithms in comparison to the standard Nystr¨om method. Sect. 3 demonstrates the results from Ensemble Nystr¨om algorithms on multiple data sets. A comprehensive comparison against other methods shows clear performance gains over the standard Nystr¨om method. Sect. 3.2 describes a large-scale experiment with 1M points leading to a matrix of size 1M × 1M. This is a huge dense matrix, containing 1 trillion entries and its explicit storage would require 4TB space. We show that sampling based methods can easily handle such matrices and the proposed Ensemble Nystr¨om outperforms other state-of-the-art methods for a fixed computational budget. To conclude, we provide a summary of the chapter and discuss several open questions in Sect. 4. Further, related work is mentioned in Sect. 5.



1 Algorithms Let T ∈ Ra×b be an arbitrary matrix. We define T( j) , j = 1 . . . b, as the jth column vector of T, T(i) , i = 1 . . . a, as the ith row vector of T and k·k the l2 norm of a vector. Furthermore, T(i: j) refers to the ith through jth columns of T and T(i: j) refers to the ith through jth rows of T. If rank(T) = r, we can write the thin Singular Value r×r is diagonal Decomposition (SVD) of this matrix as T = UT ΣT V⊤ T where Σ T ∈ R and contains the singular values of T sorted in decreasing order and UT ∈ Ra×r and VT ∈ Rb×r have orthogonal columns that contain the left and right singular
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vectors of T corresponding to its singular values. We denote by Tk the ‘best’ rank-k approximation to T, i.e., Tk = argminV∈Ra×b ,rank(V)=k kT − Vkξ , where ξ ∈ {2, F} and k·k2 denotes the spectral norm and k·kF the Frobenius norm of a matrix. We can describe this matrix in terms of its SVD as Tk = UT,k ΣT,k V⊤ T,k where Σ T,k is a diagonal matrix of the top k singular values of T and UT,k and VT,k are the associated left and right singular vectors. Now let K ∈ Rn×n be a symmetric positive semidefinite (SPSD) kernel or Gram matrix with rank(K) = r ≤ n, i.e. a symmetric matrix for which there exists an X ∈ RN×n such that K = X⊤ X. We will write the SVD of K as K = UΣ U⊤ , where the columns of U are orthogonal and Σ = diag(σ1 , . . . , σr ) is diagonal. ⊤ r σt−1 U(t) U(t) , and K+ = K−1 The pseudo-inverse of K is defined as K+ = ∑t=1 ⊤



k when K is full rank. For k < r, Kk = ∑t=1 σt U(t) U(t) = Uk Σk U⊤ k is the ‘best’ rank-k approximation to K, i.e., Kk =argminK′ ∈Rn×n ,rank(K′ )=k kK − K′ kξ ∈{2,F} , with q r σt2 [23]. kK − Kk k2 = σk+1 and kK − Kk kF = ∑t=k+1 e of K based on a sample We will be focusing on generating an approximation K of l ≪ n of its columns. We assume that l columns are sampled from K uniformly without replacement. Let C denote the n × l matrix formed by these columns and W the l × l matrix consisting of the intersection of these l columns with the corresponding l rows of K. Note that W is SPSD since K is SPSD. Without loss of generality, the columns and rows of K can be rearranged based on this sampling so that K and C can be written as follows:     W W K⊤ 21 and C = K= . (1) K21 K21 K22



1.1 Standard Nystr¨om method The Nystr¨om method uses W and C from (1) to approximate K. Assuming a uniform e sampling of the columns, the Nystr¨om method generates a rank-k approximation K of K for k < n defined by: e nys = CW+ C⊤ ≈ K, K k k



(2)



where Wk is the best k-rank approximation of W with respect to the spectral or Frobenius norm and W+ om method k denotes the pseudo-inverse of Wk . The Nystr¨ thus approximates the top k singular values (Σk ) and singular vectors (Uk ) of K as: r n l nys nys + e e Σk = ΣW,k and Uk = CUW,k ΣW,k , (3) l n



where ΣW,k contains the top k singular values of W, and UW,k contains the corresponding singular vectors. When k = l (or more generally, whenever k ≥ rank(C)),
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this approximation perfectly reconstructs three blocks of K, and K22 is approximated by the Schur Complement of W in K:   W K⊤ nys + ⊤ 21 e Kl = CW C = . (4) K21 K21 W+ K21 The time complexity of SVD on W to get top k singular values and vectors is O(kl 2 ) and matrix multiplication with C takes O(kln). Hence, the total computational complexity of the Nystr¨om approximation is O(kln) since n >> l.



1.2 Ensemble Nystr¨om In this section, we discuss a meta algorithm called the Ensemble Nystr¨om algorithm. We treat each approximation generated by the Nystr¨om method for a sample of l columns as an expert and combine p ≥ 1 such experts to derive an improved hypothesis, typically more accurate than any of the original experts. The learning set-up is defined as follows. We assume a fixed kernel function K : X ×X → R that can be used to generate the entries of a kernel matrix K. The learner receives a set S of l p columns randomly selected from matrix K uniformly without replacement. S is decomposed into p subsets S1 ,. . ., S p . Each subset Sr , r ∈ [1, p], contains l columns and is used to define a rank-k Nystr¨om approximae r . Dropping the rank subscript k in favor of the sample index r, K e r can be tion K + ⊤ e written as Kr = Cr Wr Cr , where Cr and Wr denote the matrices formed from the columns of Sr and W+ r is the pseudo-inverse of the rank-k approximation of Wr . The learner further receives a sample V of s columns used to determine the weight e r . Thus, the general form of the approximation, µr ∈ R attributed to each expert K ens K , generated by the Ensemble Nystr¨om algorithm, with k ≤ rank(Kens ) ≤ pk, is p



e ens = K



∑ µr Ke r



(5)



r=1



 C1  =  ...



 Cp



 



µ 1 W+ 1 ..



.



µ p W+ p



 C1  ..  .



⊤ Cp



  .



(6)



As noted by [36], (6) provides an alternative description of the Ensemble Nystr¨om method as a block diagonal approximation of W+ ens , where Wens is the l p × l p SPSD matrix associated with the l p sampled columns. The mixture weights µr can be defined in many ways. The most straightforward choice consists of assigning equal weight to each expert, µr = 1/p, r ∈ [1, p]. This choice does not require the additional sample V , but it ignores the relative quality of each Nystr¨om approximation. Nevertheless, this simple uniform method already
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e r used in the comgenerates a solution superior to any one of the approximations K bination, as we shall see in the experimental section. Another method, the exponential weight method, consists of measuring the ree r over the validation sample V and defining construction error εˆr of each expert K the mixture weight as µr = exp(−η εˆr )/Z, where η > 0 is a parameter of the algorithm and Z a normalization factor ensuring that the vector µ =(µ1 , . . . , µ p ) belongs p to the simplex ∆ of R p : ∆ ={µ ∈ R p : µ ≥ 0 ∧ ∑r=1 µr = 1}. The choice of the mixture weights here is similar to that used in the Weighted Majority algorithm [38]. Let e Vr KV denote the matrix formed by using the samples from V as its columns and let K e r containing the columns corresponding to the columns denote the submatrix of K e Vr − KV k can be directly computed from these in V . The reconstruction error εˆr =kK matrices. A more general class of methods consists of using the sample V to train the mixture weights µr to optimize a regression objective function such as the following: p



e Vr − KV k2F , min λ kµ k22 + k ∑ µr K µ



(7)



r=1



where KV denotes the matrix formed by the columns of the samples V and λ > 0. This can be viewed as a ridge regression objective function and admits a closed form solution. We will refer to this method as the ridge regression method. Note that to ensure that the resulting matrix is SPSD for use in subsequent kernel-based algorithms, the optimization problem must be augmented with standard non-negativity constraints. This is not necessary however for reducing the reconstruction error, as in our experiments. Also, clearly, a variety of other regression algorithms such as Lasso can be used here instead. The total complexity of the Ensemble Nystr¨om algorithm is O(pl 3 + plkn+Cµ ), where Cµ is the cost of computing the mixture weights, µ , used to combine the p Nystr¨om approximations. In general, the cubic term dominates the complexity since the mixture weights can be computed in constant time for the uniform method, in O(psn) for the exponential weight method, or in O(p3 + p2 ns) for the ridge regression method where O(p2 ns) time is required to compute a p × p matrix and O(p3 ) time to invert it. Furthermore, although the Ensemble Nystr¨om algorithm requires p times more space and CPU cycles than the standard Nystr¨om method, these additional requirements are quite reasonable in practice. The space requirement is still manageable for even large-scale applications given that p is typically O(1) and l is usually a very small percentage of n (see Section 3 for further details). In terms of CPU requirements, we note that this algorithm can be easily parallelized, as all p experts can be computed simultaneously. Thus, with a cluster of p machines, the running time complexity of this algorithm is nearly equal to that of the standard Nystr¨om algorithm with l samples.
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1.3 Ensemble Woodbury approximation In many applications, one needs to invert a matrix (K + λ I), where λ is a positive scalar and I is the identity matrix. The Woodbury approximation is a useful tool to use alongside low-rank approximations to efficiently (and approximately) invert kernel matrices. We are able to apply the Woodbury approximation since the Nystr¨om e as the product of low-rank matrices. This is clear from the method represents K definition of the Woodbury approximation: (A + BCd)−1 = A−1 − A−1 B(C−1 + dA−1 B)−1 dA−1 ,



(8)



e = BCd in the context of the Nystr¨om method. In contrast, where A = λ I and K e as the sum of products of low-rank the Ensemble Nystr¨om method represents K matrices, where each of the p terms corresponds to a base learner. Hence, we cannot directly apply the Woodbury approximation as presented above. There is however, a natural extension of the Woodbury approximation in this setting, which at the simplest level involves running the approximation p times. Starting with p base e r and µr for r ∈ [1, p], and defining learners with their associated weights, i.e., K T0 = λ I, we perform the following series of calculations: e −1 T−1 1 = (T0 + µ1 K1 ) e 2 )−1 T−1 = (T1 + µ2 K 2



T−1 p



···



e p )−1 . = (T p−1 + µ p K



To compute T−1 1 , notice that we can use Woodbury approximation as stated in (8) e 1 as the product of low-rank matrices and we know that since we can express µ1 K −1 as a product T0−1 = λ1 I. More generally, for 1 ≤ i ≤ p, given an expression of Ti−1 −1 of low-rank matrices, we can efficiently compute Ti using the Woodbury approximation (we use the low-rank structure to avoid ever computing or storing a full n × n matrix). Hence, after performing this series of p calculations, we are left with the p e r. inverse of T p , which is exactly the quantity of interest since T p = λ I + ∑r=1 µr K Although this algorithm requires p iterations of the Woodbury approximation, these iterations can be parallelized in a tree-like fashion. Hence, when working on a cluster, using an Ensemble Nystr¨om approximation along with the Woodbury approximation requires only log2 (p) more time than using the standard Nystr¨om method.



2 Theoretical Analysis We now present theoretical results that compare the quality of the Nystr¨om approximation to the ‘best’ low-rank approximation, i.e., the approximation constructed from the top singular values and singular vectors of K. This work, related to [18],
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provides performance bounds for the Nystr¨om method as used in practice, i.e., using uniform sampling without replacement. It holds for both the standard Nystr¨om method as well as the Ensemble Nystr¨om method discussed in Section 1.2. Our theoretical analysis of the Nystr¨om method uses some results previously shown by [18] as well as the following generalization of McDiarmid’s concentration bound to sampling without replacement [13]. Theorem 1. Let Z1 , . . . , Zl be a sequence of random variables sampled uniformly without replacement from a fixed set of l +u elements Z, and let φ : Z l → R be a symmetric function such that for all i∈[1, l] and for all z1 , . . . , zl ∈Z and z′1 , . . . , z′l ∈Z, |φ (z1 , . . . , zl )− φ (z1 , . . . , zi−1 , z′i , zi+1 , . . . , zl )| ≤ c. Then, for all ε > 0, the following inequality holds:     ε2 , (9) Pr φ − e[φ ] ≥ ε ≤ exp α−2 (l,u)c2 where α (l, u) =



1 lu l+u−1/2 1−1/(2 max{l,u}) .



We define the selection matrix corresponding to a sample of l columns as the matrix S ∈ Rn×l defined by Sii = 1 if the ith column of K is among those sampled, Si j = 0 otherwise. Thus, C = KS is the matrix formed by the columns sampled. Since K is SPSD, there exists X ∈ RN×n such that K = X⊤ X. We shall denote by K Kmax the p maximum diagonal entry of K, Kmax = maxi Kii , and by dmax the distance maxi j Kii + K j j − 2Ki j .



2.1 Standard Nystr¨om method The following theorem gives an upper bound on the norm-2 error of the Nystr¨ √ om e 2 /kKk2 ≤ kK − Kk k2 /kKk2 + O(1/ l) and approximation of the form kK − Kk an upper bound on the Frobenius error of the Nystr¨om approximation of the form e F /kKkF ≤ kK − Kk kF /kKkF + O(1/l 14 ). kK − Kk



e denote the rank-k Nystr¨om approximation of K based on l Theorem 2. Let K columns sampled uniformly at random without replacement from K, and Kk the best rank-k approximation of K. Then, with probability at least 1 − δ , the following inequalities hold for any sample of size l: q h i 1 n−l 2n 1 1 K 2 e 2 ≤ kK − Kk k2 + √ 1 + kK − Kk K d /K log max max max n−1/2 δ β (l,n) l e F ≤ kK − Kk kF + kK − Kk



 64k  1 4



l



q h i1 1 2 n−l 1 1 K 2 nKmax 1 + n−1/2 β (l,n) log δ dmax /Kmax ,



1 . where β (l, n) = 1− 2 max{l,n−l}



Proof. To bound the norm-2 error of the Nystr¨om method in the scenario of sampling without replacement, we start with the following general inequality given
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by [18][proof of Lemma 4]: e 2 ≤ kK − Kk k2 + 2kXX⊤ − ZZ⊤ k2 , kK − Kk



(10)



|φ (S′ ) − φ (S)| ≤ kz′ z′⊤ − zz⊤ k2 = k(z′ − z)z′⊤ + z(z′ − z)⊤ k2 ≤ 2kz′ − zk2 max{kzk2 , kz′ k2 }.



(11) (12)



p where Z = nl XS. We then apply the McDiarmid-type inequality of Theorem 1 to φ (S) = kXX⊤ −ZZ⊤ k2 . Let S′ be a sampling matrix selecting the same columns as p S except for one, and let Z′ denote nl XS′ . Let z and z′ denote the only differing columns of Z and Z′ , then



p Columns of Z are those of X scaled by n/l. The norm of the difference of two columns of X can be viewed as the norm of the difference of two feature vectors associated to K and thus can be bounded by dK . Similarly, the norm of a single 1



2 . This leads to the following inequality: column of X is bounded by Kmax



|φ (S′ ) − φ (S)| ≤



1 2n K 2 dmax Kmax . l



(13)



The expectation of φ can be bounded as follows: n e[Φ ] = e[kXX⊤ − ZZ⊤ k2 ] ≤ e[kXX⊤ − ZZ⊤ kF ] ≤ √ Kmax , l



(14)



where the last inequality follows Corollary 2 of [34]. The inequalities (13) and (14) combined with Theorem 1 give a bound on kXX⊤ − ZZ⊤ k2 and yield the statement of the theorem. The following general inequality holds for the Frobenius error of the Nystr¨om method [18]: √ e 2F ≤ kK − Kk k2F + 64k kXX⊤ − ZZ⊤ k2F nKmax kK − Kk (15) ii . Bounding the term kXX⊤ −ZZ⊤ k2F as in the norm-2 case and using the concentration bound of Theorem 1 yields the result of the theorem.



2.2 Ensemble Nystr¨om method The following error bounds hold for Ensemble Nystr¨om methods based on a convex combination of Nystr¨om approximations. Theorem 3. Let S be a sample of pl columns drawn uniformly at random without replacement from K, decomposed into p subsamples of size l, S1 , . . . , S p . For r ∈ e r denote the rank-k Nystr¨om approximation of K based on the sample [1, p], let K Sr , and let Kk denote the best rank-k approximation of K. Then, with probability at
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least 1 − δ , the following inequalities hold for any sample S of size pl and for any e ens = ∑ p µr K e r: µ in the simplex ∆ and K r=1 e ens k2 ≤ kK − Kk k2 + kK − K q h i 1 1 n−pl 1 1 K 2n 2 2 √ 1 + p K µ d /K log max max max n−1/2 β (pl,n) δ max l



e ens kF ≤ kK − Kk kF + kK − K  64k  1



4



l



q h i1 1 1 2 n−pl 1 1 K 2 d /K log , nKmax 1 + µmax p 2 n−1/2 max max δ β (pl,n)



p 1 µr . where β (pl, n) = 1− 2 max{pl,n−pl} and µmax = maxr=1



p Proof. For r ∈ [1, p], let Zr = n/l XSr , where Sr denotes the selection matrix e ens and the upper bound on kK − corresponding to the sample Sr . By definition of K e r k2 already used in the proof of theorem 2, the following holds: K



p



e ens k2 = e r ) kK − K



∑ µr (K − K



≤ 2



r=1 p



≤



∑ µr



r=1



p



∑ µr kK − Ke r k2



(16)



r=1



kK − Kk k2 + 2kXX⊤ − Zr Z⊤ r k2 p







= kK − Kk k2 + 2 ∑ µr kXX⊤ − Zr Z⊤ r k2 .



(17) (18)



r=1



p ′ We apply Theorem 1 to φ (S)= ∑r=1 µr kXX⊤ −Zr Z⊤ r k2 . Let S be a sample differing from S by only one column. Observe that changing one column of the full sample S changes only one subsample Sr and thus only one term µr kXX⊤ − Zr Z⊤ r k2 . Thus, in view of the bound (13) on the change to kXX⊤ − Zr Z⊤ r k2 , the following holds:



|φ (S′ ) − φ (S)| ≤



1 2n K 2 Kmax , µmax dmax l



(19)



The expectation of Φ can be straightforwardly bounded by: e[Φ (S)] =



p



p



r=1



r=1



n



n



∑ µr e[kXX⊤ − Zr Z⊤r k2 ] ≤ ∑ µr √l Kmax = √l Kmax



using the bound (14) for a single expert. Plugging in this upper bound and the Lipschitz bound (19) in Theorem 1 yields our norm-2 bound for the Ensemble Nystr¨om method. For the Frobenius error bound, using the convexity of the Frobenius norm square k·k2F and the general inequality (15), we can write
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Sanjiv Kumar, Mehryar Mohri and Ameet Talwalkar Dataset Type of data # Points (n) # Features (d) PIE-2.7K face images 2731 2304 MNIST digit images 4000 784 ESS proteins 4728 16 AB-S abalones 4177 8 DEXT bag of words 2000 20000 SIFT-1M Image features 1M 128



Kernel linear linear RBF RBF linear RBF



Table 1 Description of the datasets used in our Ensemble Nystr¨om experiments [3, 27, 35, 39, 48]. 



2



p e r ) e ens k2F = kK − K



≤



∑ µr (K − K r=1 p



≤



∑ µr



r=1



F



p



∑ µr kK − Ke r k2F



h i √ max kK − Kk k2F + 64k kXX⊤ − Zr Z⊤ . r kF nKii



√ = kK − Kk k2F + 64k



(20)



r=1



(21)



p



∑ µr kXX⊤ − Zr Z⊤r kF nKmax ii .



(22)



r=1



p µr kXX⊤ − The result follows by the application of Theorem 1 to ψ (S) = ∑r=1 ⊤ Zr Zr kF in a way similar to the norm-2 case.



The bounds of Theorem 3 are similar in form to those of Theorem 2. However, the bounds for the Ensemble Nystr¨om are tighter than those for any Nystr¨om expert based on a single sample of size l even for a uniform weighting. In particular, for µi = 1/p for all i, the last term of the ensemble bound for norm-2 is smaller by a 1 √ factor larger than µmax p 2 = 1/ p.



3 Experiments In this section, we present experimental results that illustrate the performance of the Ensemble Nystr¨om method. We work with the data sets listed in Table 1, and compare the performance of various methods for calculating the mixture weights (µr ). Throughout our experiments, we measure the accuracy of a low-rank approximation e by calculating the relative error in Frobenius and spectral norms, that is, if we let K ξ = {2, F}, then we calculate the following quantity: % error =



e ξ kK − Kk × 100. kKkξ



(23)
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3.1 Ensemble Nystr¨om with various mixture weights In this set of experiments, we show results for our Ensemble Nystr¨om method using different techniques to choose the mixture weights as previously discussed. We first experimented with the first five datasets shown in Table 1. For each dataset, we fixed the reduced rank to k = 50, and set the number of sampled columns to l = 3% × n.1 Furthermore, for the exponential and the ridge regression variants, we sampled a set of s = 20 columns and used an additional 20 columns (s′ ) as a hold-out set for selecting the optimal values of η and λ . The number of approximations, p, was varied from 2 to 30. As a baseline, we also measured the minimum and the mean e ens . For the percent error across the p Nystr¨om approximations used to construct K Frobenius norm, we also calculated the performance when using the optimal µ , that is, we used least-square regression to find the best possible choice of combination weights for a fixed set of p approximations by setting s = n. The results of these experiments are presented in Figure 1 for the Frobenius norm and in Figure 2 for the spectral norm. These results clearly show that the Ensemble Nystr¨om performance is significantly better than any of the individual Nystr¨om approximations. As mentioned earlier, the rank of the ensemble approximations can be p times greater than the rank of each of the base learners. Hence, to validate the results in Figures 1 and 2, we performed a simple experiment in which we compared the performance of the best base learner to the best rank k approximation of the uniform ensemble approximation (obtained via SVD of the uniform ensemble approximation). The results of this experiment, presented in Figure 3, suggest that the performance gain of the ensemble methods is not due to this increased rank. Furthermore, the ridge regression technique is the best of the proposed techniques and generates nearly the optimal solution in terms of the percent error in Frobenius norm. We also observed that when s is increased to approximately 5% to 10% of n, linear regression without any regularization performs about as well as ridge regression for both the Frobenius and spectral norm. Figure 4 shows this comparison between linear regression and ridge regression for varying values of s using a fixed number of experts (p=10). Finally we note that the Ensemble Nystr¨om method tends to converge very quickly, and the most significant gain in performance occurs as p increases from 2 to 10.



3.2 Large-scale experiments We now present an empirical study of the effectiveness of the Ensemble Nystr¨om method on the SIFT-1M dataset in Table 1 containing 1 million data points. As is common practice with large-scale datasets, we worked on a cluster of several machines for this dataset. We present results comparing the performance of the Ensemble Nystr¨om method, using both uniform and ridge regression mixture weights, with 1



Similar results (not reported here) were observed for other values of k and l as well.
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Fig. 1 Percent error in Frobenius norm for Ensemble Nystr¨om method using uniform (‘uni’), exponential (‘exp’), ridge (‘ridge’) and optimal (‘optimal’) mixture weights as well as the best (‘best b.l.’) and mean (‘mean b.l.’) of the p base learners used to create the ensemble approximations.



that of the best and mean performance across the p Nystr¨om approximations used e ens . We also make comparisons with the K-means adaptive sampling to construct K technique [54, 55]. Although the K-means technique is quite effective at generating informative columns by exploiting the data distribution, the cost of performing K-means becomes expensive for even moderately sized datasets, making it difficult to use in large-scale settings. Nevertheless, in this work, we include the K-means
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Fig. 2 Percent error in spectral norm for Ensemble Nystr¨om method using various mixture weights and the best/mean of the p approximations. Legend entries are the same as in Figure 1.



method in our comparison, and present results for various subsamples of the SIFT1M dataset, with n ranging from 5K to 1M. For a fair comparison, we performed ‘fixed-time’ experiments. We first searched for an appropriate l such that the percent error for the Ensemble Nystr¨om method with ridge weights was approximately 10%, and measured the time required by the cluster to construct this approximation. We then allotted an equal amount of time (within 1 second) for the other techniques, and measured the quality of the resulting
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Fig. 3 Percent error in Frobenius norm for Ensemble Nystr¨om method using uniform (‘uni’) mixture weights, the optimal rank-k approximation of the uniform ensemble result (‘uni rank-k’) as well as the best (‘best b.l.’) of the p base learners used to create the ensemble approximations.



approximations. For these experiments, we set k=50 and p=10, based on the results from the previous section. Furthermore, in order to speed up computation on this large dataset, we decreased the size of the validation and hold-out sets to s = 2 and s′ = 2, respectively. The results of this experiment, presented in Figure 5, clearly show that the Ensemble Nystr¨om method is the most effective technique given a fixed amount of time. Furthermore, even with the small values of s and s′ , Ensemble Nystr¨om with ridge-regression weighting outperforms the uniform Ensemble Nystr¨om method.
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Fig. 4 Comparison of percent error in Frobenius norm for the Ensemble Nystr¨om method with p= 10 experts with weights derived from linear (‘no-ridge’) and ridge (‘ridge’) regression. The dotted line indicates the optimal combination. The relative size of the validation set equals s/n×100.



We also observe that due to the high computational cost of K-means for large datasets, the K-means approximation does not perform well in this ‘fixed-time’ experiment. It generates an approximation that is worse than the mean standard Nystr¨om approximation and its performance increasingly deteriorates as n approaches 1M. Finally, we note that although the space requirements are 10 times greater for Ensemble Nystr¨om in comparison to standard Nystr¨om (since p = 10 in this experiment), the space constraints are nonetheless quite reasonable. For instance, when working with 1M points, the Ensemble Nystr¨om method with ridge
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Fig. 5 Large-scale performance comparison with SIFT-1M dataset. For a fixed computational time, the Ensemble Nystr¨om approximation with ridge weights tends to outperform other techniques.



regression weights only required approximately 1% of the columns of K to achieve an error of 10%.



4 Summary and Open Questions A key element of Nystr¨om approximation is the number of sampled columns used by it. More samples typically result in better accuracy. However, the number of samples that can be processed by a single Nystr¨om approximation is limited due to the computational constraints, restricting its accuracy. In this work, we discussed an ensemble based meta-algorithm for combining multiple Nystr¨om approximations. These ensemble algorithms show consistent and significant performance improvement across a number of different data sets. Moreover, they naturally fit within a distributed computing environment, thus making them quite efficient in large-scale settings. These ensemble algorithms also have better theoretical guarantees than individual Nystr¨om approximation. One interesting fact revealed by the experiments is that as the number of individual Nystr¨om approximations is increased in the ensemble, the reconstruction error does not go towards zero. The error tends to saturate after a relatively small number of learners and adding more does not benefit the ensemble. Even though this counter-intuitive behavior is a good thing in practice since one does not need to use a large number of base learners, it raises intriguing theoretical questions. Why does the error from Ensemble Nystr¨om converge? What is the value to which it is converging? Can this error be brought arbitrarily close to zero? We believe that a
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better understanding of these questions may lead to even better ways of designing ensemble algorithms for matrix approximation in the future.



5 Bibliographical and Historical Remarks There has been a wide array of work on low-rank matrix approximation within the numerical linear algebra and computer science communities. Most of it has been inspired by the celebrated result of Johnson and Lindenstrauss [31], which showed that random low-dimensional embeddings preserve Euclidean geometry. This result has led to a family of random projection algorithms, which involves projecting the original matrix onto a random low-dimensional subspace [30, 37, 42]. Alternatively, SVD can be used to generate ‘optimal’ low-rank matrix approximations, as mentioned earlier. However, both the random projection and the SVD algorithms involve storage and operating on the entire input matrix. SVD is more computationally expensive than random projection methods, though neither are linear in n in terms of time and space complexity. When dealing with sparse matrices, there exist less computationally intensive techniques such as Jacobi, Arnoldi, Hebbian and more recent randomized methods [23,25,28,44] for generating low-rank approximations. These iterative methods require computation of matrix-vector products at each step and involve multiple passes through the data. Hence, these algorithms are not suitable for large, dense matrices. Matrix sparsification algorithms [1, 2], as the name suggests, attempt to sparsify dense matrices to speed up future storage and computational burdens, though they too require storage of the input matrix and exhibit superlinear processing time. Alternatively, sampling-based approaches can be used to generate low-rank approximations. Research in this area dates back to classical theoretical results that show, for any arbitrary matrix, the existence of a subset of k columns for which the error in matrix projection (as defined in [33]) can be bounded relative to the optimal rank-k approximation of the matrix [46]. Deterministic algorithms such as rank-revealing QR [26] can achieve nearly optimal matrix projection errors. More recently, research in the theoretical computer science community has been aimed at deriving bounds on matrix projection error using sampling-based approximations, including additive error bounds using sampling distributions based on leverage scores, i.e., the squared L2 norms of the columns [17, 22, 45]; relative error bounds using adaptive sampling techniques [16,29]; and, relative error bounds based on distributions derived from the singular vectors of the input matrix, in work related to the column-subset selection problem [10,19]. However, as discussed in [33], the task of matrix projection involves projecting the input matrix onto a low-rank subspace, which requires superlinear time and space with respect to n and is not typically feasible for large-scale matrices. There does however, exist another class of sampling-based approximation algorithms that only store and operate on a subset of the original matrix. For arbitrary rectangular matrices, these algorithms are known as ‘CUR’ approximations
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(the name ‘CUR’ corresponds to the three low-rank matrices whose product is an approximation to the original matrix). The theoretical performance of CUR approximations has been analyzed using a variety of sampling schemes, although the column-selection processes associated with these analyses often require operating on the entire input matrix [19, 24, 40, 50]. In the context of symmetric positive semidefinite matrices, the Nystr¨om method is the most commonly used algorithm to efficiently generate low-rank approximations. The Nystr¨om method was initially introduced as a quadrature method for numerical integration, used to approximate eigenfunction solutions [6, 41]. More recently, it was presented in [53] to speed up kernel algorithms and has been studied theoretically using a variety of sampling schemes [7, 8, 14, 18, 32–34, 49, 52, 54, 55]. It has also been used for a variety of machine learning tasks ranging from manifold learning to image segmentation [21, 43, 51]. A closely related algorithm, known as the Incomplete Cholesky Decomposition [4,5,20], can also be viewed as a specific sampling technique associated with the Nystr¨om method [5]. As noted by [11,52], the Nystr¨om approximation is related to the problem of matrix completion [11, 12], which attempts to complete a low-rank matrix from a random sample of its entries. However, the matrix completion setting assumes that the target matrix is low-rank and only allows for limited access to the data. In contrast, the Nystr¨om method, and sampling-based low-rank approximation algorithms in general, deal with full-rank matrices that are amenable to low-rank approximation. Furthermore, when we have access to the underlying kernel function that generates the kernel matrix of interest, we can generate matrix entries on-the-fly as desired, providing us with more flexibility accessing the original matrix.
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