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CHAPTER 1



Constructing Longitudinal Data on the Ready-Mix Concrete Sector and Concrete Demand 1.1. Introduction The Ready-Mix Concrete Industry is a fascinating laboratory for investigating industry dynamics. Because of high costs of transporting Ready-Mix Concrete, producers are spatially differentiated. Thus markets for ready-mix concrete are both local and oligopolistic. There is also substantial plant entry and exit in the industry, which makes the concrete industry ideal for the study of oligopoly dynamics. The goal of this chapter is to give background on the ready-mix concrete industry and the data used for this dissertation. First, I document the production process for ready-mix concrete and sources of differentiation between ready-mix plants. Second, I describe the data used for this project: the Census of Manufacturing, the Annual Survey of Manufacturing and the Longitudinal Business Database. These data give a tremendous amount of information on the operations of ready-mix concrete plants, allowing me to understand both the production process in the industry, and the wide variety of input and output usages for different plants. Third, to get a hold of entry and exit decisions by ready-mix operators, I construct statistics on concrete plant births and deaths using data from the Longitudinal Business Database. Finally, I study the process of competition between plants. A critical piece in this analysis is defining the relevant market in which
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plants compete. I describe the construction of isolated markets in the spirit of the work of Bresnahan and Reiss (1991).



1.2. Industry Background 1.2.1. What is Concrete? Concrete is a mixture of three basic ingredients: sand, gravel (crushed stone) and cement as well as chemical compounds known as admixtures. Combining this mixture with water causes the cement to undergo an exothermic chemical reaction called hydration (distinct from drying), turning the cement into a hard paste binding the sand and gravel together. I focus on Ready-Mix Concrete: concrete which is mixed with water at a plant and transported directly to its final site.1 Ready-Mix has the advantage that it can be shaped on site to its desired final form. This is useful for construction jobs such as building foundations, which would be difficult to transport pre-assembled. After the first few hours of hydration, concrete will harden to a high compressive strength. Ready-Mix is a very perishable product: “ASTM C 94 also requires that concrete be delivered and discharged within 1 1/2 hours or before the drum has revolved 300 times after introduction of water to the cement and aggregates” p.96 Kosmatka, Kerkhoff, and Panarese (2002). This physical property is the cause of the concrete industry’s most distinctive feature: many plants dispersed across almost the entire continental United States. 1.1 displays the location of ready-mix concrete plants across the United States, 1Concrete



can also be mixed directly at the construction site. For a very small project such as patching a hole in a sidewalk, a batch of concrete can be mixed by hand. However, this type of concrete is of fairly low quality. For a very large project such as the construction of a highway, a temporary plant can be built next to the construction site. These temporary plants represent a small fraction of output for the industry as a whole.
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Figure 1.1. Concrete Plant Location in the Mid-West which locate at most 15 miles away from each other. This dispersion implies that concrete can be delivered to almost all smaller towns. Since concrete is highly perishable, it is produced by the batch, whereby a truckload of concrete is produced for each job, with a specific mixture design for the exact requirements of a construction project.



1.2.2. Uses of Concrete Ready-Mix concrete is primarily used by the construction industry. Concrete is an essential input for the construction of buildings and pavement. Table 1: Share of Concrete Output Usage by Sector displays the industries that consume at least 1% of the concrete sector’s output. These industries are essentially the new construction sector and



17



Sector Name NAICS



Fraction of Concrete Concrete as Fraction of Sector’s Sales Cost of Materials Used



31000 Real Estate S00203 Other State and local government enterprises. S00800 Owner-occupied dwellings 230110 New residential 1-unit structures, nonfarm 230120 New multifamily housing structures, nonfarm 230130 New residential additions and alterations, nonfarm 230140 New farm housing units and additions and alterations 230210 Manufacturing and industrial buildings 230220 Commercial and institutional buildings 230230 Highway, street, bridge, and tunnel construction 230240 Water, sewer, and pipeline construction 230250 Other new construction 230310 Maintenance and repair of farm and nonfarm residential structures 230320 Maintenance and repair of nonresidential buildings 230330 Maintenance and repair of highways, streets, bridges, and tunnels 230340 Other maintenance and repair construction 221100 Power generation and supply Total For selected Sectors



2.6% 1.9%



NA NA



21.4% 16.7%



NA 3.2%



7.1%



9.5%



10.0%



6.8%



1.2%



7.4%



1.3%



1.7%



8.5%



1.6%



8.3%



6.8%



0.6%



1.0%



3.7% 2.0%



1.9% 3.3%



3.4%



2.1%



0.4%



1.1%



0.9%



2.4%



1.8% 91.8%



NA



Table 1.1. Share of Concrete Usage by Sector2



the repair of buildings undertaken by other sectors (presumably carried out by in-house construction workers). For these same industries, column 2 of Table 1 shows the share concrete in the industry’s material costs. On average, concrete represents about 6% of the value of materials used by the new construction sector (NAICS 23).
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The fact that concrete represents less than 10% of construction costs for all the sectors in Table 1 implies that construction activity will only be slightly affected by local prices for ready-mix. Indeed, concrete is known to be fairly price inelastic (see for instance Syverson (2004)) since a 50% increase in the price of concrete translates into at most a 3% increase in construction costs if producers keep their usage of ready-mix concrete at a fixed level. Thus I treat the evolution of demand for ready-mix concrete as independent of the choices of ready-mix concrete producers, i.e. that the amount of new construction determines activity in the ready-mix concrete sector, but not vice-versa. That this does not imply that demand for concrete is completely inelastic, since concrete can be substituted for other types of construction such as houses without a basement, wood frame apartment buildings and roads made of asphalt. However, there is limited scope for substituting concrete for other products.



1.2.3. Differences between producers Ready-Mix is a homogenous product: consumers of ready-mix concrete do not distinguish between concrete shipped by different producers. However, as with any commodity, such as it wheat or coal, a detailed inspection reveals that there are many different types of concrete. For instance, the two most important “grades” of concrete are 1-2-4 and 1-25 mixes (where numbers correspond to cement-sand-gravel proportions), used for laying foundations versus building pavement. As well, ready-mix concreteis available in different compressive strengths such as 17.5 MPA and 20 MPA. Switching from one mix to another is virtually costless since producers can adjust the proportion of ingredients in the concrete mixture. Each batch of concrete that leaves the plant is slightly different since there are
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always impurities in the mixture. Concrete is a homogeneous good because all plants can produce each of the many varieties. Yet there are considerable differences between producers due to space, scheduling, large jobs and ability, which I examined in detail with interviews with ready-mix concrete operators in Illinois during January to March 2005. First, producers are differentiated by location, so that a producer located close to a job will get his truck to the site faster and with less setting of the concrete mixture than a producer located further away. Bluntly, a ready-mix producer in Chicago cannot deliver in Saint-Louis. Spatial heterogeneity is the principal source of differentiation in the industry, and concordantly producers tend to locate in areas with few other producers. Figure 1.1 shows this fact quite clearly by plotting the location of ready-mix concrete producers, finding plants are evenly dispersed accross the Midwest. Second, firms vary in the number of jobs they can schedule for a day. Capacity affects a firm’s ability to take on more work, and increases the chances of delays at the construction site due to trucks arriving late. It is costly for construction firms to have to wait with their entire staff and machinery for concrete to be delivered. Moreover, delay increases the setting time of concrete, increases its slump (or hardness) and makes it less workable at the site. Third, some large jobs such as the construction of high rise buildings requires specialized machinery such as pumps to send concrete up a dozen stories or more. The scale of these jobs make it impossible for a single-truck operator to satisfy requirements for concrete without causing delays. I sidestep most issues involved with high-rise projects by focusing on relatively rural markets with few multistory building. Operators have different levels of skill in the production of ready-mix concrete. Mixing is often done by computer controlled machinery but the specifications for the mixture differ from one job to another given
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factors such as driving time to a site and the exact usage of the concrete. Likewise, mixer truck drivers are often engaged in the actual operation of pouring concrete; it is common to see ready-mix concrete trucks drive up to a construction site to discharge concrete directly into foundation blocks. These factors require staff with experience and ability to set concrete properly, which varies from firm to firm. Moreover, the average ready-mix plant has a staff of under 20 workers, implying that differences in worker’s abilities show up in plant level productivity.



1.2.4. Technological Innovations in Concrete Innovation has enhanced the properties of ready-mix concrete over the last fifty years, due principally to the emerging field of material sciences dedicated to the production of new materials. The most import innovation is Air-Entrained Concrete, which like a loaf of bread, has tiny air pockets in the mixture. These bubbles are effective against erosion due to the freezing and thawing of concrete, which causes water to form ice crystals within the concrete, progressively eroding its structure. Another innovation is reinforced concrete which has steel bars embedded in the mixture. These correct the principal weakness of concrete: while it has high compressive strength it has fairly low torsonial strength, i.e. concrete will crack if stretched. Reinforced concrete is now commonly used in many structures such as bridges and highway ramps.



These innovations are important in terms of the type of construction which can use concrete, but have little impact on the actual production and delivery of Ready-Mix Concrete at the plant level. For instance, Air Entrained Concrete can be produced by
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Year Cubic Yards of Concrete per Worker 1963 1967 1972 1977 1982 1987 1992 1997 Table 1.2. Productivity Estimates



Hour 1.36 1.58 1.58 1.67 1.45 1.68 1.65 1.69



adding the right proportion of chemical admixtures. Likewise, reinforced concrete is only used in large urban areas by the larger ready-mix operators with the technical expertise for the job. Equipment used to produce ready-mix has not changed for the last fifty years. Major exceptions are computerized weighing and mixing of ready-mix as well as front discharge mixer truck (which allow ready-mix trucks to drive right up the construction site). While these technological innovations are important, they have no impact on the sunk costs of setting up a plant or do not change the production function for concrete. Table 1.2.4 shows that the number of worker-hours needed to produce a cubic yard of concrete has only decreased slightly between 1963 to 1999. 1.3. Plant Selection 1.3.1. Data Sources Data on Ready-Mix Concrete plants comes from 3 different data sets. The first is the Census of Manufacturing (CMF), a complete census of the population of manufacturing plants every 5 five years from 1963 through 1997. The second is the Annual Survey of Manufacturers (ASM) sent to a (about a third for ready-mix) sample of the population of manufacturing plants every non-Census year since 1973 (McGuckin and Pascoe (1988)).
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Both of these data sets are questionnaire based, and ask fairly detailed questions on the use of inputs and outputs at the plant level. The third data set is the Longitudinal Business Database (LBD), a compendium of data compiled from Internal Revenue Service Business tax records. This data set covers the entire universe of plants in the ready-mix sector on a yearly basis since 1976. However, the LBD data largely consists of employment and salary data, along with sectoral coding and certain types of business organization data.



1.3.2. Industry Selection We select plants in the ready-mix concrete sector. The criterion for being included in the sample is the following: An establishment that has been in the Ready-Mix Sector (NAICS 327300 or SIC 3273) at any point of its life, in any of the 3 data sources (LBD,ASM,CMF). The set of establishments which produces ready-mix concrete for delivery is concentrated in the ready-mix sector. Hence, we will select establishments in either the NAICS (North American Industrial Classification) code 327300 or the SIC (Standard Industrial Classification) code 3273, a sector whose definition has remained unchanged since the start of the sample in 1963. Later, we investigate including plants based on their stated production of ready-mix concrete.



1.3.3. Paneling and Reselection To select all plants in the ready-mix concrete sector at any point in their lifespan, we must not only select plants that satisfy our criteria at one point in time, but also examine the entire history of these plants. To create this panel, we will use the fact that plants have
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three identification schemes: Permanent Plant Numbers (PPN), Census File Numbers (CFN) and Longitudinal Business Database Numbers (LBDNUM). Census File Numbers (CFN) are the basic identification scheme used by Census for its establishment data. Each plant in all three data sets will typically be assigned a CFN. However, a plant’s CFN may change for many reasons, including a change of ownership and hence they are not well suited as a longitudinal identifier. Permanent Plant Numbers (PPN) is Census’s first attempt at a longitudinal identifier, as they are assigned to a plant for its entire lifespan. These tend to be reliable, but are only available in the CMF and ASM. Moreover, PPN are missing for a large fraction of observations, and would lead us to incorrectly conclude that many plants have dropped out of the industry. The last identification scheme is the Longitudinal Business Database Number, as developed by (Jarmin and Miranda 2002). This identifier is constructed from CFN, name and address matches of all plant in the LBD. Moreover, since the LBD is the basis for mailing Census questionnaires to establishments, virtually all plants present in the ASM/CMF are also in the LBD (starting in 1976), allowing a uniform basis for longitudinal matching3. Figure 1.3.3 shows a Venn diagram that illustrates the relation between these various identifiers:



The selection algorithm is the following: (1) Select all CFN’s, PPN and LBDNUM’s which are in NAICS 327300 or SIC 32730. Call this file the master index file. (2) Add all firms which have either of the same CFN, PPN or LBDNUM as a plant in the master index file. Add these to the new master index file. 3Very



few plants in the CMF/ASM are not in the LBD. It is not clear why this is the case, since in theory the mailing list for the CMF/ASM is drawn from the same IRS tax records (know as SSEL) as the LBD.
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CFN



LBDNUM PPN



Figure 1.2. Relationships between PPN’s, LBDNUM’s and CFN’s. (3) Repeat step 2 with the updated master index file. Since LBDNUM is available for almost all firms, we only need to do this step once to capture all possible firms which satisfy our criteria.4 Counts of new plants (Greenfield entry), continuing plants and plants exit by closing from this selection procedure are shown in Table 1.3.3. An important issue with this selection procedure is that measurement error in any year which incorrectly labels a plant as in the ready-mix concrete sector will lead to this plant being in the sample for its entire history. In particular, the sectoral coding data from the LBD tends to be inferior to that of the CMF/ASM, and this error will introduce large manufacturers which have different internal organization and markets than concrete producers into the ready-mix sample. There are two ways to try to eliminate these plants from the sample. First, we can measure for how many periods a plants is coded in the ready-mix concrete sector. We do this both for the LBD (concretesic) and the CMF/ASM (concreteind) since the LBD and 4Although



this procedure may seem simple, the LBD has around 10 million observations each year for a twenty year period. Hence, we search through at least 200 million observations to select the panel. On the Census computers this takes about two hours.
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the ASM/CMF often disagree on which sector a plant belongs to for any particular year.5 If these plants are in the ready-mix sector less than half of the time in both the concretesic and concreteind measure, we eliminate them. Table 1.3.3 displays plant counts when I eliminate plants not in the ready-mix industry at least 50% of the time. This should get rid of plants that are incorrectly coded for one or two years but correctly coded most of the time. Second, we can check if ready-mix is a plant’s main output using product trailer data (discussed later), and use this measure to eliminate incorrectly coded plants. Yet, as ? discuss, many plants are multi-product by their very nature and we cannot ever really eliminate this issue. 1.4. Market Definition An important issue in the decision to enter or exit a market is the competitive environment a firm faces, and in particular the number of competitors in the market which erode its profits. I have constructed two market definitions for the ready-mix concrete industry: county markets and isolated town markets. I discuss the construction of these markets and the relative merits of each approach.



1.4.1. County Level The first market definition are county markets: each county in the United States is its own separate market. This approach suffers from several problems. First, counties vary greatly in population. A large county such as Cook County Illinois is split into several different markets, while a smaller rural counties such as Brown County Illinois is a component of 5This



is one of the advantages and drawbacks of having two datasets that track the same individuals. It is possible to get a better grasp on the sources of measurement error. However, it is sometimes disheartening to find that employment measures for the same plant in the same year often differ by more than 10%!
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Year



Birth 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999



Continuer 501 557 327 392 271 313 313 273 328 309 300 390 270 248 194 220 214 133 163 196 195 338 239 320



Death 4,737 N.A. 4,791 5,043 5,093 5,140 5,069 4,875 4,991 4,972 4,988 5,003 4,898 5,016 4,275 4,103 3,882 4,643 3,668 3,952 3,840 3,734 4,768 4,949 4,961



410 445 333 387 360 423 315 295 339 305 404 269 448 304 291 348 270 232 243 230 274 267 234



Table 1.3. Plant Counts for the entire sample



some larger market spanning several counties. Second, borders of most counties in the United States were drawn long before these counties were settled, and hence a county rarely surrounds a single central place (with the exception of particularly rural counties where the county seat is the only agglomeration of any importance). So a county’s main town could easily be located on the border of this county and have its concrete supplied by plants in the adjacent county. Third, some counties in the Western States are quite large (in particular Arizona has only 12 counties versus over 100 for Illinois). With these proviso’s in mind, counties are a useful benchmark as a market definition since the county
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Year 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999



Birth 501 557 327 392 271 313 313 273 328 309 300 390 270 248 194 220 214 133 163 196 195 338 239 320



Continuer 4,737 4,791 5,043 5,093 5,140 5,069 4,875 4,991 4,972 4,988 5,003 4,898 5,016 4,275 4,103 3,882 4,643 3,668 3,952 3,840 3,734 4,768 4,949 4,961



Death N.A. 410 445 333 387 360 423 315 295 339 305 404 269 448 304 291 348 270 232 243 230 274 267 234



Table 1.4. Plant Counts for the for selected sample



geography is consistently coded in Census data and their borders have not changed for the last 50 years (with a handful of exceptions). I want to control for the influence of plants and demand located outside the county. For this reason I have constructed the table of neighboring counties using 3 different definition of a a “neighboring” county: • Adjacent Counties: Counties that border this county (up to 12). • Within 20 miles: Counties whose nearest point is within 20 miles of this county (up to 17).
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Figure 1.3. Counties that surround Cook County, IL are highlighted.



• Within 30 miles: Counties whose nearest point is within 30 miles of this county (up to 24). Figure 1.3 illustrates the search for counties surrounding Dupage County Illinois, with the counties of Kane, Cook and Lake being highlighted. These are constructed to try to control for the influence of out of county plants. In particular we might worry about counties located near very large population centers having unusually large number of plants giving their level of construction activity.
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1.5. Isolated Towns A more natural approach to market definition is to focus on isolated towns. This method was used by Bresnahan, Reiss, Willig, and Stigler (1987) in their pioneering study of entry barriers in isolated retail activities. If anything concrete offers a more compelling basis for market segmentation. Once water is added to cement, hydration occurs, progressively reducing the workability of the concrete mixture. The speed of this reaction is so fast that the concrete mixture must be delivered and set within 90 minutes of first mixing. This creates hard market segmentation, which is alleviated only by adding of certain chemical compounds (known as admixtures) which can moderately increase setting times by about 20%. I choose my markets to be the area around towns in the Continental United States. I get the data on places in the United States from the U.S. Census bureau.6 However, to limit the issue of competitors in other towns affecting the pricing behavior in the central place, I need to find towns that are isolated, i.e. towns for which there is no other place located nearby. First, I need to drop places in my dataset below a certain population threshold. In the Continental U.S. there are many very small towns, such as Western Grove, Arizona which only had 415 inhabitants as of 1990. These small towns are unlikely to support most types of retail activity (such as the operation of a ready-mix concrete plant). Thus small towns should not be considered as potential sources of competition for establishments in larger towns. When I verify that any particular town is isolated, I do not consider any place in the United States with less than either 2000 or 4000 inhabitants in 1990 as potential



6Source:



US Census Gazetteer File for Places, http://www.census.gov/geo/www/gazetteer/gazette.html, accessed March 20, 2006.
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Table 1.5. Number of Cities with no Neighbors in the U.S. No neighboring cities of Number of Cities at least 2000 inhabitants within 20 miles 449 30 miles 194 40 miles 102 neighbor for an isolated towns. To be consistent with this definition of a neighbor, an isolated town must have more than either 2000 or 4000 inhabitants. Otherwise, for a hypothetical area populated with towns with less than 2000 inhabitants, each town in this area would be an isolated town. Second, I need to check if a town is isolated. To do this I have coded a routine in Arcview which counts the number of towns located within a specific distance from the central place. On average, a place in the United States has 30 towns within a 20 mile distance. Thus, if for instance there are no towns located within a 20 mile distance from Tuba City, Arizona (shown in figure 1.4), then I can conclude that Tuba City is an isolated town. A town is isolated if there are no other towns located within 20, 30 or 40 miles away from it. Table 1.5 presents the number of isolated towns in the Continental United States. Several towns are adjacent to each other. Figure 1.5 displays the extreme case of Eidson located on the border between Texas and Mexico, which is composed of 4 different municipalities. An analogy to this situation (while of course not itself an isolated town!) is the Minneapolis-Saint Paul MSA, which is composed of two adjacent cities: Minneapolis and Saint-Paul. If I do not consider Minneapolis and Saint-Paul as a single city then I automatically count this agglomeration as having at least one neighboring town. To eliminate the problem of a single town which is split up into two municipalities, a town
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Figure 1.4. Isolated City Tuba City AZ Table 1.6. Number of Isolated Towns composed of more than a single municipality No cities within 1 mile At least 1 city within 1 mile 374 75 located within 1 mile of the central place is not counted as a neighbor. Table 1.6 shows that about a quarter of isolated towns are in fact composed of more than one municipality. While these screens are somewhat ad hoc, the conceptual basis for them is far cleaner than in Bresnahan and Reiss (1991): concrete deteriorates fairly quickly as it is transported away from the plant. In particular, industry sources see a 60 minute drive as the maximum distance for a load of concrete (the figure of 90 minutes cited by the ASTM corresponds to time from which mixing starts to the time at which the mixture is set). I verify
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Figure 1.5. An Isolated Town composed of several municipalities: Eidson, Texas



Eagle Pass Las Quintas Fronterizas Eidson Road Rosita North



Rosita South



that isolated towns are in fact more than a half an hour away from each other by choosing an arbitrary sample of towns and inserting these into http://www.mapquest.com/ to get the estimated driving time between these two towns. In the vast majority of cases, a distance of 20 miles between two towns generates a driving time of than 45 minutes.



1.5.1. Zip Level However, information about isolated towns does not lead us directly to a market. While occupations such as dentists Bresnahan and Reiss (1991) are found primarily in towns, ready-mix concrete operators frequently tend to locate on a town’s outskirts, frequently outside the municipality proper, which happens to be the geography coded in the CMF. To rectify this problem, I select plants and construction establishments by Zip Code and not place code. The basic criterion for including a zip code in the town/market is: zip code
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must be within 5 miles of town limits. Figure 1.7 and Figure 1.6 show the constrasting cases of Tuba City, Arizona and Burney, California. While Tuba City is compleatly contained by a single zip code, the are 3 different zips codes which are less than 5 miles away of Burney, and many of these zip codes are closer to other cities than to Burney. There are also a few issues with using Zip Codes to define a market. First, Zip Codes are frequently irregular shapes, due to their primary purpose: efficient delivery of mail, following roads and going around rivers. Second, a Zip Codes boundaries occasionally change when the U.S. postal service rearranges its postal delivery scheme (the effect of which can be examined by examining how often a plant changes zip code). On the other hand, Zip codes are typically centered on a single town, and hence form a better fit to the idea of an isolated market than might be expected. To make this data set more useful for research, I also select zip codes within a certain distance of the isolated towns. Zip codes can be used, for instance, to count the number of establishments within 5 miles of the central place, since ready-mix concrete plants frequently locate outside city limits, and thus will not be part of the municipality proper, but will belong to a zip code located within a small distance from the central town. Again, the data on zip codes come from the U.S. Census Bureau. I include all zip codes within 5, 10 and 20 miles of an isolated town. Figure 1.6 shows the selection of all zip codes within 5 miles of Burney California, to give an idea of how the zip code geography matches one’s idea of the “hinterland” that surrounds an isolated town. Table 1.7 shows the codebook for the isolated town dataset.
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Figure 1.6. Zip Codes within 5 miles of Burney, CA Weed Mount Shasta



96065



96013



Burney



96069



Shasta Lake Redding Anderson



Shingletown



Cottonwood Chester



Figure 1.7. Zip Codes within 5 miles of Tuba City, AZ
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Table 1.7. Code Book for Isolated Town Data variable name



areaname Class St Stfips placefip houseunits population pop cl arealand areawater nbr1 nbr20 nbr30 nbr40 autoroute population1 Vacant housing zipcode5mx zipcode10mx zipcode20mx



variable label



Place Name Place Type State State FIPS Place FIPS Number of Housing units in Place in 1990 Population of Place in 2000 Place Population Class Land Area of Place Water Area of Place Cities with more than 2000 inhabitants within 1 mile (including place itself) Cities with more than 2000 inhabitants within 20 miles Cities with more than 2000 inhabitants within 30 miles Cities with more than 2000 inhabitants within 40 miles Highway within 5 miles of place Population in 1990 Number of Vacant Houses Number of Houses Zip Code within 5 miles of place number x Zip Code within 10 miles of place number x Zip Code within 20 miles of place number x
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1.6. Construction Industry Aggregates An important part of this project is the use of demand side variables to predict entry and exit in the ready-mix concrete market. To construct the relevant demand for readymix concrete, all construction establishments within the market are aggregated.



1.6.1. Establishment Selection Construction establishments are extracted from the LBD. Specifically, an establishment is in the construction sector if is coded as SICs 15,16 or 17. We assume that construction establishments are the only type of firm that demands ready-mix concrete which is backed up by data from input-output tables. It is possible to define the geographic area from which we select construct establishments differently from that which we use to select ready-mix concrete plants. Indeed, it is probably the case that construction activities are less segmented that ready-mix concrete delivery, since contractors have the ability to drive for more than an hour to their site. However, since there is no compelling argument for selecting a particular market for construction activity, we will use the same market definitions as for concrete.



1.6.2. Census of Construction Data To supplement data from the LBD, we will use information derived from the Census of Construction Calabria (2000). The Census of Construction is questionnaire sent to a sample of firms every 5 years since 1972. It has fairly detailed data on the activities of construction establishments. Since this data is less than a 10% sample, it is impossible to use the Census of Construction to generate market aggregates, since a large fraction
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of establishments will be missing. However, it is possible to leverage the data in the Census of Construction to assign “concrete intensities” to the 4-digit SIC codes in the Construction sector. Specifically, I run the following procedure: (1) For each construction establishment, compute the fraction of its business related to ready-mix concrete (kind of business code 77–). (2) Regress fraction of work related to concrete on SIC code to get average concrete work by 4 digit SIC sector. (3) Impute concrete work fraction to all construction establishment in the LBD, based on the predictions from the Census of Construction Regression. (4) Form two new variables: employment and payroll weighted by concrete intensity at the establishment level. Unfortunately, it is not clear these measures are effective in predicted the size of the market for ready-mix concrete as opposed to unweighted construction employment and payroll. Indeed, the one subsector of construction which has a relatively high use of concrete (two orders of magnitude higher) is the Concrete Contractor sector (SIC 1771 / NAICS 238990).



1.7. Materials and Products Data While the basic ASM/CMF and LBD files give fairly detailed plant information, for the ready-mix concrete industry there is even more specific data on which inputs are being used and which outputs produced at the plant level.
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NAICS Product Code 32730 00 4 32710 11 3 32710 15 4 32710 17 0 32710 18 8 32710 34 5 32710 51 9 32722 71 2 32410 00 3 32721 00 3 32722 00 1 32723 00 9 32950 11 5 29510 51 8 14420 00 4 14220 00 8 14230 00 7 14290 00 1



Product Description Ready-mixed concrete (32730) Structural Block Lightweight Structural Block Medium weight Structural Block Normal weight Decorative Block Concrete Pavers Concrete Brick Dry-mixed concrete materials Cement, hydraulic Concrete pipe Precast concrete products Prestressed concrete products Lightweight aggregate Asphalt and tar paving mixtures and blocks Sand and gravel Crushed Limestone Crushed Granite Other Stone



Table 1.8. List of Products on Census Questionnaire



1.7.1. Data Sources Appended to the ASM and CMF are product trailers, questionnaires which ask firms to break down which outputs they are producing to the 8 digit product code level. These questionnaires are tailored to the industrial group they are sent to. So for instance, in the ready-mix concrete sector (NAICS 327320), the following products:



As well, firms are encouraged to fill out production of any product not listed above. For inputs into the production process firms a questionnaire known as the material trailer is appended to the CMF (but not the ASM). This questionnaire asks similar questions to firms on their usage of different commodities. For the ready-mix concrete sector the
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NAICS Material Code 14420 00 4 14220 00 8 14230 00 7 14290 00 1 144201 1 142200 5 142300 3 142900 0 140065 4 281001 8 324102 3 320096 1



Material Description Sand and gravel Crushed Limestone Crushed Granite Other Stone Sand and Gravel Crushed Limestone Crushed Granite Other Stone Other non-metallic minerals Ready-mixed concrete chemical processing preparations and materials Portland and blended cements Other stone, clay, glass, and concrete products



Table 1.9. List of Materials on Census Questionnaire



following materials are listed:



As in most production processes, there are far more inputs than outputs, and hence the list of materials used by ready-mix plants not explicitly listed tends to be rather long. Still, in the actual Census data files, the number of products and materials is capped at 25. The material and product trailers are merged with the main plant data set in the following manner: (1) We aggregate the value of all materials and products in the trailers. The 20 most important materials by cost as well as the 10 most important products by revenue are selected from this list. We will only focus on these products, first because they represent over 95% of value for the industry and second to ensure that the number of variables does not explode (there are over 500 different materials used by the plants in the sample).
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(2) Each plant is assigned both value and quantity for each of the 30 selected commodities based on their response in the product and material trailers. (3) For product for which price data is available, price data is constructed by dividing total revenue for this product by total quantity (or volume in the case of readymix). When defined the plants active in the ready-mix concrete industry as those belonging the ready-mix sector we are implicitly making two sets of assumptions. First, we assume that all plants that produce concrete are in the ready-mix concrete sector. However, it is perfectly possible that plants say in the Cement sector might also have a side business producing concrete (especially if their operations are not broken down into separate establishments). To check for this possibility we investigate if producing ready-mix concrete as specified in the product trailer implies that the plant is in the ready-mix sector. This happens to be the case for 83.62% of the plants in our sample. Second, we are assuming the plants in the ready-mix concrete sector only produce concrete. This assumption is crucial for evaluating the impact of competition on the entry and exit of ready-mix plants since if a plant only produces concrete as a sideline to its main business, in particular producing crushed stone, then it may remain in a market based on its primary line of business. To check this problem, in chapter 3 we look at the fraction of ready-mix concrete in a firm’s total sales.



1.7.2. Concrete Production A real problem in defining the sample of firms which belong to the ready-mix concrete sector is the presence of coding errors for the sector variable. One way of getting around
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concreteind concretesic producesconcrete Fraction of time in concrete sector based on CMF/ASM 1 0.558 1 Fraction of time in concrete sector based on LBD Flag for production of concrete in material trailer 0.1966 0.3207 1 Table 1.10. Correlation Matrix of Measures of Belonging to the Ready-Mix Concrete Sector



this is to build our own coding scheme based on data in the product trailer. Specifically a plant is in the concrete sector if 50% or more of its output by value is of product codes 3273—. We find that sector coding correlates very highly with actual production of concrete, but that the LBD data is far less reliable than the CMF/ASM data.



1.7.3. Price Data The Census Bureau does not generally collect price data. This job is left to the Bureau of Economic Analysis and the Bureau of Labor Statistics. However, following (Syverson 2004) we can generate prices using the following equation:



pit (c) =



sit (c) qit (c)



which is just sales of the commodity divided by quantity sold. While these “prices” may be good indicators of price dispersion (the application Syverson considers), they are particular poor measures of actual plant prices, with an interquartile range over 2 log points (the third quartile is 100 times bigger than the first price quartile). This is probably because of how measurement error in the numerator and especially the denominator interact.
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1.7.4. Data Sets Created I created three main datasets in the process of investigating entry and exit in the readymix concrete sector. These dataset can be classified into two categories: plant level data and market level data. • LCD2: The longitudinal concrete dataset includes all the plant-level data from the ASM, LBD and CMF for each year with is available. In addition data on the consumption and production of the 20 most popular inputs and 10 most popular outputs is coded for all plants. • LCD4 : This data is composed of the market level aggregates at the county level combined with construction industry aggregates at the market level. • LCDEXIT: LCD2 stripped of product and material data, but supplemented with county level aggregates such as construction employment and number of competitors.



43



CHAPTER 2



Fixed Effects in a Sunk Cost Bresnahan-Reiss Entry Models 2.1. Introduction Static models, such as those develloped by Bresnahan and Reiss (1991), can be used to investigate the presence of sunk costs in the ready-mix concrete industry. These models does not compute the value function from period profits. Instead, the value function is directly estimated, without reference to what will happen in the future, from the current configuration of firms in a market. This ”‘reduced form”’ model is used to investigate a number of empirical issues, such as different assumptions on the shocks to firms profits. The original Bresnahan and Reiss (1991) model is based on two behavioral assumptions: (1) Firms that Enter make Positive Profits



(2.1)



π(N, Xm ) + εm > 0



(2) If an extra firm entered it would make negative profits:



(2.2)



π(N + 1, Xm ) + εm < 0



where π(N, Xm ) is the oberservable component of profit depending on demand factors Xm and the number of symmettric competitors in a market N , while εm are unobserved components of profitability common to all firms in a market.
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Assume market level shocks εm have a normal distribution with zero mean and unit variance. The probability of observing a market Xm with N plants is the following: Pr(N = n|Xm ) = Φ[−π(n + 1, Xm )] − Φ[−π(n, Xm )]1(n > 0) where Φ(.) is the cumulative distribution function of the standard normal. I parameterize the profit function as π(θ, N, Xm ). Parameters can be estimated via Maximum Likelihood, where the likelihood is the following:



(2.3)



L(θ) =



M Y T Y



t t Pr(Nm = n|Xm , θ)



m=1 t=1



Firms make sunk, unrecoverable investments when they enter a market. The decision of an incumbent firm to remain in a market differs from the decision of an entrant to build a new plant. The next series of models deal with this difference.



2.2. Bresnahan-Reiss Model of Exit The Bresnahan and Reiss (1994) model of exit distinguishes between two types of firms: firms which are already active and firms which are deciding to enter the market. Entrants and incumbents have the same profits, and hence the same continuation values. However, entrants always have lower values than incumbents, since they pay an entry cost that incumbents do not, as is shown by Figure 2.2. This implies that there cannot be simultaneous entry and exit: either firms exit, enter, or nothing happens. This is a feature of all models which do not have firm specific shocks and where firms are symmettric: they cannot rationalize the same type of plant in the same market making different choices. Thus market-years in which there is both entry and exit are dropped. With yearly data
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Exit



Stasis



Entry



π ( Nm , X m ) + εm φ



ψ



Figure 2.1. Entry Threshold ψ and Exit Threshold φ based on static profits. and markets with on average less than 3 incumbents there is very little simultaneous entry and exit, less than 5% of markets need to be dropped. Moreover, including these markets in the data does not significantly change estimated parameters. So the selection caused by this procedure does not seem to be of great import for this data. Three regimes need to be considered: entry, exit and stasis. (1) Net Entry: N t > N t−1 t π(N t , Xm ) + εtm > ψ t π(N t + 1, Xm ) + εtm < ψ



(2) Net Exit: N t < N t−1 t π(N t , Xm ) + εtm > φ t π(N t + 1, Xm ) + εtm < φ



(3) No Net Change: N t = N t−1 t π(N t , Xm ) + εtm > φ t π(N t + 1, Xm ) + εtm < ψ
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where φ is the entry fee that an existing firm pays to enter the market and ψ is the scrappage value of a firm. Entry fees and scrap value are not identified from fixed costs, since it is always possible to increase fixed costs and decrease entry/exit fees by the same amount without changing the likelihood of observing a particular market configuration. Yet, the difference between entry and exit fees is identified and can be compared to other quantities such as the effect of an extra competitor. These equations can be combined into:



(2.4)



t π(N t , Xm ) + εtm > 1(N t > N t−1 )ψ + 1(N t ≤ N t−1 )φ



(2.5)



t π(N t + 1, Xm ) + εtm < 1(N t ≥ N t−1 )ψ + 1(N t < N t−1 )φ



The probability of observing a market Xm with N t plants today and N t−1 plants in the last period is: t t Pr(nt = N t , nt−1 = N t−1 |Xm ) = Φ[−π(nt + 1, Xm ) + 1(nt + 1 ≥ nt−1 )ψ + 1(nt + 1 < nt−1 )φ] t −Φ[−π(nt , Xm ) + 1(nt > nt−1 )ψ + 1(nt ≤ nt−1 )φ]1(nt > 0)



which is used to form a maximum likelihood estimator as in equation (2.7). The assumption that the epsillon’s are serially uncorrelated within markets is heroic. Characteristics of the market that are not observed in the first period, such as a vast road network requiring a large amount of concrete, are the same in each subsequent period. Serial correlation of ε per se only affects standard errors from maximum likelihood.
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Presumably, I could correct these standard errors using a clustering procedure for observations in the same market. However, the pattern of correlation of unobservables can also be used to indentify, and remove, bias from the Bresnahan-Reiss model. In the next section I discuss the impact of unmeasured components of profitability on estimated coefficients.



2.3. Unobserved Profitability The canonical entry model estimates the profit functions for firms in different markets, where I impose the following functional form:



(2.6)



t t πit = Xm β + g(Nm ) + | {z } | {z } Demand



Competition



εtm |{z}



Unobservables



t ) where εtm is a mean-zero stochastic term which is uncorrelated with both demand (Xm t ), and g(.) is decreasing. The assumption that εit is uncorrelated and number of firms (Nm



with regressors is frequently violated in the context of entry models. The econometrician may not observe certain components of profitability, but firms most certainly do. They will react by entering in greater numbers in more profitable markets, leading to a positive correlation between ε and N . Likewise, suppose demand in large markets is qualitatively different than in small markets. For instance, multistory buildings are constructed in greater proportion in large markets relative to small markets, and this type of construction consumes a large amount of concrete. Thus, market size and consumption of concrete are positively correlated.
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Unobserved profitability can be statistically decomposed into its correlated components:



(2.7)



εtm = δ



t Xm |{z}



observed demand



t t + γ Nm + ζm |{z} firms



t where ζm is an uncorrelated, mean zero shock.



If measured and unmeasured demand are positively correlated, say because areas with large numbers of construction workers and projects also have other features which make demand high, then δ > 0. Similarly, if firms react to unmeasured demand shocks by entering, I expect γ > 0. Note that both of these statements refer to the correlation between ε and Xit or Nit , while the values of δ or γ are related to the conditional correlation E(εX|N ) or E(εN |X) for which it is more difficult to make a statement about from intuition. In the case where the conditional correlation has the same sign as the unconditional correlation, I can sign the bias in this model: The Bresnahan-Reiss model can be expressed as the following inequalities:



(2.8)



t t Xm β + εtm > −g(Nm ) t t Xm β + εtm < −g(Nm + 1)



Substituting expression (2.7), these inequalities become: t t t t Xm (β + δ) + ζm > −g(Nm ) − γNm t t t t Xm (β + δ) + ζm < −g(Nm + 1) − γNm
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The estimated demand coefficient (β + δ) will be biased upward. Likewise, since the effect of competition is negative, the competitive effects of entry −[g(N ) + γ] will be biased downwards. If fact, this is what I find in empirical estimates in Table 2.1. When I correct for unobserved components of profitability (using a market fixed effects strategy described in the next section) I find the ratio of the effect of the first competitor versus 1000 construction employees goes from −1.3 without fixed effects (i.e. −0.910/0.706) to −8.2 (i.e. −2.31/0.280) with fixed effects. This indicates that competition plays a much greater role in firm’s profitability than demand compared to what the standard Bresnahan-Reiss would suggest.



2.4. Panel Data Solution The panel structure of data can be used to eliminate bias in entry models. Decomposed the unobserved shocks to profitability into:



t εtm = αm (market effect) + y t (year effect) + υm



a component which remains constant over a market’s life(αm ), a component which represents aggregate shocks common to all markets in a year (y t ) while remaining unobt served profits are grouped into a mean zero shock υm . Estimates remain biased to the t extent that υm is correlated with demand and number of firms:



t ˆ t + γˆ N t + ζˆt υm = δX m m m



This correlation is likely much smaller than before. Ultimately, the most convincing t solution to this problem is to use an instrumental variable strategy. Find a variable zm
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which is uncorrelated with unobserved profitability ε, but correlated with demand and number of plants, such that E[εz] = 0. It is then possible to use GMM to estimate an consistent, if not efficient, model of entry.



2.5. Computational Details Fixed effects are commonly introduced into discrete choice models with conditioning techniques such as Chamberlain (1980)’s fixed effect logit. In the case of the ordered probit model with groups of 20 observations (representing the number of periods observed for each market), conditioning is computationally difficult. Instead, a dummy variable for each market is added to the model, and estimated using maximum likelihood as another demand parameter: (2.9) t t πit (Xm , Nm )



=



M X



t Xm β+



T 5 X X h t t αk 1(k = m)+ y 1(t = h)+ δj 1(Nm > j)+δ6 max(Nm −5, 0)



k=1



h=1



j=1



where αk is the market effect fixed. To estimate parameters, I need to maximize the likelihood over more than 3000 parameters, given the number of markets in the data. Fortunately, the linear objective function of equation (2.9) along with the structure of an ordered probit yields a globally concave likelihood function. This makes this problem computationally feasible since globabally concave function are straighforward to maximize. I calculate the gradient of the likelihood analytically, bypassing the computation of a rather large number of numerical derivatives. Finally, the market level fixed effect parameters are “incidental” in the sense that their values are not of interest, just the effect they have on economically important
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parameters such sunk costs and the effects of competitors. The termination criteria reflects this, requiring only that the likelihood to converge |L(θi ) − L(θi−1 )| < ε rather than the full vector of parameters: kθi − θi−1 k < δ, where i denotes the iteration number. The number of iterations required to compute the solution of the model is reduced from 50 to about 5 without changing the value of economically relevant parameters. On a UNIX server, estimating the fixed effect maximum likelihood parameters takes approximately a day, but this operation would be much faster for a sample of markets. 2.6. Static Entry Estimates Table 2.1 presents estimates for the Bresnahan-Reiss Entry model and Table 2.2 for the Sunk-Cost Bresnahan-Reiss Estimator. Note that the coefficient on demand is more than halved and the coefficient on number of competitors becomes twice as negative when fixed effects are added to the model.
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S.E No Effect S.E. Demand Variables in Thousands County Fixed Effect County Construction Employment 0.280 (0.045) 0.706 (0.018) County Construction Payroll -0.003 (0.001) -0.008 (0.001) Concrete Intensity adjusted Construction Employment -0.672 (0.316) -0.230 (0.209) Concrete Intensity adjusted Construction Payroll 0.027 (0.012) 0.008 (0.008) Adjacent County Construction Employment -0.028 (0.009) 0.002 (0.002) Within 10 miles Construction Employment -0.003 (0.011) 0.010 (0.002) Within 20 miles County Construction Employment 0.025 (0.006) 0.004 (0.001) Adjacent County Construction Payroll 0.000 (0.000) 0.000 (0.000) Within 10 miles County Construction Payroll 0.000 (0.000) 0.000 (0.000) Within 20 miles County Construction Employment 0.000 (0.000) 0.000 (0.000) Year Effects Yes Yes Competitive Variables 1 competitior 2 competitors 3 competitiors 4 competitors 5 competitiors 6 competitors More than 6 competitors



-2.339 -1.452 -1.109 -0.891 -0.797 -0.617 -0.696



Log Likelihood Wald Number of Observations



-13575 13021 18025



(0.030) (0.023) (0.026) (0.031) (0.036) (0.039) (0.029)



-0.910 -0.700 -0.560 -0.700 -0.560 -0.472 -0.560



(0.011) (0.011) (0.014) (0.011) (0.014) (0.017) (0.014)



-25536 6678 18025



Table 2.1. Bresnahan-Reiss Estimates with and without county fixed effects
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S.E No Effect S.E. Demand Variables in Thousands County Fixed Effect County Construction Employment 0.142 (0.057) 0.520 (0.022) County Construction Payroll -0.001 (0.001) -0.005 (0.001) Concrete Intensity adjusted Construction Employment -0.385 (0.444) -0.184 (0.278) Concrete Intensity adjusted Construction Payroll 0.021 (0.017) 0.012 (0.011) Adjacent County Construction Employment -0.012 (0.013) 0.005 (0.002) Within 10 miles Construction Employment -0.035 (0.016) 0.012 (0.003) Within 20 miles County Construction Employment 0.031 (0.009) -0.002 (0.001) Adjacent County Construction Payroll 0.000 (0.000) 0.000 (0.000) Within 10 miles County Construction Payroll -0.001 (0.000) 0.000 (0.000) Within 20 miles County Construction Payroll 0.000 (0.000) 0.000 (0.000) Year Effects Yes Yes Competitive Variables 1 competitior 2 competitors 3 competitiors 4 competitors 5 competitiors 6 competitors More than 6 competitors Exit Threshold Entry Threshold Log Likelihood Wald Number of Observations



-2.195 -1.671 -1.258 -1.048 -0.898 -0.745 -0.897



(0.054) (0.045) (0.046) (0.052) (0.058) (0.061) (0.040)



1.364 (0.317) 4.743 (0.319) -5021 5261.9 18025



-0.645 -0.683 -0.554 -0.458 -0.419 -0.395 -0.471



(0.020) (0.021) (0.023) (0.025) (0.029) (0.034) (0.022)



-1.555 (0.058) 1.665 (0.058) -9154 2598 18025



Table 2.2. Standard and Fixed Effect Sunk Cost Bresnahan-Reiss Estimates for County Markets
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Variable County Employment Construction Payroll Concrete Intensity adjusted



Geography County Adjacent County Within 10 miles Within 20 miles County



Definition Number of construction establishment employees in the county. Payroll at construction establishments in the county. Construction establishments weighted by fraction of their 4-digit SIC code’s output coded as concrete work in the Census of Construction.



The county. Set of counties which share a border with the county. Set of counties within 10 miles of the county. Set of counties within 20 miles of the county.



Table 2.3. Variable Definitions for Demand Measures
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10000 Inhabitants Interstate 10 000 Vacant Housing units 10 000 Housing Units



I 0.076 (0.016) -0.236 (0.114) -0.015 (0.026) 0.000 (0.000)



II 0.048 (0.028) -0.239 (0.114) -0.057 (0.044) 0.078 (0.066)



III 0.000 (0.000) -0.240 (0.115) -0.083 (0.037) 0.103 (0.043) 0.253246 (0.081) 0.007436 (0.056)



-1.098 (0.070) -0.788 (0.069) -0.652 (0.093) -0.269 (0.087) -0.253 (0.067)



-1.100 (0.070) -0.789 (0.069) -0.656 (0.093) -0.270 (0.087) -0.254 (0.067)



-1.112 (0.071) -0.797 (0.069) -0.659 (0.093) -0.270 (0.087) -0.250 (0.066)



0.559 (0.092)



0.550 (0.094)



-1.923 (0.791)



Log population Log land area



1 Competitor 2 Competitor 3 Competitor 4 Competitors 5 Competitors



Fixed Costs



Observations 449 449 449 Log-Likelihood -653.708 -652.725 -649.357 Table 2.4. Bresnahan-Reiss Estimates with isolated town market definition.
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CHAPTER 3



Plant Turnover and Demand Fluctuations in the Ready-Mix Concrete Industry 3.1. Introduction Many industries face considerable uncertainty about future demand for their products, perhaps most universally because of aggregate fluctuations in economic activity due to the business cycle. These fluctuations are costly, since firms change their production process to suit the current level of demand, hiring and firing workers, purchasing and scraping machinery, opening and shutting down plants. In this paper, I focus on a single industry, ready-mix concrete, and a specific type of adjustment central to industrial economics, plant entry and exit, to evaluate the cost of demand fluctuations. As Lucas (2003) points out, is not clear that the business cycle is particularly costly for consumers. Under a set of conventional assumptions, consumers are willing to pay remarkably little to fully insure themselves against aggregate fluctuations. This is a challenge to the relevance of macroeconomic policy. One response is to focus instead on industry. In particular an entire literature entitled ”lumps and bumps” studies the impact of costly capital adjustment on the response of industry to business cycle fluctuations, most prominently in the work of Caballero and Engel (1999). The ready-mix concrete industry is unusually well suited to study the impact of fluctuations in demand on entry and exit. The concrete industry witnesses large changes
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Cement Consumption and Construction Employment 1976-1999 Cement Consumption (left) Construction Payroll (right)
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Figure 3.1. Cement consumption (used in fixed proportion to concrete) and construction sector salaries are very procyclical and volatile.



in output from year to year (as illustrated by Figure 3.1), which are of great concern to ready-mix producers. These fluctuations are caused in part by the effect of changes in interest rates on new construction activity, and variation in government spending on highways and buildings. Moreover, there is substantial regional and local variation in construction activity, that affects ready-mix plants within only a limited area due to high transportation costs. Indeed, wet concrete cannot travel for much more than an hour before it hardens in the barrel of a truck.
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There is considerable plant turnover in the ready-mix concrete industry. In a five year period more than 30% of plants will shut down and 30% of plants will be born. Moreover, entry and exit are responsible for 15% of jobs created and destroyed. Would dampening fluctuations in demand for concrete from the construction sector reduce job and plant turnover? What is the cost to society of this turnover? Moreover, is industry composition substantially altered by these demand fluctuations? I answer these questions with longitudinal data provided by the Center for Economic Studies at the Census Bureau, on the life histories of over 15 000 ready-mix concrete plants in United States from 1963 to 2000. These data provided detailed information on the inputs and outputs of plants as well as on entry and exit. I estimate a model of dynamic competition in concentrated markets using the Nested Pseudo-Likelihood algorithm (NPL) developed by Aguirregabiria and Mira (2006), that identifies’ the parameters of the dynamic game firms play from their equilibrium strategies. Moreover, I incorporate market level fixed effects into this model to control for persistent, but unobserved, differences between markets. I cannot, however, use a static model of entry and exit, such as the models of Bresnahan and Reiss (1994), since these are incapable of performing the counterfactual: a permanent change in the volatility of demand. Instead, a fully dynamic, multi-agent, model is required. I find that a ready-mix concrete plant entails substantial sunk costs. My estimates indicate that a potential entrant is indifferent between a permanent monopoly market and a permanent duopoly market where she would not have to pay sunk costs. The econometric model is used to simulate the effect of eliminating yearly changes in demand at the county level. I find that plant turnover would be only 3% lower in a
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world without demand fluctuations. This number is quite small, implying that 20 million dollars a year is lost due to unnecessary plant shut down and opening. Because of large sunk costs, plants are unlikely to exit during a temporary lull in demand. Sunk costs slow the reaction of firms to short-run fluctuations in demand, since it is costly to build new plants or to shut down old ones. Thus, high entry and exit rates in ready-mix concrete must stem from idiosyncratic shocks to firm profits, caused by a myriad of factors such as mergers and productivity. However, focusing on industry turnover misses the impact of demand fluctuations on industry composition. Demand uncertainty blunts firms incentives to invest. Eliminating fluctuations increases the number of large plants (above 15 employees) in the industry by more than 50%. Firms are more likely to build larger, potentially more productive plants, if they can be assured that there will be continuing demand for their products. In section 3.2, I discuss the source of sunk costs for the Ready-Mix Plants, and the role of spatial differentiation in the industry. Section 3.3 describes how I construct the data. In section 3.4, I present a dynamic model of competition, and I describe estimation in section 3.5. Finally, in section 3.6 I discuss steady-state industry dynamics predicted by the model for a world with demand fluctuations and one where they have been removed. Some supplementary Tables and Figures are collected in section 3.8, while the nitty-gritty details of computation are relegated to section 3.9.



3.2. The Ready-Mix Concrete Industry Concrete is a mixture of three basic ingredients: sand, gravel (crushed stone) and cement, as well as chemical compounds known as admixtures. Combining this mixture
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with water causes the cement to undergo an exothermic chemical reaction called hydration, turning cement into a hard paste that binds the sand and gravel together. I focus on readymix concrete: concrete which is mixed with water at a plant and transported directly to a construction site. There are of course other types of concrete, such as bag concrete produced in small batches at a construction site, or pre-cast concrete products, such as septic tanks and pipes. These concrete products are neither substitutes for readymix concrete, nor are they produced at ready-mix plants. Ready-Mix is a perishable product that needs to be delivered within an hour and a half before it becomes too stiff to be workable.1 Concrete is also very cheap for its weight. One producer describes the economics of transportation costs in the ready-mix industry as follows: A truckload of concrete contains about 7 cubic yards of concrete. A cubic yard of concrete weights about 4000 pounds and will cost you around $60 delivered to your door. That’s 1.5 cents a pound. If you go to your local hardware store, you get a bag of manure weighing 10 pounds for $5. That means that concrete is cheaper than shit.2 A ready-mix truck typically drives 20 minutes to deliver a load.3 Thus, concrete’s most salient feature from an economic perspective is that markets are geographically segmented. Figure 3.2 shows the dispersion of ready-mix producers in the Midwest, with



1“ASTM



C 94 also requires that concrete be delivered and discharged within 1 1/2 hours or before the drum has revolved 300 times after introduction of water to the cement and aggregates” p.96 in Kosmatka, Kerkhoff, and Panarese (2002). 2Telephone interview, January 2005. 3The driving time of twenty minutes is based on a dozen interviews conducted with Illinois ready-mix concrete producers. Thanks to Dick Plimpton at the Illinois Ready-Mix Concrete Association for providing IRMCA’s membership directory.
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Figure 3.2. Dispersion of Ready-Mix Plant Locations in the Midwest by zip code. Data taken from the Zip Business Patterns publicly available set at http://www.census.gov/epcd/www/zbp base.html.



an handful of incumbents in each area. In my empirical work I treat each county as a separate market, one that evolves independently from the rest of the industry.
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Number of Concrete Plants Number of Counties/Years Percent 0 22,502 30% 1 23,276 31% 2 12,688 17% 6,373 9% 3 4 3,256 4% 1,966 3% 5 6 1,172 2% More than 6 3,205 4% Total 74,438



Table 3.1. Most counties in the United States are served by less than 6 ready-mix concrete plants. Table 3.1 shows that the vast majority of counties in the United States have fewer than 6 ready-mix plants, reflecting a locally oligopolistic market structure. At the same time, because even the most isolated rural areas has demand for ready-mix concrete, most counties are served by at least one ready-mix producer.4 Ready-Mix concrete is essentially a homogenous good. While it is possible to produce several hundred types of Ready-Mix concrete, these mixtures basically use the same ingredients and machinery. Because of aggressive antitrust policy on the part of the Department of Justice, the typical ready-mix producer is a single plant operator.5 Indeed, Syverson (2004) reports that 3749 firms controlled the 5319 ready-mixed plants operating in 1987. Thus I will assume that each firm owns a single ready-mix concrete plant, making plant and firm interchangeable. Opening a concrete plant is an expensive investment. In interviews, managers of readymix plants estimate the cost of a new plant costs at between 3 and 4 million dollars, while 4Isolated



towns have also been used as a market definition, in the manner of Bresnahan and Reiss (1991). Parameter estimates for a static entry model using isolated markets are similar to those using county markets. See chapter 3 for more detail. 5The history of the Department of Justice’s policy towards mergers in the ready-mix concrete industry is documented in McBride (1983).
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Table 3.18 in section 3.8 shows that continuing plants in 1997 had on average 2 millions dollars in capital assets. There are few expenses involved in shutting down a ready-mix plant. Trucks can be sold on a competitive used vehicle market, and land can be sold for other uses. The plant itself is a total loss. At best it can be resold for scrap metal, but many ready-mix plants are left on site because the cost of dismantling them outweighs the benefits. An evocative illustration of capital’s sunkness is Ramey and Shapiro (2001) study of the resale of capital assets at several aerospace plants. Used capital sells for a fraction of its new value, even after accounting for depreciation. I provide evidence of sunk costs in the ready-mix industry at the plant level, including factors difficult to quantify, such as long term relationships with clients and creditors. Intangible capital assets may account for a large fraction of sunk costs. For instance, ready-mix operators sell about half of their production with a six month grace period for repayment. Accounts receivable have a value equivalent to half of a plant’s physical capital assets. It will be more difficult to collect these accounts if the firm cannot punish non-payment by cutting off future deliveries of concrete. Concrete is consumed by the construction sector6. Table 3.15 in section 3.8 shows that the bulk of concrete purchases are made by the construction sector, to build apartments, houses, roads and sidewalks. I use employment in the construction sector as my demand measure.7 Demand for ready-mix concrete is inelastic since it is a small part of construction costs. Indeed, Table 3.15 shows that concrete costs do not exceed 10% of material 6For



more detail, see the discussion in chapter 1.



7I have selected construction employment as my demand measure,



out of a panoply of measures of concrete demand such as: interest rates, construction payroll, employement in the concrete contractor sector, area. I have used the static entry models of Bresnahan and Reiss (1994) presented in chapter 2 to select the measure of demand which accounts for most of the differences between markets.
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costs for any construction sector. So it is unlikely that the ready-mix market substantially affects the volume of construction activity. In addition Government purchases about half of U.S. concrete, primarily for road construction.8 Fluctuations in Government purchases of concrete are mainly due to the discretionary nature of highway spending in state and federal budgets. Government purchases are procyclical, and a major source of uncertainty for ready-mix producers.9 Ready-mix concrete has been studied extensively by Syverson (2004), who provides evidence of productivity dispersion across plants. This productivity dispersion is evidence of large differences between plants which are not eliminated by competitive pressures. I provide an explanation for why the competitive adjustment process is not instantaneous. 3.3. Data Data on Ready-Mix Concrete plants is drawn from three different data sets provided by the Center for Economics Studies at the United States Census Bureau. The first is the Census of Manufacturing (henceforth CMF), a complete census of manufacturing plants, every five years from 1963 through 1997. The second is the Annual Survey of Manufacturers (henceforth ASM) sent to a sample of manufacturing plants (about a third for ready-mix) every non-Census year since 1973. Both the ASM and the CMF involve questionnaires that collect detailed information on a plant’s inputs and outputs. The third data set is the Longitudinal Business Database (henceforth LBD) compiled from data used by the Internal Revenue Service to maintain business tax records. The LBD covers all private employers on a yearly basis since 1976. The LBD only contains employment and 8According



to the Kosmatka, Kerkhoff, and Panarese (2002) p.9, Government accounts for 48% of cement consumption, with road construction alone responsible for 32% of total consumption. 9Conversation with Edward Sullivan, chief economist at the Portland Cement Association, May 2005.
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salary data, along with sectoral coding and certain types of business organization data such as firm identification. Construction data is obtained by selecting all establishments from the LBD in the construction sector (SIC 15-16-17) and aggregating them to the county level.



3.3.1. Industry Selection Production of ready-mix concrete for delivery predominantly takes place at establishments in the ready-mix sector. Hence, establishments in the ready-mix sector are chosen, corresponding to either NAICS (North American Industrial Classification) code 327300 or SIC (Standard Industrial Classification) code 3273, a sector whose definition has not changed since 1963. The criterion for being included in the sample is: an establishment that has been in the Ready-Mix Sector (NAICS 327300 or SIC 3273) at any point of its life, in any of the 3 data sources (LBD,ASM,CMF). To create my sample, plants need to be linked across time, since plants can switch sectors at some point in their lives.



3.3.2. Longitudinal Linkages To construct longitudinal linkages, I use three different identifiers: Permanent Plant Numbers (PPN), Census File Numbers (CFN) and Longitudinal Business Database Numbers (LBDNUM). Census File Numbers (CFN) are the basic identification scheme used by Census for its establishment data. A plant’s CFN may change for many reasons, including a change of ownership, and hence they are not well suited as a longitudinal identifier. Permanent
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Plant Numbers (PPN) is the Census Bureau’s first attempt at a longitudinal identifier, as they are assigned to a plant for its entire life-span. These tend to be reliable, but are only available in the CMF and ASM. Moreover, PPNs are missing for a large fraction of observations, leading to the incorrect conclusion that many plants have dropped out of the industry. The third identification scheme is the Longitudinal Business Database Number, as developed by Jarmin and Miranda (2002). This identifier is constructed from CFN, employer ID and name and address matches of all plant in the LBD. Since the LBD is the basis for mailing Census questionnaires to establishments, virtually all plants present in the ASM/CMF are also in the LBD (starting in 1976), allowing a uniform basis for longitudinal matching. I use LBDNUM as my basic longitudinal identifier, which I supplement with PPN and CFN linkages when the LBDNUM is missing, in particular for the period before 1976 for which there are no LBDNUMs. To identify plant entry and exit, I use Jarmin and Miranda (2002)’s plant birth and death measures. Jarmin and Miranda identify entry and exit based on the presence of a plant in the I.R.S.’s tax records. They take special care to flag cases where plants simply change owners or name by matching the address of plants across time. The measurement of turnover is problematic, since firms do not themselves report that they are exiting or that they have just entered. Instead, entry and exit data must be constructed from the presence and absence of plants in the data over time. Specifically entry and exit are defined as: A plant has entered at time t if it is not in the LBD before time t, but it is present at time t. A plant has exited at time t if it is not in the LBD after time t, but it is present at time t. Proper longitudinal matches are important for constructing turnover statistics, since
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measurement error tends to break longitudinal linkages, creating artificial entry and exit. Improper matching raises the implied turnover rate above its true value. Each year, about 40 plants are temporarily shut down. Jarmin and Miranda observe this phenomena as firms moving from the population of employers into the population of the self-employed. I do not treat temporary shutdown as exit, since the cost of reactivating a plant is far smaller than building one from scratch.10 However, if a plant is inactive for more than 2 years, then the IRS will reassign a tax code to this establishment, breaking longitudinal linkages, creating an exit and the potential for a future entry event.11



3.3.3. Panel I select all plants that belonged to the ready-mix sector at some point in their lives. The entire history of a plant’s sectoral coding must be investigated, since the plant can enter and exit the ready-mix sector many times. For instance, many ready-mix concrete plants are located next to gravel pits, to lower their material costs. If a plant’s concrete operations are not separated from gravel mining when reporting to Census, then the plant can be classified as a gravel pit (NAICS 212321) or a ready-mix plant. This classification can change from year to year, and differ between data collected by the IRS (LBD) versus data collected by Census (ASM/CMF). Treating these sector switches as exits would confuse shutting down a plant and a change in its product mix. I assume a plant is 10In



empirical work with multiple plant states, temporary inactive plants have been found to be more similar to plants with less than 15 employees than to potential entrants. A potential entrant has a very low probability of entering, while the probability of observing a temporarily inactive plant reentering is at least 80%. 11I can construct an upper bound on the number of plant births that are in fact old plants being reactivated. If two plants enter in the same 9 digit zip code (an area smaller than a city block) at different dates, assume the latter birth is a reactivation. Under this assumption, less than 1% of births are reactivated plants.
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either in the ready-mix concrete sector for its entire life, or not. I select plants using the following algorithm:



(1) Select all CFN’s, PPN and LBDNUM’s which are in NAICS 327300 or SIC 32730. Call this file the master index file. (2) Add all plants that have the same CFN, PPN or LBDNUM as a plant in the master index file. Add these to the new master index file. Measurement error in any year that incorrectly labels a plant as part of the readymix concrete sector introduces this plant into the sample for its entire life. In particular, sectoral coding data from the LBD is of poorer quality than sector data from the CMF/ASM.12 These coding errors introduce large manufacturers, typically of cement, with different internal organization and markets than concrete producers, into the readymix sample. I delete plants from the sample based on how many years they are coded in the ready-mix concrete sector. If a plant is only in the ready-mix sector for one year out of twenty, it is safe to conclude that a coding error led to its inclusion into ready-mix. If a plant is in the ready-mix sector less than half of the time, for either the LBD or the ASM/CMF, then it is eliminated. This rids the sample of plants that are incorrectly coded for one or two years but correctly coded most of the time. Table 3.2 offers confirmation, since ready-mix concrete represents 95% of output for plants in my sample. Moreover, when I collect all plants that produce ready-mix concrete, based on their response to the product trailer of the Census of Manufacturing (which collects detailed information on the output of plants), I find that 94% percent of ready-mix concrete is produced by 12



For instance, several cement plants are coded in the ready-mix sector in the LBD, that are much larger than any ready-mix concrete plant.
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Fraction of output in value Product Ready-Mix Concrete 95% Unknown 4% Construction sand and gravel 2% 1% Precast Concrete Products Asphalt Paving Mixtures and Blocks 1% Table 3.2. Plants in sample tend to produce concrete exclusively



plants in my sample versus only 6% produced by plants outside the sample. Hence, the assumption that ready-mix plants do not switch sectors and only produce ready-mix does little violence to the data. Table 3.3 shows that over the sample period there are about 350 plants births and 350 plants deaths each year compared to 5000 continuers. Turnover rates and the total number of plants in the industry are fairly stable over the last 30 years. Indeed, Figure 3.3.3 shows annual entry and exit rates hovering around 6% for the period 1976 to 1999, which similar to previous work on the manufacturing sector such as Dunne, Roberts, and Samuelson (1988), with net entry during the booms of the late 1980’s and late 1990’s, and net exit otherwise. Table 3.16 and Table 3.18 in section 3.8 display characteristics of ready-mix concrete plants: they employ 26 workers on average, and each sold about 3.2 million dollars of concrete in 1997, split evenly between material costs and value added. However, these averages mask substantial differences between plants. Most notably plant size is heavily skewed, with few large plants and many small ones, indicated by the fact that more than 5% of plants have 1 employee, while less than 5% of plants have more than 82 employees. Moreover, Table 3.18 shows continuing firms are twice as large as either entrants(births) or exitors(deaths), measured by capitalization, salaries or shipments. I aggregate plant
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Year Birth Continuer Death 1976 501 4,737 N.A. 1977 557 4,791 410 1978 327 5,043 445 392 5,093 333 1979 1980 271 5,140 387 313 5,069 360 1981 1982 313 4,875 423 1983 273 4,991 315 1984 328 4,972 295 309 4,988 339 1985 1986 300 5,003 305 1987 390 4,898 404 1988 270 5,016 269 1989 248 4,275 448 1990 194 4,103 304 1991 220 3,882 291 1992 214 4,643 348 1993 133 3,668 270 1994 163 3,952 232 1995 196 3,840 243 1996 195 3,734 230 1997 338 4,768 274 1998 239 4,949 267 320 4,961 234 1999



Table 3.3. The number of Births, Deaths and Continuers is fairly stable over the last 25 years



data by county to form market level data, for which Table 3.17 in section 3.8 presents summary statistics. Notice that the average number of plants per county is fairly small, equal to 1.86, while the 95th percentile of firms per county is only 6. Hence most ready-mix concrete markets are local oligopolies.
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Figure 3.3. Net Entry is sensitive to the business cycle. 3.4. Model I use the theoretical framework for dynamic oligopoly developed by Ericson and Pakes (1995). Applying this framework to data has proven difficult due to the complexity of computing a solution to the dynamic game, which requires at a minimum several minutes of computer time. One approach, pioneered by Bresnahan and Reiss (1994), is to directly estimate a firm’s value function based on the current configuration of plants in the market, without reference to what will happen in the future. This reduced form approach allows for a simple estimation strategy akin to an ordered probit, but limits the counterfactual experiments that can be performed. Alternatively, Hotz and Miller (1993) and Hotz, Miller, Sanders, and Smith (1994) bypass the computation of equilibrium strategies (the approach followed in Rust (1987)’s study of a single agent dynamic optimization problem) by estimating strategies directly from the choices that firms make. Strategies of rival
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firms are substituted into the value function of the firm, collapsing the problem into a single-agent problem. This solution only requires that firms play best-responses to their perception of the strategies employed by their rivals, a much weaker assumption than the requirement that firms play equilibrium strategies. The Hotz and Miller approach has been adapted by several recent papers in Industrial Organization such as Bajari, Benkard, and Levin (2006), Pakes, Berry, and Ostrovsky (2006), Pesendorfer and SchmidtDengler (2003), Ryan (2006) and ?. I employ a refinement of this approach proposed by Aguirregabiria and Mira (2006) (henceforth AM). They start with an initial guess at the strategies employed by firms recovered from the data, and produce an estimate of the parameter value of the firm’s payoff functions and the transition probabilities of this system given this guess. Conditioning on the estimated value of the parameters, the initial guess is updated by requiring that all firms play best responses. This procedure is repeated until the strategies used by firms converge, implying that these best responses are in fact equilibrium strategies given estimated parameters. While Aguirregabiria and Mira impose more assumptions than Hotz and Miller, AM delivers more precise parameter estimates in small samples. The first step of the AM technique yields the Hotz and Miller estimates, and thus this algorithm encompasses Hotz and Miller. I add the assumption of exchangeability to the AM model in order to shrink the size of the state space, and thus incorporate more detailed firm characteristics. I also incorporate techniques that allow for persistent unobserved heterogeneity between markets.



Each market has N firms competing repeatedly, indexed as i ∈ I = {1, 2 , ..., N }, and N is set to 6 in my empirical work. I have chosen a maximum of 6 plants per market,
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since it allows me to pick up most counties in the U.S. (note that 6 plants is the 95th percentile of the number of plants in a county in Table 3.17), and keeps the size of the state space manageable. A county with more than 6 active plants at some point its history is dropped from the sample, since the model does not allow firms to envisage an environment with more than 5 competitors. To allay the potential for selection bias this procedure entails, counties with more than 3000 construction employees at any point between 1976 and 1999 are also dropped. A market with 6 players appears to yield fairly competitive outcomes. The effect of the fifth additional competitor on prices is fairly small, as shown by the relationship between median price and the number of plants in a county presented in Figure 3.4.



13



At any moment, some firms may be active and others



not. Since the vast majority of plants are owned by single plant firms, I assume that a firm can operate at most one ready-mix concrete plant. Firm i can be described by a firm specific state sti ∈ Si that can be decomposed into states which are observed by the researcher, xti , such as firm activity or age, and states which are unobserved to the researcher, εti , such as the managerial ability of the plant owner, or the competence of ready-mix truck drivers. In the next section, I will assume that these εti ’s are independent shocks to the profitability of different actions and that a firm’s observed state xti is either operating a plant or being out of the market. Assume that the set of observed firm states is finite, so that xti ∈ Xi = {1, 2, ..., #Xi } . For now, this is not an assumption, since any information lost when the data is discretized ends up in the unobserved state εti . The firm’s state is the composition of observed and unobserved states: sti = {xti, εti }. Firms 13These



prices have been constructed using sales of concrete divided by volume of concrete, following Syverson (2004) procedure which removes hot and cold deck imputes by dropping all price pairs which are exactly the same.
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Median Price of a cubic yard of concrete in 1963 dollars
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Figure 3.4. Prices Decline Dramatically with the addition of the first competitors, and little afterwards. Bars represent 95% confidence interval on median price. I report the complete median regression in Table 3.19 in section 3.8. also react to market-level demand, M t , which is assumed to be observable and equals one of a finite number of possible values. I use the number of construction workers in the county as my demand measure. Demand evolves following a Markov Process of the first order (an assumption made for computational convenience, which can easily be relaxed), with transition probabilities given by D(M t+1 |M t ).14 Demand is placed into 10 discrete bins Bi = [bi , bi+1 ), where the bi ’s are chosen so that each bin contains the same number of demand observations. Making the model more realistic by increasing the number of bins above 10 has little effect on estimated coefficients, but lenghens computation time significantly. The level of demand within each bin is set to the mean demand for 14Table



3.20 in section 3.8 shows regressions of current demand on its lagged values, which support a higher order Markov process, most likely because of mean reversion in construction employment to some long term trend.
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observations in this bin, i.e. M ean(i) =



P P



L l=1 Ml 1(Ml ∈Bi ) L l=1 1(Ml ∈Bi )



, where L indexes observations in



the data, and the D matrix is estimated using a bin estimator: P ˆ D[i|j] =



(l,t)



1(Mlt+1 ∈ Bi , Mlt ∈ Bj ) P t (l,t) 1(Ml ∈ Bj )



I also estimate the model where demand is assumed to follow a second-order Markov process, in which demand in the next period depends both demand today and demand a year ago. To estimate this second-order process I use the same non-parametric estimator as before but with a slight twist. Certain demand states are reached very infrequently, such as having very high demand today (M t = 9) and very low demand in last period (M t = 1), and thus there may be no observations in the (M t = 9, M t−1 = 1) bin. To get around this problem I assume that if I have little information on a particular demand state then the probability of observing M t+1 conditional on (M t , M t−1 ) is the same as the probability of observing M t+1 conditional on M t . This give the following estimator for the second-order Markov demand process: P ˆ D[i|j, k] =



(l,t)



ˆ 1(Mlt+1 ∈ Bi , Mlt ∈ Bj , Mlt−1 ∈ Bk ) + Ns D[i|j] P t−1 t ∈ Bk )) + Ns (l,t) 1(Ml ∈ Bj , Ml



I use a parameter Ns , set to 9 for estimates in this paper, which can be interpreted at the number of observations coming from the M t+1 |M t process.



What about



The state of a market is the composition of firm-specific states, sti , for all firms, creasing and the state of demand; st = {st1 , st2 , ..., stN , M t }, which can be decomposed into the size,



ma



decrea



observed market state, xt = {xt1 , xt2 , ..., xtN , M t } and the unoberserved market state, εt = market size? {εt1 , εt2 , ..., εtN }.
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In each period, t, firms simultaneously choose actions, ati ∈ Ai for i = 1, ..., N . In an entry/exit model, a firm’s action is its decision to operate a plant in the next period, so that its action space is Ai = {in,out}. In contrast to Ericson and Pakes (1995), where the result of a firm’s action is stochastic, I assume that I perfectly observe a firm’s action. Specifically, each firm’s action in period t, ati , is the firm’s observed state in the next period: ati = xt+1 i . Hence each’s firm’s state is either operating a plant, or not. An action profile, at , is the composition of actions for all firms in the market at = {at1 , at2 , ..., atN }. Each firm has a state xti based on being in or out of the market. Each player takes an 15 t for player i in market An observation yim action ati defined as next periods state xt+1 i .



m at time t is a vector composed of the action atim taken by the firm and the state of the market from this firm’s perspective:



t t yim = (atim , xtim , {xtkm }k6=i , Mm )



Note that each market has 6 firms making a choice every period. Hence, the number of observations is greater than the number of firms in the industry, due to the contribution of potential entrants that choose to remain out of the market. A firm’s per period reward function is r(st ) which depends the state of the market. The firm also pays transition costs, τ (ati , sti ) when ati 6= sti . For instance, if a firm enters the market it pays an entry fee of τ (1, 0). Note that neither r nor τ are firm-specific, which by itself is not a restriction, since the state, xti , could contain an indicator for the firm’s identity. The reward function has parameters, θ, which will be recovered from the data. 15To



eliminate incorrect exits, plants that are active today but inactive tomorrow are only counted as exiting if they are also flagged as a Jarmin and Miranda death. Likewise, to obtain the correct entry rate, plants that are inactive yesterday but active today are dropped unless they have been flagged as Jarmin and Miranda births.
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With slight abuse of notation, denote the parameterized rewards and transition costs as r(st |θ) and τ (sti , ati |θ). Without loss of generality, I can rewrite the reward and transition cost functions as additively separable in observed state xt and unobserved states εt : r(st |θ) + τ (sti , ati |θ) ≡ r(xt |θ) + τ (xti , ati |θ) + ζ(εt , xt , at , θ)



(3.1)



In my empirical work I use a simple Bresnahan and Reiss (1991) style reduced-form for the reward function, endowed with parameters θ. It is easily interpreted and separable in dynamic parameters, an assumption I discuss in more detail in section 3.4.3.2. Specifically, the entry/exit model, in which ati = 1 corresponds to activity and ati = 0 to inactivity, has the reward function: 







" #  X   t+1 t  r(ati , xt |θ) = ati  θ + θ M + θ g a 1 2 3 −i   |{z} | {z } Fixed Cost Demand  −i {z } |



(3.2)



Competition



where g(·) is a non-parametric function of the number of competitors in a market. Transition costs are: τ (ati , xti |θ) = θ4 1(xti = 0, ati = 1) | {z }



(3.3)



Sunk Costs



where θ4 is the sunk cost of entry. An alternate specification for the per-period profit function follows from the discussion on identification of entry models presented in Berry and Tamer (2006): (1) Demand increases the number of customers in the market. These customers will be shared evenly between firms.
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Firms simultaneously choose actions a t i Firms observe x t −1 , and ε t i



Firms receive period rewards r ( s t ) + τ ( a t i , s t i )



Demand evolves to M t



Figure 3.5. Timing of the game in period t. (2) Competition decreases the margin per customer arriving to each firm. (3) Fixed Costs are unaffected by either demand or the number of customers. These exclusion restrictions give rise to the following form for period profits:



π=



f (M ) | {z }



Number of Customers



z }| { g(N ) Margin per customer



+ |{z} c



Fixed Cost



Thus I assume the following functional form for the period reward function16: 



 (3.4)



r(ati , xt |θ)



=



ati



" #  X   t+1 t   θ1 ∗ g + θ M a 2 −i   |{z} | {z } Fixed Cost  −i Demand | {z } Competition



Figure 3.4 captures the timing of this model: firms first observe the observed states εt , then simultaneously choose actions ati . Demand then evolves to its new level M t+1 , and firms receive period rewards. 16The



profit function used in Bresnahan and Reiss (1994) also satisfies this exclusion restriction (i.e. demand affects market size, while competition affects per consumer margin), but has been transformed by taking the logarithm. In the intertemporal expected utility setup that I use, a monotonic transformation of the reward function does not give the same choices. Therefore, I cannot apply the log-transformation to my period reward specification and in particular I should not use the logarithm of demand. I thank Peter Reiss and Bernard Salani´e for pointing out this issue.
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A Markov strategy for player i is a complete contingent plan, assigning a probability mixture over actions in each state s. In contrast to the theoretical literature on Markov Perfect Equilibrium (e.g. Maskin and Tirole (1988)), the assumption that firms play Markovian strategies is used not to only to refine the set of equilibria, but also to limit the size of the state space, S. A smaller state space requires less data for estimation and imposes a smaller computational burden. For the purposes of this paper, it is convenient that a strategy be defined as a function σi : S × Ai → [0, 1] , where σi is a probability P t t distribution, i.e. at ∈Ai σi (s , ai ) = 1. A strategy profile σ = {σ1 , σ2 , ..., σN } is the i



composition of the strategies that each firm is playing. Denote the firm’s value, conditional on firms playing strategy profile σ, as V (s|σ):



V (s|σ) =



X Z a∈A



0



(r(s0 ) + τ (ai , si ) + βV (s0 |σ)) f [s |s, a]ds



s0



 Y N



! σi (s, ai )



i=1



0



where f [s |s, a] is the probability density function of state s0 given that firms chose action profile a in initial state s. A Markov Perfect Equilibrium is a set of strategies σ ∗ such that all players are weakly better off playing σi∗ given that all other players are using ∗ strategies σ−i , i.e.:



(3.5)



∗ V (s|σ ∗ ) ≥ V (s|{σi0 , σ−i })



for any strategy σi0 , for all players i and states s.
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3.4.1. Conditional Choice Probabilities The econometrician cannot directly observe strategies, since these depend not only on the vector of observable state characteristics, xt , but also on the vector of unobserved state characteristics, εt . However, I can observe conditional choice probabilities, the probability that firms in observable state xt choose action profile at denoted as p : X × A → [0, 1]. These probabilities are related to strategies as:



(3.6)



t



t



p(a |x ) =



Z Y N εt i=1



σi ({xt , εt }, ati )g ε (εt )dεt



where g ε (.) is the probability density function of ε. Without adding more structure to the model, it is impossible to relate the observables in this model, the choice probabilities p(at |xt ), to the underlying parameters of the reward function. Denote the set of conditional choice probability associated with an equilibrium as P = {p(at |xt )}xt ∈X,at ∈A , the collection of conditional choice probabilities for all states and action profiles. To identify the parameters, I place restrictions on unobserved states, similar to those used in the Rust (1987) framework for dynamic single-agent discrete choice. Assumption 1. (Additive Separability) The sum of period rewards and transition costs is additively separable in observed (xt ) and unobserved (εt ) states. This assumption implies that ζ(εt , xt , at , θ) = ζ(εt , at , θ). So that ζ does not vary with the observed state xt . Assumption 2. (Serial Independence) Unobserved states are serially independent , i.e. Pr(εt |εk ) = Pr(εt ) for k 6= t.
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Serial independence allows the conditional choice probabilities to be expressed as a function of the current observed state, xt , and action profile, at , without loss of information due to omission of past and future states and actions. Formally: Pr(at |xt ) = Pr(at |xt , {xt−1 , xt−2 , ..., x0 }, {at−1 , at−2 , ..., a0 }) for any k 6= t, any state xt , and action profile, at , since no information is added to equation (3.6) that would change the value of the integral over ε. Serial independence of unobserved components of a firm’s profitability is violated by any form of persistent productivity difference between firms, or long term reputations of ready-mix concrete operators. Any such persistence would bias my results. In particular, suppose there are two indentical markets in the data, except that one has 4 plants and the other has only 2. Suppose that these configurations are stable. Why don’t I see exit from the 4 plant market or entry in the 2-plant market? Intuitively, it seems that there are unobserved profitability differences between two markets. However, the model can only explain these differences in market structure by resorting to high entry and exit costs, which confound true sunk costs with persistent, but unobserved, difference in profitability. Assumption 3. (Private Information) Each firm privately observes εti before choosing its action, ati . Combined with the assumption of serial independence of the ε’s, private information implies that firms make their decisions based on today’s observable state, xt , and their private draw, εti . In particular, they form an expectation over the private draws of other firms, εt−i , exactly as the econometrician: by integrating over its distribution. This leads
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to the following form for the conditional choice probabilities: t



t



p(a |x ) =



N Y



pi (ati |xt )



i=1



The assumption that unobservables for the econometrician are also unobserved by other firms in the market is a strong one. Firms typically have detailed information on the operations of their competitors. It is of course possible to include shocks which are unobserved by the researcher but common knowledge for all firms, denoted ξ, into the observed state vector x, and integrate over this common shock.17 The critical assumption is the requirement that private states εti are serially independent. Suppose that this condition is violated. Then, a firm can learn about the private state of its competitors by looking at their decisions in the past. Serial correlation introduces the entire history of a market hT = {xt , at }Tt=0 into the state space, making estimation computationally infeasible.



Assumption 4. (Logit) εi is generated from independent draws from a type 1 extreme value distribution.



17In particular,



I can use simulated maximum likelihood to build an estimator which incorporates common ξ shocks. Draw K realization of the common shocks {ξ k }K k=1 from some distribution F (·) with a discrete (and finite) support. It is possible to compute the value function conditional on the ”extended” observed state x ˜ = {x, ξ k } which includes the common shock, as V ({x, ξ k }|P, θ). The likelihood is then formed by summing all likelihoods conditional on some value of the draw of the common shock ξ k : L(θ) =



K X



L(θ|ξ k )



k=1



I do not follow this approach because of difficulties associated with computing the likelihood, since the likelihood L(θ|ξ k ) is the product of thousands of probabilities, which would become too small to compute very quickly. Notice that ξ k could also be persistent accross time, and firm specific (but common knowlege).
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These assumptions allow the conditional ex-ante value function (before private information is revealed) to be expressed as: (3.7) ( V (x|P, θ) =



X



)



r(x0 |θ) +



x0



X



τ (ai , xi |θ)pi (ai |x) + E(ε|P ) + βV (x0 |P, θ) F P (x0 |x)



ai



where E(ε|P ) =



P



ai ∈Ai



γ ln(pi (ai |x)) (γ is Euler’s Constant). For the logit distrib-



ution, E(ε|P ) is the expected value of ε given that agents are behaving optimally using conditional choice probabilities P. State-to-state transition probabilities conditional on the choice probability set P , F P (x0 |x), are computed as: F P (x0 |x) =



(3.8)



N Y



! 0



pi (x0i |x) D[M x |M x ]



i=1



It is convenient to develop a formulation for the value function conditional on taking action aj today, but using conditional choices probabilities P in the future:



(3.9)



V (x|aj , P, θ) =



X



{r(θ, x0 ) + τ (θ, xi , aj ) + βV (x0 |θ, P )} F P (x0 |x, aj ) + εj



x0



where F P (x0 |x, aj ) is the state to state transition probability given that firm i took action aj today: ! F P (x0 |x, aj ) =



Y k6=i



0



pi (x0k |x) 1(x0i = aj )D[M x |M x ]
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This allow us to write the conditional choice probability function Ψ as:



(3.10)



h i exp V˜ (x|aj , P, θ) h i Ψ(aj |x, P, θ) = P ˜ (x|ah , P, θ) exp V ah ∈Ai



where V˜ (x|aj , P, θ) is the non-stochastic component of the value function, i.e. V˜ (x|aj , P, θ) = V (x|aj , P, θ) − εj . Note that I normalize the variance of ε to 1, since this is a standard discrete choice model which does not separately identify the variance of ε from the coefficients on rewards.



3.4.2. Nested Pseudo Likelihoods Algorithm An equilibrium to a dynamic game is determined by two objects: value functions and policies. A set of policies P generate value functions V , since these policies govern the evolution of the state across time. But policies must also be optimal actions given the values V that they generate. Suppose I form the likelihood following Rust (1987)’s nested fixed point algorithm, in which the set of conditional choice probabilities P used to evaluate the likelihood at parameter θ must be an equilibrium to the dynamic game, which I denote as P ∗ (θ). To estimate Q parameters, the following likelihood will be maximized: LRust (θ) = Ll=1 Ψ(atl |xtl , P ∗ (θ), θ). However, each time I evaluate the likelihood for a given parameter θ, I need to compute an equilibrium to the dynamic game P ∗ (θ). Even the best practice for solving these problems, the stochastic algorithms of Pakes and McGuire (2001), leads to solution times in the order of several minutes, which is impractical for the thousands of likelihood evaluations typically required for estimation.
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To cut through this difficult dynamic programming problem, Aguirregabiria and Mira (2006) propose a clever algorithm:



Algorithm: Nested Pseudo-Likelihoods Algorithm



(1) Compute a guess for the set of conditional choice probabilities that players are using via a consistent estimate of conditional choices Pˆ 0 (j, x), where the index on Pˆ , denoted by k, is initially 0. I estimate Pˆ 0 using a simple non-parametric bin estimator, i.e.: P 0



pˆ (aj |x) =



1(atmi = aj , xtmi = x) P t m,t,i 1(xmi = x)



m,t,i



which is a consistent estimator of conditional choice probabilities. (2) Given parameter estimate θˆk and an guess at player’s conditional choices, Pˆ k , values V (x|Pˆ k , θˆk ) are computed according to equation (3.7). Thus optimal conditional choice probabilities can be generated as:



(3.11)



h i exp V˜ (x|aj , Pˆ k , θˆk ) h i Ψ(aj |x, Pˆ k , θˆk ) = P ˜ (x|ah , Pˆ k , θˆk ) exp V ah ∈Ai



(3) Use the conditional choice probabilities Ψ(aj |x, Pˆ k , θˆk ) to estimate the model via maximum likelihood:



(3.12)



θˆk+1 = arg max θ



L Y



Ψ(al |xl , Pˆ k , θ)



l=1



where al is the action taken by a firm in state xl where l indexes observations from 1 to L. The Hotz and Miller estimator corresponds is θ1 , the specific case where
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the likelihood of equation (3.12) is maximized conditional on choice probabilities Pˆ 0 . (4) Update the guess at the equilibrium strategy as: pˆk+1 (aj |x) = Ψ(aj |x, Pˆ k , θˆk+1 )



(3.13)



for all actions aj ∈ Ai and observable states x ∈ X. Note that pˆk+1 is not only a best response to what other players were using last iteration(ˆ pk ), but also a best-reponse given that my future incarnations will use strategy pˆk . I have problems with oscillating strategies in this model, i.e. Pˆ k ’s that cycle around several values without converging. To counter this problem, a moving average update procedure is used (with moving average length M A), where: " # MX A−1 1 pˆk+1 (aj |x) = Ψ(aj |x, Pˆ k , θˆk+1 ) + pˆk−ma (aj |x) MA + 1 ma=0 is the weighted sum of this step’s conditional choice probabilities and those used in previous iterations. (5) Repeat steps 2-4 until



k+1 pˆ (aj |x) − pˆk (aj |x) < δ, where δ is a maxaj ∈Ai ,x∈X



P



imum tolerance parameter, at which point pˆk (aj |x) = Ψ(aj |x, Pˆ k , θˆk+1 ) for all states x, and actions j. Hence, Pˆ k are conditional choice probabilities associated with a Markov Perfect Equilibrium given parameters θˆk+1 .



Although this algorithm is analogous to the Hotz and Miller (1993) technique, it is closer to the Expectations Maximizing algorithm (for details on EM see Dempster, Laird,
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and Rubin (1977)) used to solve Hidden Markov Models, where the equilibrium strategies P are unknowns. Monte-Carlo results show that diffuse priors for initial conditional choice probabilities Pˆ 0 , i.e. where first stage conditional choice probabilities for each action pˆ0 (aj |x) =



1 , #Ai



yield the same results as those where carefully estimated initial



conditional choice probabilities were used. This is important since Hotz and Miller (1993) estimates are known to be sensitive to the technique used to estimate initial conditional choice probabilities Pˆ 0 . In particular, if there is a large number of states relative to the size of the sample, some semi-parametric technique must be used to estimate conditional choice probabilities. The Aguirregabiria and Mira (2006) estimator bypasses this issue entirely.



3.4.3. Auxiliary Assumptions While the Nested Pseudo-Likelihoods algorithm speeds estimation of dynamic games, two techniques speed up this process even more: symmetry and linearity in parameters. 3.4.3.1. Symmetry. I impose symmetry (or exchangeability in Pakes and McGuire (2001) and Gowrisankaran (1999)’s terminology) between players, so that only the vector of firm states matter, not the firm identities. For instance, in an entry-exit model where the only observed firm state is activity or inactivity, a market configuration in which firms 2 and 3 are active, represented by the market state vector [0, 1, 1, 0, M ] is assumed to lead to the same outcomes as a market where firms 1 and 4 are active [1, 0, 0, 1, M ]. Encoding this restriction into the representation of the state space allows for a considerable reduction in the number of states. For instance, an entry-exit model with 12 firms and 10 demand states entails 40960 states, while its symmetric counterpart only uses 240.
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3.4.3.2. Separability in Dynamic Parameters. As suggested by Bajari, Benkard, and Levin (2006), and also noted by Aguirregabiria and Mira (2006), the Separability in Dynamic Parameters assumption (henceforth SSP) is incorporated to speed estimation by maximum likelihood. A model has a separable in dynamic parameters representation if period payoff r(x0 |θ)+ τ (ai , xi |θ) can be rewritten as θ · ρ(x0 , ai , xi ) for all states x0 , x ∈ X and actions ai ∈ A, where ρ(x0 , ai , xi ) is a vector function with the same dimension as the parameter vector. While this representation may seem unduly restrictive, it is satisfied by many models used in Industrial Organization such as the entry-exit model of equations (3.2) and (3.3). Using SSP, period profits can be expressed as θ · ρ(x0 , ai , xi ). Value functions conditional on conditional choice probabilities P are also linear in dynamic parameters, since:



V (x|P, θ) =



∞ X t=1



= θ



    X X  t t+1 t t t t  P t+1 t  β θρ(x , ai , xi )pi (ai |x ) F (x |x ) + E(ε|P ) t  t



∞ X t=1



x ∈X



ai ∈A



 βt



X



 X



 xt ∈X



ρ(xt+1 , ati , xti )pi (ati |xt ) F P (xt+1 |xt ) +



ati ∈A



∞ X t=1



βt



X X



γ ln(pi (ati |xt ))



xt ∈X ati ∈A



˜ Denote by θJ(x|P ) ≡ V (x|P, θ) the premultiplied value function where θ˜ = {θ, 1} is extended to allow for components which do not vary with the parameter vector. The value of taking action aj is thus: V (x|aj , P, θ) = θ˜



X x0



[ρ(x0 , aj , xi ) + βJ(x0 |P )] F P (x0 |x, aj )
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Let Q(aj , x, P ) =



P



x0



[ρ(x0 , aj , xi ) + βJ(x, P )] F P (x0 |x, aj ). Conditional Choice Proba-



bilities are given by: h i ˜ exp θQ(a , x, P ) j ˜ = h i Ψ(aj |x, P, θ) P ˜ h∈Ai exp θQ(ah , x, P )



(3.14)



Maximizing the likelihood of this model is equivalent to a simple linear discrete choice model. In particular, the optimization problem is globally concave, which simplifies estimation. This is not generally the case for the likelihood problem where P is not held constant, i.e. LRust (θ) but required to be an equilibrium given the current parameters. A description of estimation, included ”nitty-gritty” computational details, is provided in section 3.9. 3.4.3.3. Heterogeneity. Different markets can have different profitability levels. These differences are not always well-captured by observables such as demand factors, and can lead to biased estimates. To deal with this problem, I use a fixed effect estimation strategy , in which rewards in market m have a market specific component αm :



rm (x|θ) = r(x|θ) + αm Differences in the profitability of markets also affect the choices that firms make. Each market will have its own equilibrium conditional choice probabilities P m . The likelihood for this model is: LHet (θ, {α1 , ..., αM }) =



M Y



T Y N Y



m=1



t=1 i=1



! t,m m Ψ(at,m i |xi , P , {θ, αm })
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It is then possible to estimate αm using maximum likelihood techniques as any another demand parameter. However, there are too many markets in the data to estimate individual market specific effects. I therefore group markets into categories based on some common features, and assign each catagory a group effect. In my empirical work, these group are formed based on the average number of firms in the market over the sample, rounded to the nearest integer. The idea for this grouping comes from estimating the static entry and exit models of Bresnahan and Reiss (1994) with county fixed effects (see chapter 2 for more detail). These estimates give similar results to a model with grouped fixed effects.



3.5. Results I estimate the model using the Nested of Pseudo-Likelihoods Algorithm. I fix the discount factor to 5% per year. The discount factor is not estimated from the data since dynamic discrete choice models have notoriously flat profile likelihoods in the discount parameters as in Rust (1987). The discount parameter βˆ that maximizes the profile likelihood is in the range between 20% and 30%. Table 3.4 presents estimates for two dynamic models, using either the Hotz and Miller (column I and III) or Aguirregabiria and Mira (column II and IV) methods to compute conditional choice probabilities. The two empirical models include one without market heterogeneity (column I and II) and one with market level fixed effects (column III and IV). These estimates show a number of features. First, competition quickly reduces the level of profits. The first competitor is responsible for 75% of the decrease in profits due to competition. This is consistent with Bertrand Competition with a relatively homogeneous good and constant marginal costs, where price
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Log Construction Workers 1 Competitor* 2 Competitors 3 Competitors 4 and More Competitors Sunk Cost Fixed Fixed Fixed Fixed Fixed



Cost Cost Cost Cost Cost



I 0.018 -0.197 0.113 -0.001 0.044 6.503



(0.00) (0.02) (0.02) (0.02) (0.03) (0.04)



-0.265 (0.01) Group Group Group Group



II 0.019 -0.302 0.153 -0.016 0.002 6.443



-0.346 -0.216 -0.169 -0.115



(0.01) (0.02) (0.02) (0.03) (0.04) (0.04)



IV(Preferred) 0.054 -0.371 -0.043 -0.049 -0.020 6.173



(0.01) (0.02) (0.02) (0.03) (0.03) (0.04)



(0.02) (0.02) (0.02) (0.03)



-0.317 -0.124 -0.057 -0.020



(0.02) (0.02) (0.02) (0.03)



-0.202 (0.01)



1 2 3 4



Equilibrium Conditional Choices Log Likelihood -13220.4 Number of Observations 235000



(0.00) (0.02) (0.02) (0.02) (0.02) (0.04)



III 0.040 -0.244 -0.006 -0.058 0.039 6.256



X -13124.6 235000



-12974.2 214000



*The effect of competition displayed is the marginal effect of each additional competitor. I: Hotz and Miller technique without market heterogeneity. II: Aguirregabiria and Mira technique without market heterogeneity. III: Hotz and Miller technique with market fixed effects. IV: Aguirregabiria and Mira technique with market fixed effects.



Table 3.4. Estimates for the Dynamic Entry Exit Model



falls to near the competitive level if there is more than one firm in the market. This case is well approximated by the ready-mix concrete industry for competition between firms in the same county. This result is consistent with the relationship between price and the number of competitors displayed in Figure 3.4 which indicate that price falls most with the addition of the first competitor, and with estimates of thresholds in the models of Bresnahan and Reiss (1994) presented in chapter 2 which show a similar pattern. Second, estimates of sunk costs are quite large, of the same magnitude as the effect of permanently going from a duopoly to a monopoly (equal to about 0.37/0.05 = 7.4 in net present value



X -12819.3 214000



92



terms, versus 6.2 for sunk costs).18 Thus, a market’s history, as reflected by the number of plants in operation, has a large influence on the evolution of market structure. Third, correcting for unobserved heterogeneity significantly increases the effect of competitors on profits. Note that the effect of the second competitor on profits is positive in the model without market fixed effects (0.11 and 0.15 in columns I and II), but negative when market fixed effects are added (−0.01 and −0.04 in columns III and IV). It is improbable that competitors have positive externalities on their rivals. However, positive coefficients on competition are consistent with more profitable markets attracting more entrants, which induces a positive correlation between the number of competitors in a market and the error term (chapter 2 discusses this point in more detail in the context of a static entry model). Thus, estimates of the effect of entry on profits are biased upwards. The panel structure of data permits a correction for this problem. Furthermore, notice that the fixed costs are significantly higher in markets with fewer firms (reducing profits by −0.30, −0.12, −0.06 and −0.02 respectively in column IV), supporting the presence of unobserved differences in market profitability. Table 3.5 shows estimates for the dynamic model of entry and exit using the functional form for rewards which is multiplicatively separable in demand and competition shown in equation 3.4. These estimates show a similar relationship between competition and profit and yield similar estimates of sunk costs. The estimates of sunk costs may seem high. In fact, they are generally consistent with interview data. Based on my interviews, I reckon the sunk cost of a plant is about 2 million dollars. Alternatively, Figure 3.4 shows that prices fall by 3% from monopoly to 18This



relative magnitude of sunk costs versus the effect of the first competitor is also found in estimates of the models of Bresnahan and Reiss (1994) with market fixed effects presented in Table 2.2 in chapter 2.
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Fixed Cost Group 1 Fixed Cost Group 2 Fixed Cost Group 3 Fixed Cost Group 4 1st Competitor 2nd Competitor 3rd Competitor More than 3 competitors Thousand of Construction Workers Sunk Costs of Entry Equilibrium Conditional Choices



I -0.42 -0.36 -0.31 -0.31 -0.34 0.04 0.01 0.00 0.30 -6.48



s.e (0.01) (0.01) (0.01) (0.01) (0.04) (0.02) (0.02) (0.01) (0.03) (0.04)



II -0.42 -0.38 -0.35 -0.33 -0.58 -0.08 0.00 -0.01 0.50 -6.47



s.e (0.01) (0.01) (0.01) (0.01) (0.06) (0.04) (0.00) (0.03) (0.06) (0.04)



X



Likelihood -12589 -12591 N 235000 235000 Table 3.5. Dynamic Entry-Exit Estimates with functional form of profits which is multiplicatively separable in demand and competition.



Net Present Value in Thousands of Dollars Log Construction Workers 217 -1,493 1 Competitor 2 Competitor -171 3 Competitor -198 4 and More Competitor -80 Sunk Cost 1,242 Fixed Cost -499 Normalized By



Decrease in Price in % from monopoly to duopoly times average sales



Table 3.6. Dollar Value of Sunk Costs from the model match Interview Data



duopoly (from about $42 to $41). According to Table 3.18 the average continuing plant had sales of $3 M in 1997, so the average decrease in profits from monopoly to duopoly are on the order of $90 000 per year (3%×$3M), which implies that the ratio between a standard deviation of the error and dollars is about $250 000. Table 3.6
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converts entry-exit parameters from the preferred specification to dollars, where period profit parameters expressed in net present value to be directly comparable to sunk costs. Note that sunk costs are estimated at $1.24 M, slightly less than what interviewees reported. Finally, this model does well in fitting the observed industry dynamics. Table 3.9 compares the steady-state industry dynamics predicted by the model (Baseline) versus those in the data. The model predicts 145 entrants and 145 exits per year, while the average in the data (over all years in the sample) is 142. Likewise, the model predicts 2507 continuing plants versus 2606 in the data. This match is somewhat surprising, since nowhere have I imposed the restriction that the industry is in steady-state.



3.5.1. Multiple Plant Sizes In this section, I discuss an extension of the model to allow for large and small plants. I categorize plants as either big or small according to wethever the number of employees at the plants is above or below 15.19 Employment is used as the measure of size for two reasons. First, Census imputes data on capital assets and shipments for smaller plants. If capital assets were used, the data would include too few small plants relative to large ones. Second, interviewees have indicated that employment is a fair proxy for the number of ready-mix delivery trucks associated with a plant, since each truck is associated with a single driver. Figure 3.5.1 shows that a plant in the lowest decile of employment is five times as likely to exit as a plants in the top decile of employment, suggesting that the entry and exit behavior of large and small plants are quite different. 19The



model was also estimated with different cutoffs for the number of employees, yielding similar qualitative results.
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Figure 3.6. Small firms are much more likely to exit than large firms Table 3.7 displays estimates of the multiple firm size model using the Nested of PseudoLikelihoods algorithm, with column I presenting Hotz and Miller estimates and column II presenting Aguirregabiria and Mira estimates. I only show estimates with market level fixed effects since these yield more sensible coefficients. There are a number of salient differences between small and large plants. Note that higher levels of demand increase the profit of large plants five time faster than the profits of small plants, with a coefficient on log construction workers of 0.02 for small plants and 0.14 for large plants in column I. Table 3.8 shows that larger markets have more plants and more employees per plant (on average). Big plants are x% of plants in a small market, while they represent y% of plants in the largest markets. This is evidence for either returns to scale in the ready-mix concrete industry, or that plants with higher managerial capital have more opportunities to expand in larger markets as in Lucas Jr (1978). However, large plants have entry costs that are 30% higher than those of small plants (6.4 for small plants versus 9.8 for large
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I Log Construction Workers Effect of competition on* Small Plant



†



Small Plant Big Plant‡



S.E. II (Preferred)



0.030 (0.008) 0.137 (0.017)



S.E.



0.024 (0.007) 0.136 (0.012)



1 Competitor 2 Competitors 3 Competitors 4+ Competitors 1 Competitor 2 Competitors 3 Competitors 4+ Competitors



-0.156 -0.004 0.008 0.183 -0.126 -0.070 -0.021 0.182



(0.017) (0.020) (0.031) (0.051) (0.037) (0.047) (0.079) (0.090)



-0.211 -0.066 -0.011 -0.011 -0.274 -0.104 -0.008 -0.021



(0.019) (0.024) (0.027) (0.031) (0.035) (0.037) (0.047) (0.029)



Transition Costs



Out → Small Out → Big Small → Big Big → Small



-6.471 -9.781 -3.370 -0.932



(0.051) (0.171) (0.110) (0.109)



-6.419 -9.793 -3.478 -0.851



(0.019) (0.118) (0.072) (0.060)



Fixed Cost Group 1



Small Plant Big Plant Small Plant Big Plant Small Plant Big Plant Small Plant Big Plant



-0.331 -0.576 -0.203 -0.470 -0.132 -0.381 -0.105 -0.339



(0.017) (0.046) (0.023) (0.055) (0.031) (0.068) (0.054) (0.091)



-0.277 -0.534 -0.136 -0.353 -0.063 -0.250 -0.015 -0.204



(0.014) (0.031) (0.017) (0.042) (0.021) (0.046) (0.031) (0.050)



Big Plant



Fixed Cost Group 2 Fixed Cost Group 3 Fixed Cost Group 4



Equilibrium Conditional Choices Log Likelihood Observations



-10307 214000



X -10274 214000



*The effect of competition displayed is the marginal effect of each additional competitor † Small: Plant with less than 15 employees. ‡ Big: Plant with more than 15 employees. I: Hotz and Miller technique with market fixed effects II: Aguirregabiria and Mira technique with market fixed effects



Table 3.7. Two Type Entry Model with Non-Parametric Competiton indicators (total number of competitors)
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MARKET SIZE AND PLANTS Table 3.8. Larger Markets have bigger plants.



plants in column II). In the same vein, large plants pay higher fixed costs each period than small plants (0.2 for small plants versus 0.5 for large plants in column II for the first market group). This indicates that while large plants are more profitable if there is sufficient demand, they also have to cover much higher costs of entry and operation. Notice as well that the gap between fixed costs for large and small plants in column I is constant across market groups (equal to 0.26, 0.22, 0.19 and 0.19 for groups 1 to 4 respectively). This indicates that the model can distinguish between two distinct effects: markets with higher profitability have more plants, versus higher operating costs for large plants across all markets. The effect of competitors on large and small plants is similar, with large plants slightly more affected by competition. The first competitor decreases profits for small plants by 0.21, while the first competitor decreases profits for large plants by 0.27. Moreover, the pattern of competition found in the entry-exit model, where each additional competitor had a decreasing marginal effect on profits, is also found in the declining effect of additional competitors on the profits of both small and large plants. As before, the model’s steady-state matches industry turnover well, as indicated by Table 3.10. Moreover, industry dynamics for the total number of plants in the multitype model are almost exactly the same as those produced by the simple entry-exit model.



3.6. No-Fluctuation Industry Dynamics Consider a policy of demand smoothing, under which the smoothed demand transition matrix SD is equal to:
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ˆ + σI SD(σ) = (1 − σ)D ˆ is the demand transition process in the where σ ∈ [0, 1] is the smoothing parameter, D data and I is the identity matrix. As σ approaches 1, demand fluctuations are completely eliminated. I consider two polar cases: complete demand smoothing (σ = 1), where firms know that the current level of demand will stay the same forever, and no demand smoothing(σ = 0), in which case demand will vary from year to year according to the ˆ estimated from the data. process D I simulate the effect the of changing the volatility of demand by computing the steadystate (or ergodic) industry dynamics when demand fluctuations are present, and when these have been removed. Remember that the state-to-state transition process F P (x0 |x) of equation (3.8) depends both on the set of conditional choice probabilities P and on the process for demand D. Thus, if I change the process for demand, this change will alter the underlying equilibrium of the game, and the conditional choice probabilities P ∗ (θ, D) associated with it. I recompute the equilibrium both for the world with demand ˆ and without them(P ∗ (θ, I)) using the Pakes and McGuire (1994) fluctuations(P ∗ (θ, D)) algorithm. I can use these new conditional choice probabilities to compute the steadystate industry dynamics for this game, using transition probabilities F P



∗ (θ,D) ˆ



(x0 |x), and



generate the ergodic distribution. First, stack state to state transitions F (x0 |x) over all values of x and x0 to form a matrix, which I denote as F . Second, I choose the initial state of the market, Yˆ , as the distribution of firms and demand estimated from the data, i.e. P Yˆx = Ll=1 1(xl = x) for all states x ∈ X and all years in my sample. Note that this initial condition has no effect on the ergodic distribution if it is possible to reach any state xa
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from any other state xb I will show an exceptional case where states do not communicate in the next paragraph. The ergodic (or steady-state) distribution is computed by solving for the distribution of states an arbitrarily large number of periods in the future. Next period’s probability distribution over states can be computed as:



(3.15)



YDˆt+1 = YDˆt F P



∗ (θ,D) ˆ



ˆ where Y and F are matrices, and YDˆ0 = Yˆ . The ergodic distribution W D produced by



ˆ can be approximated by Y T , where T is a suitably large the demand transition process D ˆ D number of periods in the future.20 However, in the case where fluctuations are eliminated demand in the future is solely determined by initial conditions Yˆ . If the demand transition process is the identity matrix I, then it is impossible to move between two states xa and xb if these states have different levels of demand. Thus, the average level of demand could differ substantially between worlds with and without fluctuations. I circumvent this problem by insuring that the ergodic distribution of demand is the same for both the fluctuation and no fluctuation worlds. I first compute the ergodic distribution of demand generated by the process in ˆ which I denote as W Dˆ , computed according to equation 3.15. I compute the the data D, ˆ



ergodic distribution of the no fluctuation world using W D as my initial condition YI0 and iterating for a large number of periods the following expression:



YIt+1 = YIt F P



20I



∗ (θ,I)



compute the distribution of firms one hundred thousand periods into the future (T = 100000), which is a very good approximation to the ergodic distribution.
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Data Baseline (σ = 0 ) Smoothing (σ = 1 ) Exitors and Entrants* 142 145 140 Number of Plants 2606 2507 2518 *In steady-state, the number of entrants and exitors must be the same.



Table 3.9. The steady-state number of plants and entrants/exitors under No Demand Fluctuations and Baseline



Thus, W I = YIT is the ergodic distribution generated by complete demand smoothing, with the demand transition matrix equal to the identity matrix I. Table 3.9 shows that smoothing all fluctuations in demand, i.e. setting σ = 1, decreases plant turnover by 3% from 145 entrants and exitors to 140. Note that both cases yield approximately the same number of plants. The differences in turnover rates are not generated by a change in the mean level of demand , but instead by the change in the volatility of demand. Extrapolating to the industry as a whole (with about 5000 plants as of 1999), demand smoothing would lead to 10 fewer plant deaths and 10 fewer plant births each year. If the value of capital lost when a plant is shut down is set at a least 2 million dollars, which accounts for only the physical capital lost when a plant shuts down and not capital embedded into economic relationships, scrapped capital losses would be reduced by 20 million dollars a year. When the effect of multiple plants sizes is incorporated, as shown by Table 3.10, a more detailed picture emerges. The number of entrants and exitors is the same for the simple entry/exit model at 145 for the world with fluctuations, and 140 for smoothed demand. However, the number of large plants increases by 50% from 407 to 598 when demand fluctuations are eliminated. Thus demand uncertainty appears to leads firms to lower investment in order to reduce their exposure to negative demand shocks. Eliminating
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Baseline



To



From Out Small Out 136 130 1886 Small* Big** 14 87



Big 7 93 407



Out Small Big



From Out Small 131 125 1806 14 84



Big 8 90 598



Out Small Big



From Out Small 137 151 1972 15 94



Big 7 103 491



Smoothed



To



Data



To



* Small: Plant with less than 15 employees. ** Big: Plant with more than 15 employees.



Table 3.10. Steady-State Industry Dynamics with and without demand fluctuations (Basline and Smoothed). Data represents industry dynamics in the data averaged over all sample years.



demand fluctuations also reduces the number of plants which switch from small to big and vice-versa by 6 per year, reducing adjustment costs on the intensive margin by a small amount. To identify the contribution of demand fluctuations to plant turnover, demand shocks need to be separated from plant specific shocks to profitability. These idiosyncratic shocks are potentially large, due to a number of factors. Perhaps the most thoroughly investigated is the reallocation of output towards more efficient units (e.g. Foster, Haltiwanger, and
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Syverson (2005)), illustrated by Figure 3.8 in section 3.8 where a plant in the second quintile of productivity is three times more likely to exit as a plant in the top quintile of productivity. Moreover, other plant characteristics, such as plant size, being part of a multi-unit firm, or plant age above 10 years affects the likelihood of exit of plants, as illustrated by logit regressions on exit reported in Table 3.21 in section 3.8. Demand shocks do not account for all the observed plant turnover. marker



Volatility of riod



3.6.1. Volatility and Turnover: Reduced Form The structural model has several unverifiable assumptions. For instance, I assume that there are no persistent unobserved states, i.e. unobserved firm characteristics that are serially correlated. As a check on the validity of the structural model, I look at the relationship between plant turnover and demand fluctuations accross counties in the Continental United States. Different counties have experienced very different levels of demand volatility over the last 20 years. Suppose this heterogeneity in realized demand volatility is due to different processes generating demand shocks. In counties that experienced high demand volatility was there also more plant turnover? I define county i’s demand volatility from 1976 to 1999 as:



volatilityi =



sd(construction employeesi ) mean(construction employeesi )



where the measure of demand is the number of construction employees in the county. I construct groups of demand volatility by assigning counties to a demand volatility catagory as well as a market size catagory based on the tercile of volatility and mean construction employement that they belong to. There are large differences in experienced



Produc



ity/Profitabili
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volatility between markets, as counties in lowest tercile of volatility have half the volatility of counties in the highest tercile of volatility, which is shown by Table 3.11. Table 3.11 also shows that markets which have experienced more volatility in demand have about 1% more gross plant entry and gross plant exit, where gross plant entry is the number of plant births per continuing plant in a county, while gross plant exit is the number of plant deaths per continuing plant in a county. Table 3.12 confirms these results by regressing the gross level of plant turnover on a county’s demand volatility. These regressions predict that if a county’s demand volatility were set to zero, turnover would be reduced by 20%-40%. This result is in striking disagreement with estimates from the structural model, which predict a fall in plant turnover of less 5% if all demand fluctuations were eliminated. One issue with this computation is that it is based on a change in the realized level of demand fluctuations, not in a change in the process generating these fluctuations. Thus it is vulnerable to the Lucas Critique (Lucas (1976)), since I project the effect of a reduction in demand fluctuations by extrapolating from the policies that firms currently use. A change in the volatility in demand will change firm’s expectations and the equilibrium of the game that they are playing and thus could have a very different effect on entry and exit decisions. I can see if the model would replicate this empirical relationship. To do so, I re-estimate the model where the process for demand is estimated separately for each volatility catagory to account for different demand fluctuations, i.e. P ˆ k [i|j] = D



(l,t)



1(Mlt+1 ∈ Bi , Mlt ∈ Bj , l ∈ K) P t (l,t) 1(Ml ∈ Bj , l ∈ K)
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Volatility Category 1 2 Market Size 1 Gross Entry Rate* Gross Exit Rate**



Mean Construction Mean Number Employees of Plants



3



5.42% 6.18%



5.94% 5.60%



7.24% 7.34%



189



0.59



2 Gross Entry Rate Gross Exit Rate



4.89% 4.80%



5.59% 5.16%



5.86% 5.20%



539



1.48



3 Gross Entry Rate Gross Exit Rate



5.37% 4.98%



5.28% 4.67%



6.78% 5.16%



4648



4.75



0.22



0.33



0.55



Volatility***



* Gross Entry Rate=Births/Total Plants ** Gross Exit Rate=Deaths/Total Plants *** Volatility=SD(Construction Employees)/Mean(Construction Employees)



Table 3.11. Counties with more demand volatility have more plant turnover. Gross Turnover* Volatility** Constant



Number of Observations R2



Median Regression 127 145 2345



230 217 3875



363 368 5013



495 486 10129



580 535 10370



561 497 9566



2903 2691 54085



1355 1200 25683



965 734 14226



Model Prediction Mean Turnover Mean Turnover with Volatility=0



Mean Regression



5.45% (1.17%) 8.49% (0.48%)



14.05% (1.48%) 8.19% (0.60%)



2448 0.58%



2448 3.54%



10.48% 8.49%



13.32% 8.19%



Standard Error in parenthesis * Gross Turnover=(Births+Deaths)/ Number of Plants ** Volatility=sd(construction employees in county)/mean(construction employees)



Table 3.12. The regression model predicts a 20% to 40% decrease in plant turnover if all fluctuations in demand were eliminated.
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which allows for markets with a large amount of demand volatility and markets with very little volatility. Table 3.6.1 presents estimates from this model for demand processes which are either first or second-order Markov. These estimated parameters are quite similar to the results in Table 3.4. Moreover, these estimates display a lower sensitivity to sensitivity to demand, since the coefficient on demand is only 0.03 in the first-order markov model with different demand processes for different markets while this coefficient is 0.054 in the model where demand does not vary by market in Table 3.4. In addition, Table 3.6.1 presents estimates with a second Markov Process for demand which yield similar estimates as the model with a first-order Markov process for demand. Table 3.14 shows the steady-state level of plant turnover when there are demand fluctuations that happen to vary by market versus when I remove all demand fluctuations by replacing the demand transition process in each market by Dk = I for all k. Notice that the pattern in the data of higher turnover for more volatile markets is replicated by the model’s steadystate. However, this match is not quite satisfying since I have allowed fixed costs to vary by volatility catagory. Thus it could be the case that this match in turnover is solely due to these extra parameters trying to ”‘fit”’ turnover patterns accross volatility catagories.



3.7. Conclusion The Ready-Mix concrete industry is characterized by high sunk costs, due to capital assets with little resale value and long term relationships with customers and suppliers. Competition between plants in the same county is intense, in that a single competitor reduces profits to close to the competitive level. The industry is subject to large demand shocks, on the order of 30% per year. These demand shocks vary across geographically
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Estimate Fixed Costs Low Volatility



Medium Volatility



High Volatility



Market Market Market Market Market Market Market Market Market Market Market Market



Size Size Size Size Size Size Size Size Size Size Size Size



Group Group Group Group Group Group Group Group Group Group Group Group



1 2 3 4 1 2 3 4 1 2 3 4



S.E. Estimate



0.296 0.103 0.015 -0.026 0.298 0.101 0.021 -0.013 0.307 0.103 0.022 -0.028



(0.01) (0.02) (0.02) (0.02) (0.01) (0.02) (0.02) (0.01) (0.18) (0.02) (0.03) (0.02)



0.262 0.015 -0.085 -0.124 0.264 0.013 -0.083 -0.114 0.267 0.013 -0.085 -0.130



0.018 -0.337 -0.047 -0.024 -0.036



(0.00) (0.02) (0.01) (0.02) (0.04)



0.030 -0.478 0.043 0.050 0.014



6.381 (0.04)



6.152



Other Parameters Log Construction Workers 1st Competitor 2nd Competitor 3rd Competitor More than 3 competitors Sunk Costs of Entry Order of Markov Process for Demand



Log-Likelihood Observations



2



1



-11971 235000



-12518 235000



Table 3.13. Estimates for the Dynamic Entry-Exit Model with a First or Second Order Markov Process for Demand which varies by market volatility and market size.



segmented markets, causing plants to exit declining markets and enter growing ones. High sunk costs slow the response of entry to demand shocks, allowing firms to remain in unprofitable markets for some time. High adjustment costs imply that turnover would only be reduced by 3% if demand fluctuations were eliminated. This policy of demand



107



ERGODIC DISTRIBUTION Vol Class Size Class Births Plants Turnover Low Volatility 1 308 5000 6.16% 2 528 8826 5.98% 303 6557 4.62% 3 4 147 4412 3.33% 381 6157 6.19% Medium Volatiliy 1 2 488 8158 5.98% 3 265 5535 4.79% 4 91 2572 3.54% 481 7697 6.25% High Volatility 1 2 405 6758 5.99% 3 164 3415 4.80% 4 40 1263 3.17% DATA Vol Class Low Volatility



Size Class Births Plants Turnover 1 241 5176 4.66% 2 410 8946 4.58% 3 323 6388 5.06% 202 4172 4.84% 4 Medium Volatiliy 1 277 6264 4.42% 436 8111 5.38% 2 3 298 5547 5.37% 4 107 2600 4.12% High Volatility 1 421 7791 5.40% 2 376 6692 5.62% 3 194 3330 5.83% 4 52 1144 4.55% Table 3.14. Steady-state turnover predicted by the model versus actual turnover in the data.



smoothing would save at most 20 million dollars a year for this industry from reduced plant exit. Reducing the volatility of the construction sector is by no means unrealistic, since an important component of demand is driven by government spending decisions and the Federal Reserve’s interest rate policy. Yet, demand fluctuations sharply reduce
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firm’s incentives to invest in larger, potentially more efficient units, reducing the number of large plants in the industry by 50%. These larger plants may have an important role in industry productivity. This study focuses on a single industry, which by itself accounts for less than a tenth of a percent of national output. However, the ready-mix concrete industry provides a window on potential benefits from eliminating demand fluctuations that can inform debates on the management of the business cycle.
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3.8. Tables and Figures Sector Name



NAICS Concrete sector as fraction of Total Sales Materials Used Owner-occupied dwellings S00800 21% NA New residential 1-unit structures 230110 17% 3% 10% 7% New residential additions and alterations 230130 Commercial and institutional buildings 230220 9% 2% 8% 7% Highway, street, bridge, and tunnel construction 230230 New multifamily housing structures 230120 7% 10% 4% 2% Other new construction 230250 Maintenance and repair of nonresidential buildings 230320 3% 2% Real Estate 31000 3% NA Maintenance and repair of residential structures 230310 2% 3% Other State and local government enterprises. S00203 2% NA Power generation and supply 221100 2% NA Manufacturing and industrial buildings 230210 1% 2% 1% 7% New farm housing units 230140 Other maintenance and repair construction 230340 1% 2% Water, sewer, and pipeline construction 230240 1% 1% Maintenance and repair of highways, streets 230330 0.4% 1% Total For selected Sectors 92%



Table 3.15. Concrete purchases by sector, and relative importance of concrete costs for the sector. Source: 1997 Benchmark Input-Output Tables
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Job Creation and Destruction in Ready-Mix Concrete Job Creation Job Destruction Creation at New Plants Destruction at Dying Plants
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Figure 3.7. Entry and Exit account for 15% of job creation and destruction. Job Creation and Destruction is constructed in the same manner as Davis, Haltiwanger, and Schuh (1996). Age and Exit
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Figure 3.8. Young firms have slightly higher risks of exiting.
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Observations Mean Fraction in LBD concrete sic Fraction in Asm/Cmf concrete ind Tabulated Industry Code Total Value of Shipments (in 000’s) Total Employment Administrative Record Flag Building Assets Ending (in 000’s) Building Depreciation (in 000’s) Building Retirements (in 000’s) Cost of Advertising (in 000’s) Cost of Fuels (in 000’s) Control File Postal Zip Code Total Cost of Materials (in 000’s) Cost of Resales (in 000’s) Cost of Contract Work (in 000’s) Cost of Purchased Electricity (in 000’s) Employer Identification Number Value of Export Shipments (in 000’s) Total Value of Inventory (in 000’s) Machinery Assets Ending (in 000’s) Machinery Depreciation (in 000’s) Materials Inventory Ending (in 000’s) Machinery Rents (in 000’s) Machinery Retirements (in 000’s) Multi-Unit Flag, MU=label Total New Expenditures (in 000’s) New Machinery Expenditures (in 000’s)



187825 187915 70584 70566 70566 70622 51246 51246 51246 11598 70566 5827 70566 70566 70566 70566 70609 37487 11598 51246 51246 70566 57073 51246 70622 70566 70566



Standard Deviation 0.78 0.33 0.92 0.22



5th 95th Percentile Percentile 0 1 0.33 1



3380 26 0.13 153 6.23 4.20 4.06 42



25643 147 0.34 1885 65 56 168 245



41 1 0 0 0 0 0 0



11000 82 1 420 21 8 6 150



1800 115 22 29



15020 1621 235 236



16 0 0 0



5700 430 37 75



144 116 754 55 151 12 24 0.51 148 128



6627 3702 4463 478 7204 95 238 0.50 1625 1351



0 0 0 0 0 0 0 0 0 0



0 140 2700 220 250 42 78 1 510 460



Table 3.16. Summary Statistics for Plant Data
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Observations Mean County Total Value of Shipment (in 000’s) County Value Added (in 000’s) County Total Assets Beginning (in 000’s) County Total Assets Ending (in 000’s) County Total Employement County Total Salaries and Wages (in 000’s) County Concrete Plants County Employement County Payroll (in 000’s) County Plant Births County Plant Deaths County 0-5 Employee Plants County 5-20 Employee Plants County more than 20 Employee Plants County above 75 Percentile Productivity Plants County 25-75 Percentile Productivity Plants County Below 25 Percentile Productivity Plants County Plants Less than 5 years old County Plants 5-10 Years Old County Plants over 10 Years Old County Area Employement in Construction Payroll in Construction (in 000’s)



24677 3181 24677 1408 24677 921 24677 1090 24677 22 24677 559 74435 1.86 74435 27.24 74435 4238 74435 0.11 74435 0.10 74435 0.52 74435 0.78 74435 0.86 74435 1.83 74435 0.22 74435 0.11 74435 0.17 74435 0.54 74435 1.35 72269 1147 69911 1495 69911 37135



Standard Deviation 12010 5289 14431 14134 69 2018 3.24 79.03 74396 0.42 0.37 1.07 1.34 1.49 2.67 0.82 0.46 0.76 1.47 2.07 3891 5390 163546



Table 3.17. Summary Stats for County Aggregate Data



5th 95th Percentile Percentile 0 14000 0 6500 0 3900 0 4700 0 100 0 2600 0 6 0 110 0 3600 0 1 0 1 0 2 0 3 0 3 0 5 0 1 0 1 0 1 0 2 0 4 210 3200 11 6800 110 160000
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Average Shipments (in thousands) 1977 1982 1987 1992 1997



Birth Continuer Death 461 1,164 402 1,045 1,503 520 1,241 2,307 601 1,509 2,218 1,417 1,559 3,293 1,358



Average Capital (in thousands) Birth Continuer Death 1977 217 491 185 1982 403 598 187 1987 549 1,050 270 1992 565 1,131 632 1997 728 1,992 770 Average Salaries (in thousands) Birth Continuer Death 1977 83 211 83 1982 185 269 83 1987 205 413 101 1992 257 428 267 1997 243 567 241



Table 3.18. Characteristics of Plants that are Births, Deaths and Continuers Productivity and Exit 7%



Probability of Exit



6% 5% 4% 3% 2% 1% 0% 1
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5
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Figure 3.9. More productive firms are less likely to exit, more or less.
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S.E. Price per Cubic Yard in 1963 Dollars Coefficient 1 Competitor -0.95 (0.21) 2 Competitors -1.19 (0.21) 3 Competitors -1.38 (0.24) -1.33 (0.24) 4 Competitors 5 Competitors -1.57 (0.25) -1.69 (0.27) 6 Competitors 7 Competitors -1.72 (0.30) 8 Competitors -1.78 (0.31) Area in thousand of acres 0.28 (0.04) Yes Year Effects(Base Year 1963) Constant about 42 3148 18225 17%



Number of Observations Sum of Deviations Pseudo-R2



Table 3.19. Median Regression of Prices pooled over the entire sample on the Number of Plants in a county Next Year’s Construction Employement OLS S.E. Fixed Effect S.E. construction employement t 0.657 (0.008) 0.506 (0.009) construction employement t-1 0.216 (0.008) 0.129 (0.008) construction employement t-5 0.114 (0.005) -0.010 (0.007) -0.012 (0.001) -0.027 (0.001) interest rate interate rate*payroll 0.000 (0.000) 0.000 (0.000) constant 0.218 (0.013) N.A. Number of Group Number of Time Periods R2 R2-within F-statistic



14333 N.A. 97% N.A. 98075



1339 11 96% 49% 2585



Table 3.20. Forecasting the Evolution of Demand for Concrete with OLS and county fixed effect regressions
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Baseline Exit probability



4.51% Parameter Standard Error Employees -0.11% (0.02%) Employees*Employement Construction 0.01% (0.00%) 0.74% (0.15%) 5-10 Years Old 0-5 Years Old 0.30% (0.17%) -1.82% (0.11%) Multi-Unit Firm Less than 6 employees 4.98% (0.22%) Log of county construction employment -0.24% (0.19%) Log of county concrete plants 1.49% (0.18%) -0.22% (0.05%) Square log of construction employement Square log of concrete plants 0.00% (0.01%) Number of Observations Log-Likelihood Pseudo-R2



143204 -28396 4.7%



Table 3.21. Marginal Effects on the Probability of Exit estimated from a Logit
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3.9. Computional Appendix I have implemented a version of the Nested Pseudo-Likelihoods algorithm of Aguirregabiria and Mira (2006), with several important modifications. The computational details of my implementation are described in this appendix. First, I discuss the representation of the state space which incorporates exchangeability, the assumption that all players are identical, and the computation of state to state transition probabilities following this assumption. Second, I document how value functions can be computed if period profits are separable in dynamic parameters (SSP). Third, I describe the use of market fixed effects in this dynamic model. Finally, I present my implementation of the Nested Pseudo-Likelihoods algorithm.



3.9.1. Representing States and Strategies



To manipulate value functions and strategies in the computer, I need to find a way to represent them. Denote the set of states X = {1, ..., #X} where #X is the number of different states in X. Likewise, denote the set of actions Ai = {1, ..., J}. Thus the set of conditional choice probabilities P can be represented as an #X × J matrix:    P =  



P [ai = 1|x = 1] ...



... ...



P [ai = J|x = 1] ...



P [ai = 1|x = #X] ... P [ai = J|x = #X]
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Likewise, state to state transition probabilities F P (x0 |x) can be represented as an #X × #X matrix:  F



P



  =  



 F P [x0 = #X|x = 1]    ... ... ...   P 0 P 0 F [x = 1|x = #X] ... F [x = X|x = #X] F P [x0 = 1|x = 1]



...



I impose symmetry (or exchangeability in Pakes and McGuire (1994)’s terminology) between players, so that only a firm’s states matters, not its identity. For instance, a market configuration where firms 2 and 3 are active, represented by the market state vector [0, 1, 1, 0] should lead to the same outcomes as a market where firms 1 and 4 are active [1, 0, 0, 1]. Thus, there are two kinds of states: basic states for which firm indentities matter, and high states where they don’t. A basic state from the perspective of player i can be represented by the following vector: xb = [x1 , ..., xi−1 , xi+1 , ..., xN , xi , M ] {z } | Basic States



where xk is the state of firm k and M is the state of demand, while a high state xh reduces the characteristics of competitors down to the number of competitors of each type, and thus has the following representation: xh = [



X k6=N



|



1(xk = 1),



X



1(xk = 2), ...,



k6=N



X



1(xk = J), xN , M ]



k6=N



{z



High States



}
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The following Table illustrates the relation between high states and low states from the perspective of firm A for a 3 firm entry/exit model with a single demand state. Basic State ID Firm A Firm B Firm C



High State ID Own Firm Number of Competitors



1



0



0



0



1



0



0



2



0



0



1



2



0



1



3



0



1



0



2



0



1



4



0



1



1



3



0



2



5



1



0



0



4



1



0



6



1



0



1



5



1



1



7



1



1



0



5



1



1



8



1



1



1



6



1



2



When I will show the algorithm which computes F P in equation (3.16) the ordering of basic states will be very important. In particular, basic states must be sorted by the demand states, then the state of firm N , then the state of firm N − 1 and so on. This sort assures that the Kronecker product yields the transition probabilities in the appropriate order. I build the converter matrix to translate basic states into high states, defined as a matrix of size #basic states×#high states with the following entries:



CON V ERT ER(i, j) = 1(basic state i is equivalent to high state j)



To do this, the code goes thought the list of all basic states and computes the high state based on the firm’s own state and the number of competitors of each type it faces, as well as demand. In particular, high states can be identified and ranked by computing
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xb EN C 0 , where EN C = [1, N, ..., N J , N J J, N J J#M ] and #M is the number of demand states. It is also convenient to express the set of conditional choice probabilities P in terms of high states: P [ai |xh ]. An issue with high states is that state xh from the perspective of firm 1 could be different from state xh from the perspective of firm 2, since it is important for firm 1 and 2 to know if they are active or inactive. Thus, I need to build an table which indicates for each firm in the market, which high state it occupies: P IN DEX(k, xh ) = state for firm k given that firm N is in state xh



So for the example of a 3 firm entry-exit model the P IN DEX table is: Firm A Firm B Firm C 1



1



1



2



2



4



3



5



5



4



2



2



5



3



5



6



6



6



Again, I build this matrix by going through the list of states xh for each firm. Likewise for demand, I construct the DIN DEX table which maps state each state xh into the current state of demand M ∈ {1, ..., #M }: DIN DEX(xh ) = Demand State M in state xh
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by going through the list of high states and picking out the value of demand. At this point, it is useful to clarify how I take observations in the data y b that are expressed in basic states, and transform these into high states y h . I can find a unique id for each state by multiplying the basic states by the encoding matrix, EN C: id = y b EN C



While the id variable has a one to one mapping into the set of high states, and a higher id implies a higher xh , it is not ordered from 1 to #X. Denote the decoding table, DEC defined as: DEC(id) = #xh where the # sign indicates the order of xh ∈ X = {1, 2, ..., #X}.Thus I convert y b → y h by the following operation: #y h = DEC(y b EN C).



3.9.2. Computing State to State Transition Probabilities The main bottleneck in the computation of the equilibrium of a dynamic game is the state to state transition matrix F P . In particular, the transition matrix F is in general a dense matrix in my empirical work, i.e. F P [x0 |x] > 0 for most states x0 , x ∈ X, since if I observed a transition with zero probability, the model is immediately falsified. This is not the case for Pakes and McGuire (1994) style theoretical models, which typically generate transition matrices F that are quite sparse, and can be much easier to compute and invert. Denote the vector of choice probabilities for state x as p[x] = {P [ai = 1|x], P [ai = 2|x], ..., P [ai = J|x]}, the vector whose entries list the probability to a firm will take each possible actions, and the vector of demand transition probabilities starting in state
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x as D(x) = {Pr[M 0 = 1|M x ], Pr[M 0 = 2|M x ], ..., Pr[M 0 = #M |M x ]}. The entire set of transition probabilities, in basic state terminology, can be computed as: (3.16) 



 p[P IN DEX(1, 1)] ⊗ ... ⊗ p[P IN DEX(N, 1)] ⊗ D(DIN DEX(1))



F b,P



    =    



p[P IN DEX(1, 2)] ⊗ ... ⊗ p[P IN DEX(N, 2)] ⊗ D(DIN DEX(2)) ... p[P IN DEX(1, #X)] ⊗ ... ⊗ p[P IN DEX(N, #X)] ⊗ D(DIN DEX(#X))



        



where ⊗ is the Kronecker product and F b,P (a, b) is the probability of reaching basic state xb = a given that the system started in high state xh = b today. The logic behind this procedure is not immediately apparent, so I will show a little example to give the reader some intuition. Suppose two players, A and B can choose entry probabilities q a and q b . The Kronecker product of their strategies gives: [q a , 1 − q a ] ⊗ [q b , 1 − q b ] = [q a q b , q a (1 − q b ), (1 − q a )q b , (1 − q a )(1 − q b )]



which are the probabilities for all 4 possible outcomes (both enter, only A enters, only B enters, neither enters). To convert this object into high state form, I use the sparse logical converter matrix CON V ERT ER and sparse matrix multiplication: F h,P = F b,P × CON V ERT ER where F b,P (a, b) is the probability of reaching high state x0h = a given that the system started in high state xh = b today.
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3.9.3. Expected Period Payoffs I need to compute expected period payoffs rP (x), the period payoffs generated by the behavior of a firm and its competitors that use conditional choice probabilities P . If the period reward function is separable in dynamic parameters, then I can express period payoffs as θρ(x0 , ai , xi ). This representation is very useful, since it allows me to quickly compute the firm’s value (conditional on conditional choice probabilities P ) for many different parameter vectors θ. This feature will turn out to be quite important when I estimate parameters θ using maximum likelihood in a later section. The pre-multiplied expected reward function rP (x) is: ! rP (x) =



X



X



x0 ∈X



ai ∈A



ρ(x0 , ai , xi )P [ai |x] F P [x0 |x]



where rP (x) is a vector of length #θ + 1(the size of the parameter vector plus one), so that actual period payoffs can be found as {θ, 1} · rP (x).21 The matrix of expected payoffs RP of dimensions (#θ + 1) × #X is constructed by stacking rP (x) over all states x ∈ X: 



 P



r (1)     P R =    



21Note



rP (2) ... rP (#X)



        



that this equation can be reexpressed in terms of matrix multiplications instead of sums.
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I also want to find the set of expected period payoffs if a firm choose action j today and reverts to conditional choice probabilities P in the future, denoted rP,j (x): ! rP,j (x) =



X



X



x0 ∈X



ai ∈A



ρ(x0 , ai , xi )1(ai = j) F P,j [x0 |x]



where F P,j is the state-to-state transition matrix if I choose action j. To compute F P,j , I replace p[P IN DEX(N, x)] in equation 3.16 by pj [P IN DEX(N, x)], the conditional choice probability vector if I choose action j, defined as:



pj [ai |x] =



   1 if ai = j   0 if ai 6= j



3.9.4. Value Function The pre-multiplied value QP can be found as the fixed point of Bellman’s equation: ¨



QP = RP + βQP F P



(3.17) ¨



where F P is the state-to-state transition matrix that imposes anonymous exit. Firms which exit cannot reenter. This constraint is included in the algorithm, so that the value function in the future given that I have exited in the last period must be 0. In particular, if I exit then I cannot receive any rewards in the future and I cannot reenter. However, from the perspective of my competitors, the slot I occupied is not vacated eternally: ¨



another firm could decide to enter in the slot I once occupied. To compute F P , as before I replace p[P IN DEX(N, x)] in equation 3.16 by p¨[P IN DEX(N, x)], the conditional choice
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probability vector that eliminates my payoffs in the future if I decide to exit today:



p¨[ai |x] =



   0 if ai = 1   p¨[ai |x] else



where the action ai = 1 is normalized to be the action of exiting the market. This is equivalent to eliminating future payoffs for myself if I exit. Note that p¨[x] is not a P probability distribution since Jj=1 p¨[j|x] < 1 if p[1|x] > 0. Probability is being lost in cases where I exit. The value function can be computed through policy iteration:



(3.18)



¨



QP = (I − βF P )−1 RP



which is quite effective if the state space is small or the discount rate β is close to 1. I can also compute the firm’s value by value iteration: ¨



W t+1,P = RP + βW t,P F P 



where T is the smallest t such that W t+1,P − W t,P < ε giving QP = W T,P . Value iteration can be useful if the state space is large (over 700 distinct states say), making the inversion of the (I − βF P ) matrix quite difficult. I define thek k norm as the sum the absolute values of all entries in an array. So for a 3 dimensional array A: kAijk k =



XXX i



j



k



|Aijk |
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Notice that QP is a #θ × #X matrix which can be used to find the value V P = θQP . Suppose I take action j today. My value QP,j is the following: ¨



QP,j = RP,j + βQP F P ,j



(3.19) ¨



where F P ,j is the state-to-state transition matrix that incorporates both the fact that I took action j today and the fact the that I cannot reenter tomorrow if I exited today. Specifically, replace p[P IN DEX(N, x)] in equation 3.16 by p¨j [P IN DEX(N, x)], the conditional choice probability vector that eliminates my payoffs in the future if I decide to exit today and takes into account the fact that I chose action j today:



p¨j [ai |x] =



   1 if ai = j and ai 6= 1   0 otherwise



3.9.5. Market Fixed Effects



I incorporate market level fixed effects by altering the parameter vector θ for each market: θm = {αm , θ} Note that conditional choice probabilities, P m , will differ by market, as well as the premultiplied payoffs and values they generate for firms, RP,m and QP,m . I can incorporate these changes quite easily. Since there are too many markets in my data to estimate separate fixed effects for each one, I classify markets into groups according to the following
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criteria: T X N X 1(ati ≥ 2, xti ∈ m) µ(m) = NT t=1 i=1



(3.20)



where groups are formed by rounding µ(m) to the nearest integer.



3.9.6. Nested Pseudo-Likelihoods Algorithm



(1) For each market group g = {1, ..., G}, I estimate conditional choice probabilities Pˆ 0,g from the data using a bin estimator: Pˆ 0,g [j|ω] =



PL



1(al = j, xl = ω, ml = g) PL l=1 1(xl = ω, ml = g)



l=1



where ml indicates which group market ml belongs to. Denote the matrix of choice probabilities for each group (a J × #X matrix) as Pˆ 0,g , which stacks Pˆ 0,g [j|ω] over all actions and states. Build the matrix of choices that firms made Zˆ g [ai |x] as: Zˆ g [j|ω] =



L X



1(al = j, xl = ω, ml = g)



l=1



where Zˆ g [j|ω] is the number of times firms in state ω and group g chose action j. Denote the stacked choice matrix Zˆ g . Finally, I estimate demand transition ˆ using a bin estimator: probabilities from the data, D, ˆ D[a|b] =



PL



l=1



1(M t+1 = a, Mlt = b) PL l t l=1 1(Ml = b)
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(2) Construct pre-multiplied value functions conditional on choice probabilities Pˆ k,g and taking action j today according to equation 3.19 for each market group: ˆ k,g ,j



{QP



}j={1,..,J},g={1,...,G} .



(3) M-Step The matrix of choice probabilities C can be computed for each group g as the following: h



ˆ k,g ,1



exp({αg , θ}QP Pˆ k,g ,g (αg , θ) = C PJ



h=1



ˆ k,g ,J



), ..., exp({αg , θ}QP



i )



exp({αg , θ}QPh )



Thus the likelihood for this model is: L({α1 , ..., αG }, θ) =



(3.21)



G 



X



Pˆ k,g ,g g ˆ log(C (α , θ)) · Z 



g g=1



where · represents element by element matrix multiplication. I use this particular form for the likelihood of the model since there are a great number of observations in the data, but few states. The computational burden from calculating the likelihood depends only on the number of states in the model (#X), and does not increase with the number of observations in the data (L). I maximize the likelihood L using a simple gradient based algorithm, namely Broyden-Fletcherk ˆk Goldfarb-Shannon (BFGS), to find parametes {ˆ α1k , ..., α ˆG , θ }.



(4) E-Step I update the matrix of conditional choice probabilities Pˆ k,g using a moving average of this iteration’s conditional choice probabilities and those used in previous
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iterations: " Pˆ k+1,g = C



Pˆ k,g ,g



(ˆ αgk , θˆk ) +



MA X ma=1



# Pˆ k+1−ma,g



1 (M A + 1)



This moving average update procedure works fairly well with the length of the moving average, M A, set to 5 or 6. The trade-off in choosing M A is that more smoothing considerably slows the execution of the algorithm, but increase the chance that Pˆ k+1,g will converge.



PG 



ˆ k+1,g k,g ˆ − P < δ stop, else go back to step 2. The Nested Pseudo(5) If g=1 P Likelihood algorithm usually converges in under 100 iterations. I compute the covariance matrix of estimates by inverting the Hessian of the likelihood in equa 2 −1 tion 3.21: ∂∂θL2 .
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CHAPTER 4



Productivity and Plant Selection in the Ready-Mix Concrete Industry 4.1. Introduction A society’s ability to provide for its members is chiefly determined by the productivity of its plants. A baseline presumption shared by many economists is that plant-level efficiency is due to economy wide inputs such as technology, available capital, educated workers. Yet there are considerable differences in productivities of manufacturers of an identical product in the same location. For instance, in the ready-mix concrete industry, a plant in the 75th percentile of productivity has four times the output as one in the 25th percentile which uses the same inputs. Why don’t these inefficient plants exit the industry? The goal of this paper is to understand the role of entry and exit decisions and competition in generating the distribution of plant-level productivity observed in the ready-mix concrete industry. Can government alter the plant-level productivity distribution through entry subsidies? Would an increase in the magnitude of economic fluctuations ”‘cleanse”’ the market of inefficient producers? Sunk costs are key to understanding why inefficient plants are not displaced by potentially more productive entrants. In a world without sunk costs, a new entrant could invest into the most recent technology and displace an incumbent who is just a fraction less productive. This mechanism would keep all plants in the industry on the frontier of
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efficiency given current technology. Large sunk costs create a wedge between the cutoff for productivity at which an entrant decides not to enter and the lower cutoff at which an incumbent exits. Thus, an inefficient producer might choose to remain active at a level of productivity for which it would never considered entering. Furthermore, some plants are more productive than others, but does this advantage persist over time? If productivity draws are independent across time, then a plant does not considers its efficiency level when deciding to remain in the market since productivity today provides no information on the average level of productivity in the future. Finally, competition helps eliminate inefficient producers. Competition reduces profits for all plants in the industry, pushing incumbents with particularly low productivities to shut down. To model the dynamic process of selection in the ready-mix concrete industry I estimate a dynamic model of entry and exit that incorporates competitive considerations and the exogenous evolution of plant-level productivity. Parameters from this model are used to simulate the effect of entry subsidies and demand fluctuations on the equilibrium distribution of productivity in the industry. As discussed by Mankiw and Whinston (1986), there is considerable room for government intervention in entry and exit since an entrant cannot pay an incumbent to exit the market, and thus incumbents impose an externality onto entrants. In section 4.2, I review the literature on plant selection and oligopoly dynamics. In section 4.3, I describe the data on ready-mix concrete plants and how I measure productivity. Section 4.5 presents the empirical model of entry and exit, while section 4.6 discuses results from the model.
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4.2. Literature I draw on two branches of research for this paper. The first concerns the evolution of productivity at the plant level and the second the estimation of models of dynamic oligopoly.



4.2.1. Productivity and Plant Selection The theoretical frame for industry dynamics is explored by Jovanovic (1982) and Hopenhayn (1992). They look at the effect of firms learning about their productivities on the entry and exit process and the turnover observed in steady-state. This theoretical framework has been quite successful in the macroeconomic literature but has received limited empirical scrutiny, a gap which I try to redress. Syverson (2004) documents productivity dispersion among ready-mix concrete producers. The magnitude of this dispersion is constant across several different measures of productivity, including total cubic yards of ready-mix concrete produced. Syverson (2004) conjectures that competition plays a key role in eliminating unproductive plants which limits the dispersion of productivity. He finds empirical evidence for this conjecture by looking at the distribution of productivity in large and small markets, where market size is determined by the density of construction activity. Productivity is more dispersed in in small markets than in large markets. Moreover, there are fewer low productivity plants in large markets than small markets. This indicates that competition truncates the distribution of productivity from below by selecting out inefficient plants. The goal of this paper is to explore the mechanism for plant selection in more detail instead of
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focusing on specific cross-sectional implications of plant selection as Syverson (2004) has done. Lucia, Haltiwanger, and Krizan (1998) investigate the micro-foundations of aggregate productivity growth. They decompose changes in aggregate productivity into 3 effects: 1- change of productivity within the plant, 2- entry of more efficient producers and exit of unproductive ones and 3- reallocation of output from inefficient plants toward efficient ones. Lucia, Haltiwanger, and Krizan (1998) find that improvements in aggregate productivity are mainly due to the reallocation of output to more efficient plants and not exit of inefficient producers. This paper illustrates the effect of policies such as entry subsidies and demand fluctuations on the evolution of aggregate productivity, a task which is beyond the reach of Lucia, Haltiwanger, and Krizan (1998)’s work. Foster, Haltiwanger, and Syverson (2005) investigates the role of a plant’s profitability and productivity in its decision to exit the market. Profitability differs from productivity since a plant in a concentrated market experiencing high demand can make large profits without being particularly good at producing ready-mix concrete. Foster, Haltiwanger, and Syverson (2005) find that plants with either high productivity or profitability are less likely to exit, but it is difficult to separate the effects of these two measures. Likewise, ? look at entry and exit decisions of several geographically differentiated producers (including ready-mix concrete). Plants that were build by firms with previous industry experience have lower exit rates.
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4.2.2. Estimation of Dynamic Multi-Agent Models Models of dynamic oligopoly poses daunting econometric challenges that require involved structural models. The underlying framework for empirical models of dynamic oligopoly was developed by Ericson and Pakes (1995) which incorporates at its core the solution concept of Markov-Perfect Equilibrium (see Maskin and Tirole (1988)). To bring this framework to data, the econometrics of dynamic discrete choice, initiated by Rust (1987), can be used. Finding an equilibrium to a dynamic games is unusually computationally intensive, since an equilibrium is a fixed point in both the agent’s value function and the best-response policies being used given what other players are doing. Hence Bajari, Benkard, and Levin (2006) and Aguirregabiria and Mira (2006) have developed techniques for estimating the parameters of a dynamic game without the computational burden associated with computing the solution to the game for each guess at a parameter vector. As in chapter 3, I use the techniques developed by Aguirregabiria and Mira (2006) to estimate the parameters of the dynamic game played by firms, which imposes the restriction that the strategies that firms use are an equilibrium.



4.3. Data 4.3.1. Entry and Exit The data used for this chapter is similar to the data used in chapter 3. In particular, I use the same panel of plants and the same definition of entry and exit as chapter 3. However, in chapter 3 the majority of the analysis relied exclusively on the Longitidunal Business Database (henceforth LBD) to measure competition, demand and entry and exit. To measure productivity I need information on a plant’s inputs and outputs contained in
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the Annual Survey of Manufacturing (henceforth ASM) and the Census of Manufacturing (henceforth CMF). A particular issue with these data is that they do not cover all plants on an annual basis. The ASM is an annual questionnaire that samples 1/3 of ready-mix concrete producers each year. The ASM selects its sample based on plant size and covers very few small ready-mix producers. This sampling procedure is problematic. First, if I select plants based on employment I can create selection bias in the measurement of productivity since I don’t have any information on smaller producers. In fact, in production function regressions, the coefficient on capital is much lower when ASM years are included, which suggests that undersampling small firms produces underestimates of the importance of capital. Second, the model of productivity and competition that I estimate requires the productivities of all plants in a market, since the productivities of plant’s competitors are of interest. Since only a third of plants in the ready-mix concrete industry are sampled by the ASM, the probability that I have data on all plants in a market is (1/3)Nm where Nm is the number of plants in market m, and thus my sample of markets is severely truncated in ASM years. For these reasons, I do not use ASM data in the estimation of the dynamic model, and instead I rely on data from the CMF. The CMF is a questionnaire sent to all plants in the manufacturing sector every 5 years. Since the CMF is a complete census, for each market I have data on all plants, this gives me the opportunity to use this data to look at the relationship between competition and productivity. However, since the CMF samples plants every 5 years, I can only look at a firm’s entry/exit decision the year following a Census year.1 The CMF imputes data 1The



fact that I only look at entry/exit decisions in CMF years does not produce selection bias since CMF years we chosen by the Census Bureau in the 1960’s when it remodeled the Economic Census.
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for producers with fewer than 5 employees, a substantial fraction of ready-mix concrete plants, but far less than the 2/3 of missing plants found in the ASM. Thus it is impossible to know if very small producers are highly productive or not. I punt on this issue, assigning a plant a productivity based on its imputed level of capital, labor and total value of shipments. A large fraction of input and output data in the ASM and CMF is imputed by the Census Bureau.2 Census imputes data in three ways: (1) Administrative Records (AR): Plants with fewer than 5 employees are deemed administrative record, i.e. they do not have to respond to Census questionnaires. Data for these plants is imputed based on the number of employees at the plant. (2) Cold Deck Imputes: If a plant does not respond to a particular question on the ASM or CMF, their response can imputed by taking the response for the average plant and scaling it by the number of employees at a plant. (3) Hot Deck Imputes: Another way to impute data is to give a plant the same level of capital, labor and output as another plant with similar characteristics, such as a plant with the same number of employees. This imputation technique is known as hot deck imputation. Administrative Records are marked in Census Data, but hot and cold deck imputes are not. Therefore, I need to identify observations which contain imputed data. To eliminate hot deck imputes, I tag plants in a year that have identical capital, salaries and value added. Each of these observations is classified as hot deck impute since it is impossible to identify the original observation that was used to fill in missing values 2The



discussion of stripping imputes from Census data relies heavily on Syverson (2004).
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Total Observations with Productivity 37559 Administrative Records 7231 6277 Hot Imputes ASM years data 8217 Table 4.1. A large fraction of Census of Manufacturing and Annual Survey of Manufacturers data is imputed. for the imputed observation. As for cold deck imputes, in each year I tag all plants with the modal capital-labor ratio (down to the last decimal digit) as cold deck imputes. With cold imputes, there is no issue of falsely classifying an observation as cold deck impute since the probability that a real observation has exactly the same capital-labor ratio as the mode for the year is quite small. Table 4.1 shows the number of observations in CMF and ASM data that are Administrative Records, cold deck and hot deck imputes. A substantial fraction of this data is imputed.



4.3.2. Measuring Productivity A plant’s efficiency plays a large role in its decision to stay in operation. Productivity is not directly reported by plants, but has to be measured based on a plant’s outputs and use of inputs. I measure productivity in three different ways, since the ready-mix concrete industry allows for three different definitions of output: (1) Value Added. (2) Total Value of Shipments. (3) Cubic Yards of Concrete Produced. Fortunately, productivity residuals generated by these measures of output are highly correlated. This indicates that each measure tracks the same underlying phenomena and that my results are robust to alternate of definitions of productivity.
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The first measure of productivity is the residual from the regression with a CobbDouglas production function:



(4.1)



yit (value added) = βl lit (salaries) + βk kit (capital) + At + ρti



where lower case variable x = log(X + 1) is the logarithm of the actual variable plus one, At is the intercept of the production function for each year (insuring that year to year changes in technology do not affect the dispersion of productivity) and ρti a plant’s productivity.3 I deflate all items measured in dollars by the consumer price index (CPI) published by the BLS.4



5



The second measure of productivity is based on total value of shipments, the KLEM production function: (4.2) yit (total value of shipments) = βl lit (salaries)+βk kit (capital)+βm mti (cost of materials)+At +ρti Finally, I use an unusual measure of productivity based on cubic yards of concrete produced by a plant. Total output is simply the volume of concrete produced since ready-mix concrete is a fairly homogeneous commodity (see chapter 1 for more detail on this point) and ready-mix concrete is these plants sole output.6



3I



use the transformation x = log(X + 1) instead of x = log(X) since the later transformation eliminates all observations with X = 0, and thus the sample could vary substantially based on how many variables in the regression have zeros. 4 It is important to deflate data measured in dollars since the Cobb-Douglas production function is not homogeneous of degree one if the sum of the capital and labor coefficients is different from one, and thus is sensitive to a rescaling of the variables. 5 CPI data downloaded from ftp://ftp.bls.gov/pub/special.requests/cpi/cpiai.txt, accesed May 5 2006. 6See chapter 2 for evidence on the preponderance of ready-mix concrete in a plant’s output.
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Table 4.2 shows production function estimates using value added as a plant’s output, where I alternatively drop administrative records, cold and hot deck imputes and ASM years. Dropping imputed data has little effect on estimated coefficients but increases the variance of the productivity residual (as measured by the R-squared of the regression). However, if I include data from ASM years the labor coefficient of the production function rises to over 0.8 and the capital coefficient falls to beneath 0.2. Since the ASM undersample small plants, there may be too little variation in capital usage at plants to correctly measure the capital coefficient. This intuition is confirmed by the fact that the plantfixed effect regression gives the same results as OLS estimates using only CMF data. As well, since OLS and plant fixed-effect regression give similar estimates, this suggests that simultaneity bias, the fact that a plant manager can choose labor after this period’s productivity has be revealed (see Griliches and Mairesse (1995)), is not important.ted data has little effect on estimated coefficients but increases the variance of the productivity residual (as measured by the R-squared of the regression). However, if I include data from ASM years the labor coefficient of the production function rises to over 0.8 and the capital coefficient falls to beneath 0.2. Since the ASM undersample small plants, there may be too little variation in capital usage at plants to correctly measure the capital coefficient. This intuition is confirmed by the fact that the plant-fixed effect regression gives the same results as OLS estimates using only CMF data. As well, since OLS and plant fixed-effect regression give similar estimates, this suggests that simultaneity bias, the fact that a plant manager can choose labor after this period’s productivity has be revealed (see Griliches and Mairesse (1995)), is not important.
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Log Salaries Log Assets Constant



Observations R2



All Observations No Adminstrative Records No Hot Imputes No ASM Years Plant Fixed E 0.896 0.866 0.862 0.642 0.671 (0.002) (0.003) (0.003) (0.005) (0.007) 0.041 0.033 0.040 0.323 0.265 (0.002) (0.002) (0.002) (0.005) (0.006) 1.172 1.408 1.390 0.751 0.947 (0.012) (0.018) (0.017) (0.013) (0.028) 37559 83%



30328 74%



31282 76%



29342 86%



Table 4.2. Production function regressions with different selection criteria.



Table 4.3 presents production function regressions using alternately value added, total shipments and volumetric measures of output. Notice that both KLEM and volumetric regressions have similar coefficients for materials, capital and labor. This suggests that measurement error in output does not lead to biased estimates of the production function. In particular, one might worry that total value of shipments mismeasures output, since in markets with fewer participants prices, and thus value of shipments, are higher.7 Likewise, total volume of concrete produced can also mismeasure output since in denser market ready-mix concrete trucks do not need to drive as far to make a delivery. A plant located in a dense market can economize on ready-mix concrete trucks, drivers and fuel giving the (mistaken) appearance that it is a more efficient operation. Table 4.4 shows that rank correlation between these three measures of productivity are above 90%, while raw correlations are above 80%. Thus, each measure of productivity is getting at the same underlying concept of plant efficiency. Moreover, my results on the dynamics of entry and exit and productivity would change very little if I had used an alternate measure of 7See



the Figure on price of concrete and number plants presented in chapter 3 for an illustration of higher prices in less competitive markets.



29342 65%
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Output Measure Log Value Added Log Shipments Log Cubic Yards of Concrete Log Salaries Log Assets



0.633 (0.006) 0.269 (0.006)



Log Materials Constant



1.163 (0.022)



0.270 (0.003) 0.116 (0.003) 0.587 (0.003) 1.170 (0.011)



0.138 (0.012) 0.084 (0.010) 0.689 (0.011) 4.366 (0.042)



Observations 22114 21941 15636 R2 74% 94% 58% Table 4.3. Production function regressions with different output measures.



correlations Table 4.4. No matter how productivity is measured, the same plants are more efficient.



productivity. Therefore, in subsequent sections proditivity will refer to residual from the value added regression with ASM years ommited (column 3 of Table 4.2).



4.3.3. Measures of Dispersion The main goal of this paper is to explain the dispersion of plant-level efficiency, the fact that plants that use the same bundle of inputs have different levels of output. This dispersion can be gaged by the R2 values in Table 4.3’s production function regressions. To display productivity dispersion more concretely, I generate the predicted output for each plant if it were using mean levels of capital, labor and materials, but brings its own productivity residual:
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Percentile of Predicted Output 5% 25% 50% 75% 95% Value Added in Thousands of 1977 dollars 86 350 760 1600 4500 Total Shipments in Thousands of 1977 dollars 260 880 1800 3800 10000 4300 16000 33000 66000 170000 Cubic Yards of Concrete Table 4.5. A plant in the 75th percentile of productivity has 4 times the output of a plant in the 25th percentile of productivity.



(4.3)



yˆit (predicted) = exp(βl ¯l + βk k¯ + βm m ¯ + Aˆt + ρˆti )



where ¯l,k¯ and m ¯ are respectively the mean level of salaries, capital and materials over the entire period and ρˆti is the residual from the production function regression in Table 4.3. Table ?? presents quantiles of the distribution of predicted output for each productivity measure. In each case, a plant in the 75th percentile of productivity produces 4 times the output as a plant in the 25th percentile of productivity. What is the cause of this large dispersion of productivity?



4.3.4. Persistence of Productivity The current level of productivity provides two pieces of information to the firm. Low productivity reduces the firm’s current profits since it can produce less output for any given level of inputs. If productivity is persistent, low productivity today implies lower productivity in the future. If productivity is very persistent, then today’s productivity is very informative about the profits that the firm will earn in the future. Likewise, if productivity has no persistence, then low productivity today provides no information
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To From Out Low Productivity* High Productivity**



Low Productivity 0.49 0.71 0.21



High Productivity 0.51 0.29 0.79



* Low Productivity is productivity below the median for the year *High Productivity is productivity above the median for the year Table 4.6. Productivity exhibits limited persistence.



on the firm’s continuation value. I estimate the transition process for productivity nonparametrically as:



(4.4)



Pˆ [ρ = a|ρ t



t−1



PT PI = b] =



= b) 1(ρti = a, ρt−1 i PT PI t−1 = b) t=2 i=1 1(ρi



t=2



i=1



To compute the year to year transition process for productivity I use yearly data on productivity from the ASM. I cannot use the CMF because it only samples plants every 5 years. Moreover, the estimator in equation 4.4 does not count plants that exit in the next period or are not in the ASM. ASM plants and continuers are typically larger and more productive than the average plant in the CMF so I may underestimate the likelihood of transiting to the low productivity state. I place measured productivity into two bins: plants that are above or below the median level productivity in a given year. Table 4.6 shows the estimated transition probabilities for productivity. Surprisingly, a plant with high productivity today has a 20% probably of being a low productivity plant next year. Why is there so much volatility in plant productivity?
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It is a tautology that changes in productivity are caused by change in valued added, labor or capital. Hence the volatility of productivity is generated by the volatilities of these 3 elements. Table 4.7 displays the autocorrelation of valued added, salaries and total assets. While value added and salaries have autocorrelations of above 90%, the autocorrelation of total assets is only 70% which is surprising since in the short-run, capital is harder to change than labor.8 Capital assets are volatile because of measurement error. A manager can easily compute her total wage bill and the revenue she collected during the year. However, reckoning the book value of assets is difficult without meticulous accounting of the purchase price of capital assets. The correlation between assets at the start of the year and at the end of the year is above 90% while the correlation accross years is 70%. This suggest that either managers do most of their capital purchases on January 1st or that there is error in measuring capital stock. This measurement error would produce underestimates of the persistence of plant-level productivity. As well, mismeasurement of productivity would lead to attenuation bias in the importance of productivity in plants exit decision. When I classify productivity based being above or below the median in a given year, I implicitly assume that a plant below the median in 1977 is the same as a plant below the median in 1997. This ”‘stationarity”’ assumption is violated by low term growth in productivity. More broadly, one could conjecture that dispersion of plant productivity is due to the presence of different vintages of ready-mix plants. Older plants were build with less efficient technology and compete with newer vintages. These competing vintages 8It



is easy to change labor in the ready-mix concrete industry since (at least for Illinois) labor contracts do not specify a set number of hours per worker. Instead employees are called in for work on days when they are needed.
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Correlation Matrix



Log Assets Ending Lagged Log Assets Ending Log Salaries Lagged Log Salaries



Log Assets Ending Log Salaries Log Shipments 1 0.73 0.47 0.43



1 0.91



Log Value of Shipments 0.43 0.89 1 0.43 0.83 0.92 Lagged Log Value of Shipments Table 4.7. Total shipments and salaries are highly autocorrelated but capital assets are not.



Year Median Median Cubic Yards Median Cubic Yards Median Cubic Yards Employees Per Plant Per Worker Per Worker Hour 1962 8 15000 1900 1.4 1967 14 26000 2100 1.6 1972 15 35000 2200 1.6 1977 13 33000 2300 1.7 1982 13 25000 2000 1.4 1987 15 36000 2700 1.7 1992 13 32000 2600 1.7 1997 13 40000 3000 1.7 Table 4.8. The ready-mix concrete sector has experienced no productivity growth over the last 50 years.



create the wide dispersion of productivity observed in the data. However, the ready-mix concrete industry is exceptional in its lack of technological change over the last 50 years. The machines and trucks used to produce ready-mix concrete 50 years ago are remarkably similar to those in use today. Table 4.8 shows the volume of concrete produced per worker hour has increased by less 10% between 1967 to 1997. The fact that aggregate productivity is increasing very slowly makes the assumption that ready-mix concrete industry is operating near its steady-state more plausible than most industries.
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4.4. Evidence for Plant Selection Before rushing into the estimation of the structural model, I show evidence that mechanisms of plant selection are present in the data. These ”‘reduced form”’ results inform which features of the data identify parameters of the structural model. There are 4 margins on which I can observe the process of plant selection: 1-Exit, 2-Growth, 3-Entry and 4-Competition.



4.4.1. Inefficiency encourages exit The first mechanism of plant selection is the exit of inefficient producers. Plant exit provides the cleanest evidence of selection since an incumbent’s productivity can be measured before she decides to exit. Moreover, while plant exit is determined both by productivity within the plant and competition in the market, plant level factors typically provide greater explanatory power. Figure 4.1 shows the death rate for plants in each quintile of productivity. A plant in the 2nd quintile of productivity is 3 times more likely to exit than a plant in the top quintile of productivity. However, a plant in the lowest quintile of productivity has a lower than average exit hazard which is inconsistent with almost any model of productivity and plant selection. This non-monotonicity of the exit hazard in productivity does not disappear when I control for other plant characteristics as displayed by Table 4.9’s regressions. The most likely scenario for this effect is that plant level productivity is mismeasured and thus productivity data for plants with unusually low productivity is unreliable. When I control for other important plant characteristics such as multi-unit status and plant size, the probit presented in Table 4.10 finds that a plant in the lowest percentile of productivity
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Productivity and Exit 7%



Probability of Exit



6% 5% 4% 3% 2% 1% 0% 1



2



3



4



5



Quintile of Productivity



Figure 4.1. More productive plants have a lower likelihood of exit, more or less. say someting Table 4.9. The relationship between productivity and exit is non-monotonic even after controlling for plant characteristics.



is twice as likely to exit as a plant in the highest percentile. Moreover, the effect of high productivity is of the same magnitude as either ownership and size, the most important determinants of plant exit identified in chapter 3. At first glance, the relationship between productivity and exit is somewhat disappointing. Consider as a baseline a model in which homogeneous plants compete in a perfectly competitive market. In this model, a plant below a certain threshold of productivity exits with certainty. The weakness of the relationship between exit and productivity is exactly the fact that explains wide dispersion of productivity between plants: inefficient producer are slowly selected out. Another reason for modest effect of productivity is the role of reallocation, the fact that low productivity plants are more likely to shrink. Table 4.11
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Probit on Exit Decision Baseline Exit Probability = 2.98%



Plant Employees Less than 5 employees Multi-Unit Firm 1-5 year old plant 1 year old plant Percentile of Productivity Employees*Percentile of Productivity Employees*Construction Employment Percentile of Productivity*Construction Employment Year Fixed Effects Number of Observations Pseudo-R2 Log-Likelihood



Marginal Effect Standard Error -0.13% 0.02% 2.38% 0.29% -2.98% 0.20% 1.66% 0.25% 0.28% 0.28% -2.66% 0.47% 0.03% 0.01% 0.01% 0.00% 0.03% 0.03% Yes 34503 8.41% -5716



Table 4.10. A plant at the lowest percentile of productivity has twice the probability of exiting as a plant in the highest percentile of productivity.



illustrates this effect, as plants which have low productivity are 2% less likely to end up as large plants (more than 15 employees) in the next period than small plants. Moreover, in two periods these smaller plants have twice the exit rate as a large plant. Thus the increased hazard of exit will be attributed to small plant size, while it was the plant’s low efficiency that caused it to shrink in the first place.



4.4.2. Productivity Deters Entry In markets with more efficient plants I expect fewer plant births, since these entrants will face tougher competition. Table 4.12 present a county-fixed effect negative binomial regression on the number of entrants in a county in each year. A market which has only high productivity plants (where productivity is decomposed into terciles) can expect 0.5
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To From Out Small Out 99.1% 0.9% Small+ Low Productivity* 8.5% 86.2% High Productivity** 3.8% 89.9% Large++ Low Productivity 2.3% 15.2% High Productivity 1.8% 13.2%



Large 0.0% 5.3% 6.3% 82.4% 84.9%



+



Small: Plant with fewer than 15 employees Big: Plant with at least 15 employees *Low Productivity: Productivity below the median for the year **High Productivity: Productivity above the median for the year ++



Table 4.11. Low productivity plants are less likely to grow than high productivity plants.



fewer plant births per year than a market with only medium productivity plants. Since the average market has 10 entrants per year, this corresponds to a 5% decrease in the volume of entry. Note that I have the same problem with a non-monotonic relationship between productivity and entry as was the case for Table 4.1. Table 4.12 indicates that there is significantly more entry in a market with medium productivity plants than in a market with low productivity plants. Moreover, the presence of large plants (above 20 employees) which grew in part because of their higher productivity, reduces the number of entrants by 1.5 plants per year, which corresponds to a 15% decrease in the entry rate.



4.4.3. Competitive Markets are More Productive Competition lowers profitability for all firms in a market. This should induce less efficient producers to be more likely to exit in a market with many competitors. The link between productivity and market size has been thoroughly investigated by Syverson (2004). I
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County Fixed-Effect Negative Binomial Regression Number of obs Number of groups Log likelihood



Plant Births in a county Fraction of Plants with less than 10 employees Fraction of Plants with more than 25 employees Fraction of Plants in the lowest tercile of productivity Fraction of Plants in the top tercile of productivity Fraction of Plant that exit this period Log of Employement in the Concrete Sector Change in Log of Employement in the Construction Sector Change in Log of Employement in the Concrete Sector Log of Employement in the Construction Sector Log of Concrete Plants in the county Square of Log of Employement in Construction Sector Square of Log of Concrete Plants 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 Constant



29670 1777 -6223



Coefficient



Standard Error



1.22 -0.54 -0.12 -0.66 -0.42 -0.97 0.00 1.01 -0.34 9.17 0.05 -1.53 -1.73 -1.80 -1.63 -1.83 -1.85 -2.46 -1.92 -1.79 -1.73 -1.74 -2.29 -1.73 -1.76 -2.42 -1.99 -1.98 -1.96 -1.97 -2.40 -2.29 -2.76 10.29



Table 4.12. The presence of productive plants deters entry.



0.08 0.10 0.12 0.10 0.10 0.04 0.04 0.03 0.15 0.40 0.01 0.14 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.96 0.97 94.54
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Market Size Productivity Share of Plants Catagory in Market Size Category 1 Low Productivity* 41% Medium Productivity** 33% 24% High Productivity***



Median Plants 1



2 Low Productivity Medium Productivity High Productivity



37% 32% 31%



3



3 Low Productivity Medium Productivity High Productivity



29% 34% 37%



5



4 Low Productivity Medium Productivity High Productivity



20% 34% 46%



16



* Lowest tercile of productivity ** Medium tercile of productivity *** Highest tercile of productivity



Table 4.13. In large markets plants are more productive.



confirm these results in Table 4.13 which shows that there are more productive plants in large markets than in small markets.



4.5. Model The model used in this section is similar to the model of chapter 3. The crucial difference is that one of the firm’s states, its productivity, is not controlled by the firm. Firms choose their actions ati ∈ {0, 1}, which is the decision to run a ready-mix concrete plant in the current period, or not. A firm’s state sti is composed of three elements: its activity status in the last period, its productivity and an unobserved state



151



ε, thus: sti = {



at−1 , ρt | i {z }i



, εti }. A plant can either be high or low productivity. A plant



xti Observed State



has high productivity denoted ρ¯ if its productivity is above the median for the year. A plant has low productivity denoted ρ if its productivity is at or below the median for the ¯ t year. The state of the market s is the collection of firm states sti and demand state M t : st = {st1 , st2 , ..., stN , M t }. When a firm chooses to operate a ready-mix concrete plant it takes into account not only it’s own productivity level but also the productivity of its competitors. Plant-level productivity ρti follows an exogenous first-order Markov process, with transition probabilities given by Table 4.6. Finally, demand M t follows the first order Markov process that was estimated as in chapter 3. I have made two important assumptions on the evolution of productivity. First, I assume that firms cannot control their productivity. When a firm purchases better readymix concrete trucks or a new computerized mixing console, why isn’t it more efficient? Productivity in this model is not output per worker, but the Solow residual in the production function regression. Thus the purchase of newer or better machine increases the firm’s capital stock, not its Solow residual. Second, in contrast with the Jovanovic (1982) model I assume that firms do not learn about their productivity. In the ready-mix concrete industry there is no evidence that a firm’s age has any impact on its exit decision. 9



Figure 4.2 shows that the probability that a firm will exit in the next period decreases



very gently with age. However younger firms could be less likely to exit since they wait for information on their underlying productivity. The true test for Bayesian learning is that older firms have a higher productivity cutoff for exiting than younger firms. Since



9In



contrast, Abbring and Campbell (2003) find evidence that bars in Texas are uncertain about their profitability in their first year in operation.
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Age and Exit
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Figure 4.2. Older firms are slighly less likely to exit.



younger firms have less information about their true productivity level, for a given realization of productivity, a younger firm has greater option value than an older firm. Figure 4.5 shows that the productivity of the 25th or 50th percentile plant does not increase with age, indicating that firms face little uncertainty about the permanent component of their productivities. Moreover, Figure 4.3 shows the average number of employees at a plant rises dramatically in a plant’s first year, and subsequently grows quite slowly.10 10Pakes



and Ericson (1998) discuss the empirical content of the passive learning models in the Jovanovic (1982) tradition. They show that one of the few empirical implications of the passive learning model predicts that the expected size of a firm is increasing in the previous size of the firm.
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Figure 4.3. Average plant employment rise slowly after the first year in operation.



Firms simultaneously choose actions a t i Firms observe x t −1 , and ε t i



Demand evolves to M t



Plant Productivity evolves to ρ t i



Firms receive period rewards r ( s t ) + τ ( a t i , s t i )



Figure 4.4. Timing of the game within each period.



Figure 4.4 illustrates the timing assumptions of the model within each period. First, unobserved states εti are privately observed by firms. These firms simultaneously choose to operate a ready-mix concrete plant in the next period. Then productivity and demand evolve to their new levels. Finally, firms receive period profits. to operate a ready-mix concrete plant in the next period. Then productivity and demand evolve to their new levels. Finally, firms receive period profits. A firm’s reward function is parametrized as:



(4.5)



r(a, x|θ) = θ1 at+1 + θ2 1(ρti = ρ¯) + θ3 M t+1 + θ4 M t+1 1(ρt+1 = ρ¯) i i P P t+1 t+1 P ai 1(ρi = ρ¯)−i + θ7 1(ρt+1 = ρ¯)−i +θ5 g( at+1 i −i ) + θ6 i



The firm’s value function is defined as in chapter 3:



(4.6)



V (x) =



X x0 ∈X



(π(x0 , xi ) + E(εi |P ) + βV (x0 )) Pr[x0 |x]
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where Pr[x0 |x] = D[M 0 |M ]



N Y (P [a0i |x] Pr[ρ0i |xi ]) i=1



Average plant productivity does not vary with age.    P ρ [ρ0 |ρi ] if at−1 = 1 i i 0 and Pr[ρi |xi ] =   P ρ [ρ0 |out] if at−1 = 0 i i



4.5.1. Computational Aside



The computational algorithm in chapter 3 is modified to accommodate the exogenous evolution of firm productivity. First, the state to state transition probabilities Pr[x0i |x] are computed as: Pr[x0i |x] = P [x0i |x] Pr[ρ0i |ρi , xi ] Second, the value function conditional on taking action ai today, V (ai , x) is computed as: V (ai , x) =



X



(V ({ai , ρ0i }, x) + E(ε|P )) Pr[ρ0i |ρi , xi ]



ρ0i



where V (x0 , x) is computed as if the firm could choose both its activity and its productivity in the next period, but does not receive any option value from the unobserved state. Throughout the entire algorithm, the firms state take one of four value: xi ∈ {1, 2, 3, 4} representing {(out,ρ),(out,¯ ρ),(in,ρ),(in,¯ ρ)}. This allows the use of symmetry encoding ¯ ¯ algorithms from chapter 3.
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Table 4.14. AM-Logit Model 4.6. Dynamic Results Before presenting the dynamic results, I show the logit analogue to the structural model where demand or the number of competitors does not change and the discount rate is set to 0. 4.7. Conclusion
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