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1. Introduction Scientiﬁc practice in the twenty-ﬁrst century is increasingly integrating experimentation and simulation. It used to be common for individual scientists, laboratories, or even entire subﬁelds to focus on one or the other. Now, at all three of those levels, experimental and computational methods are increasingly combined. This has led to new ways to do science, as well as opportunities to reexamine the roles of experiment and simulation in scientiﬁc inquiry, and their changing natures in practice. These trends are reﬂected in increased attention from philosophers of science to experiment (e.g., Franklin 1990; Galison 1987; Hacking 1983; Radder 2003; Weber 2004), simulation (e.g., Humphreys 2004; Weisberg 2013; Winsberg 2010), and their methodological and epistemic points of convergence and contrast (e.g., Barberousse et al. 2008; Guala 2002b; Morgan 2005; Morrison 2009; Parker 2009; Peck 2004; Peschard 2012; Winsberg 2009, 2010). There is a general feeling among philosophers and historians of science, and scientists themselves, that experiments are better and more reliable than simulations for generating scientiﬁc knowledge and valid inferences about the natural world. Of course, not everyone feels this way. But the feeling is pervasive; enough so that a number of scientists and philosophers of science have recently put it in writing. For example: “[Simulation’s] utility is debated and some



WORK IN PROGRESS—PLEASE DO NOT CIRCULATE OR CITE WITHOUT PERMISSION



2



ecologists and evolutionary biologists view it with suspicion and even contempt” (Peck 2004, p. 530); “simulations are supposed to be somehow less fertile than experiments for the production of scientiﬁc knowledge” (Guala 2002b, p. 4); and “the intuition of [non-economic] sciences and philosophy is that experiment is a more reliable guide to scientiﬁc knowledge” (Morgan 2005, p. 326). Experiments are claimed to have two particular epistemic virtues which give them a privileged status over simulations. One of these is that they generate better external validity or inferential power (for discussion see, e.g., Guala 2002a; Morgan 2005; Parke 2014; Parker 2009; Winsberg 2009). Another is that experiments are a superior (or, the only) source of productive surprises or genuinely novel insights. This paper focuses on the latter claim, which comes up often in discussion of experiments versus simulation but has received little attention in the literature. I argue that this claim is false as a generalization. There is a limited sense in which there is some truth to it, but regarding only a particular kind of surprise. In any case, surprise is not an in-principle epistemic virtue; its value depends on the context of inquiry. I intend my discussion to apply to the issue of scientiﬁc experiments versus simulations in general. But I focus primarily on examples from biology, for several reasons. First, the discussion of experiments versus simulations, like many topics in philosophy of science, has focused heavily on the physical sciences, and to some degree on the social sciences, but less on the life sciences. Second, biology is an area where the trend mentioned earlier—the blurring of the traditional theorist-versus-experimentalist line—is notable, yet you still often hear people making remarks around the water cooler like “nice simulation, but where are the experimental data?” or “interesting results, but it’s only a simulation.” Before proceeding, some clariﬁcation about the meaning of ‘simulation’ is in order. Much of the literature on the relationship between experiment and simulation focuses on computer simulations: studies of computational or mathematical models implemented in digital computers
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with some dynamic temporal element. There is another, broader understanding of ‘simulation’ where the model in question could be any kind of model: mathematical, computational, or physical. Simulations in this broader sense would thus include studies of computer models, model organisms in laboratories,1 and model airplanes in wind tunnels. Discussions of the relationship between experiment and simulation in the literature vary between comparing experiments to computer simulations (Humphreys 2004; Morrison 2009; Parker 2009; Peck 2004) and to simulations in this broader sense (Guala 2002b; Morgan 2005; Winsberg 2009, 2010). I highlight this contrast upfront because being clear about which sense of ‘simulation’ is at stake makes a diﬀerence. In particular, I think it is much harder to establish a distinction, methodological or epistemic, between experiment and simulation in the broader sense. This paper focuses on the diﬀerence between experiments and computer simulations, that is, the diﬀerence between studies of physical systems in the laboratory or the ﬁeld, and studies of computer models.



2. Surprise A common claim about a diﬀerence in epistemic value between experiments and simulations is that simulations cannot surprise us the way experiments can (from now on, I will refer to this as the surprise claim). The strongest form of the surprise claim would be that simulations cannot genuinely surprise us at all. More commonly, the claim is that simulations and experiments diﬀer, qualitatively or quantitatively, in their capacity to surprise us. People often say things along these lines in conversation, but as far as I know few people have put this claim in writing. Sniegowski (personal communication, cited with permission), discussing the diﬀerence between experiment and simulation in evolutionary biology, says: “Although surprises do emerge in simulations, in A prevalent view on model organisms has been that they are a kind of concrete or physical theoretical model (see, e.g., Frigg 2009, Weisberg 2013), though Levy and Currie recently argued against this view in their paper “Model Organisms Are Not (Theoretical) Models” (2014). I do not want to take a stake in this particular debate here; I discuss the point further in Parke (2014). 1
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general what goes into a simulation is well known and surprises are not anticipated. In contrast, surprises and exceptions to anticipated results are fairly common in experimental systems.” His remarks are in favor of a more quantitative diﬀerence: The claim is that simulations and experiments can both give rise to surprises, but surprises are commonplace in experiments and rare in simulations. Morgan (2005) also makes a version of the surprise claim, though hers is in support of a more qualitative diﬀerence. She says that while simulations may be able to surprise us, experiments can both surprise and confound. That is, simulations and experiments can both lead to some kind of surprise, but only experiments can lead to surprise which causes us to seriously question our background theoretical knowledge, as opposed to merely seeing something we weren’t quite expecting to see. Focusing on examples from experimental economics, she writes: [N]ew behaviour patterns, ones that surprise and at ﬁrst confound the profession, are only possible if experimental subjects are given the freedom to behave other than expected. [...] This potential for laboratory experiments to surprise and confound contrasts with the potential for mathematical model experiments 2 only to surprise. In mathematical model construction, the economist knows the resources that went into the model. Using the model may reveal some surprising, and perhaps unexpected, aspects of the model behaviour. Indeed, the point of using the model is to reveal its implications, test its limits and so forth. But in principle, the constraints on the model’s behaviour are set, however opaque they may be, by the economist who built the model so that however unexpected the model outcomes, they can be traced back to, and re-explained in terms of, the model. (pp. 324–5)



I take the idea behind the surprise claim, in its various versions, to be based on the following line of thinking: The objects of study in simulations are computational or mathematical models; the objects of study in experiments are physical systems in the laboratory or the ﬁeld. While experimenters usually design at least some of their object’s parts and properties, they never design all of them, and in some cases they design none of them, such as in some ﬁeld experiments. So some details of the object of study come along for free, for the experimenter, which she did not put there herself. A simulationist, on the other hand, has a diﬀerent By “mathematical model experiment” Morgan means what I am calling a simulation: a study of a model (in this case, a mathematical or computational model) with some dynamic temporal element. 2
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relationship with her object of study: She made or programmed it herself, so (the thinking behind the surprise claim often goes) she knows the relevant facts about its parts and properties. It is thought that experiments, in virtue of these points about their objects of study, can thus surprise us in ways that simulations cannot. (This line of thinking tracks a key point people have made in favor of experiments generating greater external validity than simulations, namely, that experiments’ objects of study have a privileged “material” or “ontological” correspondence to targets of inquiry in the natural world; see (Morgan 2005; Guala 2002b; and discussion in Parker 2009; Winsberg 2009, 2010).) That is what I take to be the core idea behind the surprise claim. An extreme version of this claim, though I do not think that anyone actually endorses this view anymore, would be that whenever you do a simulation you are just learning things you already knew. Why worry about surprise? A certain kind of surprise features prominently in most, if not all, of our favorite stories of scientiﬁc discovery. A good example is Barbara McClintock’s discovery of transposable genetic elements, which I discuss further in Section 3. Another example is the discovery of cosmic background microwave radiation in the 1960s. Penzias and Wilson were using sensitive antenna developed to communicate with satellites to study low levels of radio waves in outer space. They did not expect to ﬁnd much, but found large amounts of radio waves, indicating that space’s temperature was about four degrees higher than previously thought. Physicists later recognized this surprising discovery as indicating leftover warmth from the Big Bang. Another good example is the Miller-Urey experiment, showing that an amazing array of amino acids can be created by ﬁlling ﬂasks with water, methane, ammonia, and hydrogen, to mimic the early earth’s atmosphere, and sparking them with electrodes to mimic lighting. Many more examples could be given here; the key point is that our favorite stories of discovery in science tend to involve discovering not just that some hypothesis a researcher set out to test is true or false, but discovering some (often groundbreaking) surprising result in the process.
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Furthermore, there is a tradition in philosophy of science of regarding surprising results as valuable (see, e.g., discussion of novel predictions in (Lakatos 1970; Sober and Hitchcock 2004)). A particular motivation comes from Bayesian conﬁrmation theory. On the Bayesian account, the eﬀect of some piece of evidence in conﬁrming a hypothesis is just a function of the increase in the probability of that evidence when it is ﬁrst discovered to be the case. A problem for Bayesianism, the problem of old evidence (see Glymour 1980), has to do with how completely unsurprising evidence can still conﬁrm scientiﬁc theories. The problem goes: Say there is some observation E which we have known to be the case for a while (that is, it’s old evidence), and say there is some scientiﬁc hypothesis H which has been under consideration for a while. If we discover it to be the case that H implies E, we typically want to think that this provides some support for H. We have plenty of stories of this, like Copernicus’s theory being supported by previously known astronomical observations. But it is not obvious how Bayesian conditionalization can explain how an E that’s already known can provide conﬁrmation of H. So, on that line of thinking, surprises are valuable because by deﬁnition they are not old evidence, but new evidence.3



3. Response to the surprise claim As mentioned above, people making the surprise claim have in mind some quantitative or qualitative diﬀerence between experiments and simulations, with respect to their capacity to surprise us. I want to get more precise about what we are talking about here, and shift the discussion from talking about diﬀerences in degree or diﬀerences in our epistemic states, to diﬀerences in kinds of sources of surprise in scientiﬁc objects of study. Several solutions to the problem of old evidence have been proposed; see, e.g., (Garber 1983; Joyce 2009). It is beyond the scope of this paper to get into these in detail. My point is just that, to the extent that the problem of old evidence remains a genuine problem for Bayesianism, there is a strong Bayesian motivation for surprise’s particular value in scientiﬁc inquiry. 3
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When we talk about whether and how diﬀerent states of aﬀairs can surprise us, we might mean two diﬀerent things. We could be talking only about epistemic features in us: our reactions to those states of aﬀairs in light of our background knowledge. Or we could be talking about features of the world independent of us: the properties of those states of aﬀairs themselves, irregardless of what any agent knows about them. Morgan’s distinction between surprise and confoundment sounds like purely the former kind, about researchers’ epistemic states regarding results borne out in their research. It is the distinction between reacting to (i) the news that something has gone otherwise than expected, but in a way still consistent with one’s relevant theoretical background or worldview, versus (ii) the news that some result has emerged from one’s object of study which is suﬃciently puzzling to motivate questioning or reevaluating one’s theoretical background or worldview. Diﬀerences in researchers’ epistemic states, alone, seem like the wrong grounds for tracking a distinction between experiment and simulation. We do not want a research program’s status as experiment or simulation to hinge only on facts about researchers’ epistemic states; in the extreme, that would mean that the same instance of inquiry could count as an experiment for one researcher or research community, and a simulation for another. I suggest shifting from talking about only our reactions, to talking as much as possible about sources of surprise in the object of study itself.4 There are (at least) two relevant kinds of sources of empirical surprise. The ﬁrst is unexpected behavior: surprising states or phenomena in one’s object of study exhibited over the course of studying it. The second is hidden mechanisms or causal factors: Sources of surprise that in some important sense were “there all along.” These are features of the object of study itself, which one was genuinely unaware of prior to studying it. Our background knowledge plays a role Just to be clear, it is impossible to talk about sources of surprise without talking at the same time about how and why they are surprising. When I say that we should focus on features of the objects of study themselves, I am not suggesting that we can do so wholly independently of researcher’s epistemic states. The distinction I am making is just between focusing on those epistemic states alone, versus focusing on features of the objects themselves. 4
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in the distinction between unexpected behavior and hidden mechanisms. It is impossible to talk about diﬀerences in sources of surprise without relying on some epistemic features of the surprised agents. But against the background of relevant knowledge in a given case, the key diﬀerence between unexpected behaviors and hidden mechanisms is a diﬀerence between potential sources of surprise which (i) emerge over the course of or at the end of an experiment or simulation, versus (ii) were in the object of study itself to begin with. I will discuss these two kinds of sources of surprise in turn. Unexpected behaviors are found in experiments all the time. I will focus on examples from experimental evolution, the propagation of populations of model organisms, commonly microbes, in the laboratory as a means to study evolution in real time. In Richard Lenski’s longterm evolution experiment, a single ancestral genome of E. coli was used to found twelve genetically identical populations in twelve identical environments (ﬂasks of minimal liquid growth medium). Lenski and colleagues began the experiment in 1988, letting the populations evolve and transferring them daily to new ﬂasks, with the initial primary aim of studying the long-term dynamics of adaptation and diversiﬁcation (Lenski et al. 1991; Travisano et al. 1995; Vasi et al. 1994). Over 50 publications have come from studying the Lenski system, branching out from their initial scope to address a wide range of issues in evolutionary biology and ecology. A number of these are based on unexpected behaviors the populations have exhibited over their 26+ years (60,000+ generations) of evolution. For example, Lenski and colleagues found that after 31,500 generations, one population had uniquely evolved the ability to utilize citrate from the environment as an energy source, which was previously something E. coli could not do in that sort of environment (Blount et al. 2008). Another example of surprising behavior occurred after about 10,000 generations, when just three of the twelve populations were found to have evolved surprisingly high mutation rates, one to two orders of magnitude higher than their ancestor’s (Sniegowski et al. 1997).
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Another kind of example of unexpected behavior comes from a more recent study of the evolution of mutation rates. (Gentile et al. 2011) looked at the relationship between mutation rates and evolution in engineered “single mutator” and “double mutator” genotypes of E. coli, which have respectively high and extremely high mutation rates compared to the wild type (ﬁgure 1).



Figure 1: Mutation rates of wild type, single and double mutator E. coli (from Gentile 2012; see also Gentile et al. 2011). Estimates are of the per base pair, per generation genomic mutation rates with 95% conﬁdence intervals for wild type E. coli, single mutators with the mutL13 allele (which confers deﬁciency in mismatch repair), and double mutators with mutL13 and dnaQ905 alleles (the latter confers deﬁciency in DNA proofreading). Single mutators have a genomic mutation rate 100– fold higher than the wild type; double mutators have a genomic mutation rate 45–fold higher than single mutators.



One would think that a population with a genomic mutation rate as high as the double mutators —4,500-fold higher than the wild type—would not last long. Populations in nature, as far as we know, never have genomic mutation rates this high, and theories such as the error catastrophe hypothesis (Eigen 1971, 2002) and Muller’s ratchet (Muller 1964) predict that populations with very high mutation rates will decline in ﬁtness and eventually go extinct. But, using a serialtransfer protocol similar to that in the Lenski experiment, the double mutators have been evolving for over 2,500 generations (Gentile et al. 2011; Gentile 2012). This case is worth mentioning, in addition to the cases from the Lenski system, because they are examples of diﬀerent kinds of unexpected behaviors: The evolution of high mutation rates and citrate
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utilization in the Lenski system were cases of unexpected features arising in the object of study, while this is a case of things going explicitly otherwise than what we would have thought. Unexpected behaviors also occur all the time in simulations. Examples abound in the area of agent-based modeling. In agent-based models, also known as individual-based models, individual agents and their properties are represented and the consequences of their dynamics and interactions are studied via computational simulation. Common applications of agent-based models include in ecology and the social sciences, where agents can represent individual organisms and their interactions, locations, behaviors, life history traits, and so forth. Behavioral patterns can emerge from simple initial conditions comprising agents, their properties, and their interactions, such as complex cycles of ﬂuctuation in population size or ﬂocking behavior (see, e.g., Epstein 1996; Grimm and Railsback 2013; Railsback and Grimm 2011). One example of unexpected behavior from simulations, keeping with the theme of studying evolving populations, is evolved predator avoidance in Avida. Avida is an agent-based model in which self-replicating “digital organisms” compete for resources in the form of CPU memory (Ofria and Wilke 2004). Ofria and colleagues discuss a case in which they wanted to study a population that could not adapt, but would accumulate deleterious or neutral mutations through genetic drift. Agent-based models are idea for this kind of study: Researchers can examine each new mutation as it occurs by running a copy of the mutant agent in a test environment and measuring its ﬁtness. The test allowed them to identify agents in the primary population with beneﬁcial mutations and kill them oﬀ, which would in theory stop all future adaptation. Surprisingly, however, the population continued to evolve. It turned out that the agents had developed a method of detecting the inputs provided in the test environments, and once they determined that they were in a test environment, they downgraded their performance.
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As the authors put it, the agents in the model “evolved predator avoidance,” the performance downgrade being an adaptation to avoid being killed.5 It makes sense that simulations and experiments can both involve sources of surprise in the form of unexpected behaviors, if we consider their methodological points in common. An experiment starts with choosing or designing an object of study and specifying a protocol. A simulation starts with the object of study, a model, in some initial state with a set of transition rules specifying how it will update to future states. In both cases, a researcher sees what happens to her object of study over time. The examples of unexpected behaviors I just discussed were all cases of subsequent states or properties of the object of study diﬀering in surprising or unexpected ways from its initial states or properties. There are equal opportunities for this sort of thing to happen, in principle, in both experiments and simulations. The extreme version of the surprise claim—that a researcher cannot be genuinely surprised by her simulations because she programmed them, so knows everything about them— is plainly false. A modeler will often, but not always, know everything about her model’s initial conditions and transition rules. A straightforward case in which she might not know everything is when she did not write the model herself, so is ignorant of aspects of how it was programmed or how it works. But there are more interesting reasons why she might fail to know everything. For example, she might be writing the model in a high-level programming language and fail to understand all of its low-level details. Or she might program the model in a way that leads to its initial conditions having unintended features, or its transition rules entailing unintended consequences. Furthermore, very complex models are often written by teams, rather than single modelers (for example, in climate modeling); in some such cases, no individual researcher might be said to understand everything about the model’s initial conditions and transition rules.



One could argue about whether this is the most plausible way to describe what went on here, but that is beside the point; in any case this is a clear example of unexpected behavior in a simulation. 5
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In any case, knowing “everything” about a model’s initial conditions and transition rules does not entail knowledge of its future states. Setting an initial state and deciding which rules will govern its change over time does not tell you what will happen—that is why we must run the simulation. Similarly, ﬁnding out as much as you can about an experimental object of study and sorting out all the details of your protocol does not tell you what will happen in the experiment. Both experiments and simulations can exhibit unexpected behaviors. Any study of a system with an initial state and subsequent states has at least the potential to surprise us, because it contains potential sources of unexpected behavior as it changes (or fails to change) over time. I now turn to hidden mechanisms or causal factors. Unlike unexpected behavior which the object of study manifests over the course of studying it, these are features an object of study already had, in some sense, which a researcher was genuinely unaware of when she embarked on a study.6 A perfect example is the discovery of transposable genetic elements. Barbara McClintock, over the course of her studies of the genetic basis of maize patterns, discovered that the gene regulating the maize’s mottled pattern also made its chromosomes break. In the process of examining this breakage, she eventually discovered that genes can move from one place to another on the chromosome, with a sort of cut and paste mechanism, refuting the earlier belief that genes’ positions on the chromosome are ﬁxed (McClintock 1951). This research earned her the Nobel Prize in 1983. McClintock discovered transposable elements over the course of her studies of maize plants, but in an important sense she was discovering a hidden feature of the genome that had been there all along, which she didn’t know was there—nobody knew it was there. The transposable elements case is an example of a hidden mechanism in the form of a molecular-level feature of an object of study. We could talk about hidden mechanisms existing in It seems right to say that hidden mechanisms are always accompanied by unexpected behaviors, but the converse is not true. That is, hidden mechanisms are discovered as a result of investigating unexpected behaviors exhibited by an object of study; but investigating unexpected behaviors does not always lead to discovering hidden mechanisms. 6
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scientiﬁc objects of study at diﬀerent levels: (i) the individual, molecular, or atomic level; (ii) the level of interactions among individuals; or (iii) the aggregate or population level. (I remain loose with the wording here because depending on the area of inquiry, what exactly we call these levels of organization in our object of study will vary. In genetics, the relevant levels might range from molecular to population; in ecology, from individual to community; in chemistry, from atomic to aggregate; and so forth.) Simulations can also contain hidden mechanisms, at least at the aggregate or population level. Here is an example: The agent-based model Sugarscape is a simple model consisting of cells in a grid. Every cell can contain diﬀerent amounts of sugar or spice (resources), and there are agents (red dots) which can move around the grid. The basic setup of the model is that with each time step, agents look around for the nearest cell in their neighborhood with the most sugar, move, and metabolize. These simple local rules can give rise to population-level features that look remarkably like the macrostructures we see in societies of living organisms: structured grouplevel movement, carrying capacities, distributions of wealth, migration patterns, and so forth. Joshua Epstein, who created the model, discusses these results as follows: Now, upon ﬁrst exposure to these familiar social, or macroscopic structures... some people say, “Yes, that looks familiar. But I’ve seen it before. What’s the surprise?” The surprise consists precisely in the emergence of familiar macrostructures from the bottom up—from the simple local rules that outwardly appear quite remote from the social, or collective, phenomena they generate. In short, it is not the emergent object per se that is surprising, but the generative suﬃciency of the simple local rules. (1996, pp. 51–2)



Now, one might think: That’s not a hidden mechanism. You had to run the model to see the macrostructures, they were not just sitting there in the initial conditions. That is true, but there is something revealing in what Epstein says here, in the italicized last sentence: The surprise is not so much in the details of the behavior itself, but in the fact that these simple local rules are suﬃcient to generate it. This object of study which looks very simple has generative properties that one would have never known about until studying it. And the interesting lessons in this case come from studying that fact and how it works, not the “familiar macrostructures,” per se.
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Another example supporting the idea of hidden mechanisms in a simulation comes from Conway’s Game of Life. The Game of Life is a cellular automaton, a simple model consisting of a collection of cells on a grid which evolve in discrete time steps, according to rules based on the states of their neighboring cells. Cellular automaton models have been studied since the 1950s; they were originally thought of as possible representations of biological systems, and went on to be used examine a wide range of issues in computation and complexity science. The Game of Life consists of a two-dimensional grid whose cells can be in one of two states: “on/living” or “oﬀ/ dead.” The update rule is simple: an “on” cell will remain on at next time step only if exactly two or three neighbors in its Moore neighborhood are on; otherwise it will turn oﬀ. An “oﬀ” cell will turn on only if exactly three of its neighbors are on. Understanding the two possibilities for cell states, and knowing the transition rules, in one sense tells you everything you need to know about how the model works. But once the simulation begins, it produces surprisingly complex results. An amazing number of diﬀerent patterns emerge from the simple rules and initial conditions, with organized structures and entities apparently persisting at a level higher than the individual cells (Bedau, 2008; see discussion in Dennett, 1991; Weisberg, 2013). A number of surprising results have come from studying the Game of Life. John Conway, the model’s creator, did not think that the model was capable of producing an inﬁnite number of cells, and oﬀered a ﬁfty-dollar prize in 1970 to whomever could prove him wrong (Weisstein 2013). He was proven wrong by the discovery that certain initial conditions give rise to “glider guns,” conﬁgurations of cells that spit out stable patterns, called gliders, which move oﬀ into inﬁnity through the two-dimensional grid, maintaining their structure as they go. The ability to produce an inﬁnite number of cells from a ﬁnite number of initial “on” cells is an unexpected behavior of the Game of Life. The glider guns can be thought of as a hidden mechanism, at the macrostructure, in the model.
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Hidden mechanisms are not only sources of surprise which emerge over the course of study, but in some important sense were features of the object of study itself, which we were unaware of going into studying it. Unexpected behaviors could not have been said to be properties of an experimental object of study or model from the getgo, because by deﬁnition they emerge as we study it. I think that the examples I mentioned from experimental evolution, and the transposable elements case, are clear cases of unexpected behaviors versus hidden mechanisms, respectively. Likewise for the inﬁnite number of cells versus glider guns in the Game of Life. I do not think that it will always be straightforward to classify surprising results as straightforwardly falling under one kind of source of surprise or the other. The key point is that there are cases that fall on one side or the other, and those cases can come from both experiments and simulations. This diﬀerence between these two kinds of sources of surprise is another way to articulate the kind of idea I take it Morgan had in mind regarding the diﬀerence between surprise and confoundment. Namely, there are plenty of situations in which we can be surprised by unexpected behaviors, but only in special circumstances do surprising results cause us to dig down and question our knowledge of the workings of the object of study itself, or learn something about it that we genuinely did not know going into the research program. However, unlike Morgan I am arguing that neither form of surprise is unique to experiments—though studies of material systems arguably put us in a better position to uncover one form of hidden mechanism, namely, the molecular, atomic, or individual-level ones. There are examples of surprise in the form of an atomic–level hidden mechanism coming from simulations, at least in the physical sciences. Lenhard (2006) discusses a molecular dynamics simulation which uncovered properties of gold nobody previously knew about. In particular, when nickel tips are held against gold plates and slowly removed, the gold deforms to make nanoscale wires of gold atoms (Landman et al. 1990). Lenhard quotes an interview with the
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model’s creators: “That gold would deform in this manner amazed us, because gold is not supposed to do this” (2006, p. 606). The simulation results were conﬁrmed later by atomic force microscopy. Lenhard uses this example to argue for the point that simulations, like experiments, can be “epistemically opaque,” even when the person running the model of study built it themselves “from scratch.” So this is a counterexample to the idea that atomic/molecular/ individual-level hidden mechanisms can be uncovered only in experiments. Though it seems plausible that discovery of this sort of hidden mechanism in simulations might be particular to cases like this where the model is based on a signiﬁcant well-known body of theory about the physical microstructure of the target of inquiry in question. The upshot of all of this discussion is that the generalization that simulations cannot surprise us the way experiments can is false. Both methodologies have the same potential in principle to give rise to unexpected behaviors, and I have given reasons to think that both can also lead to the discovery of hidden mechanisms. Though on this latter point, it still seems right to say that simulations do not contain sources of a particular kind of surprise—namely, molecular/individual/atomic–level hidden mechanisms—as often as experiments do.



4. The value of surprise If it is true that experiments in the end contain a particular form of source of surprise more often or more consistently than simulations can, this is an important point. But it is consistent with the idea that we should not use the experiment/simulation distinction to make in-principle judgments about epistemic value. Surprise can be a good thing or a bad thing; it depends on the context of inquiry. Again, most of our favorite stories of great scientiﬁc discoveries involve some element of surprise. Many people are drawn to science because of the prospect of uncovering surprising results and novel insights. But the value of surprising results in a given context depends on what
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we are after. I have in mind in particular the diﬀerence between strict hypothesis testing and exploratory research. The traditional view of experiments in philosophy of science, until some decades ago, was that their role is to test hypotheses, driven by scientiﬁc theories. Recent literature on exploratory experiments has articulated that not all experiments are of the hypothesis-testing kind; experiments can also be exploratory (Burian 2007; Elliott 2007; Franklin 2005; O'Malley 2007; Steinle 1997; Waters 2007). Characteristic features of exploratory experiments are that they are theory-informed but not theory-driven, in the sense that theory is in the background motivating and guiding experimental design, but is not used to generate speciﬁc hypotheses whose tests are the experiment’s primary ends. Goals of exploratory experiments can include generating great quantities of data and looking for patterns in it, or exploring large possibility spaces and generating new hypotheses. Key examples of exploratory experiments discussed in the literature include fMRI studies and research on nanotoxicology; the Lenski experiment is also a good example. People have focused on the diﬀerence between hypothesistesting and exploration in the context of experimentation, but this way of thinking about diﬀerent research frameworks applies to simulations as well. The diﬀerence matters for our purposes here because in the context of strict hypothesistesting research, valid inferences about the natural world often rest on showing that we have eliminated sources of surprise in a sense. This is part of the point of having controls, especially with regard to eliminating sources of surprise in the form of hidden mechanisms. In exploratory research, on the other hand, surprises are key. The goal of exploratory experiments or simulations is to open new avenues of inquiry, generate new hypotheses, collect as much data as possible and look for previously unknown patterns in it, and so forth. So surprise, in the form of both unexpected behaviors and hidden mechanisms, plays a very important role in exploratory research, in particular. But surprise does not have any in-principle justiﬁcatory power that would
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make experiments better than simulations, even if experiments did contain the only sources of genuine surprise, which I have argued they do not. Surprise also matters because it is productive. Most of the time when people say that experiments are better than simulations, they have in mind external validity or inferential power. That is, experiments’ epistemic privilege over simulation is thought to have to do with experiments leading to more valid inferences from objects of study to targets of inquiry in the natural world. Surprising results are not valuable because they help us make better inferences, per se. They are valuable because they are often productive. By “productive” I mean motivating further research. One way surprising results might motivate further research is by motivating us to repeat the exact same experiment over and over. For example, in laboratory research with microbes, contaminated plates can be initially confounding and can lead to repeating an experiment over and over before ﬁguring out what is going wrong. That is to say: Not all cases of further research motivated by surprising results are valuable. Repeating an experiment over and over might lead indirectly to some valuable insight, but the valuable kind of productivity I have in mind is not just quantitative, in this straightforward sense of motivating further research, but broad. By broadly productive surprising results I mean those which widen the scope of inquiry, linking research programs to other ones in interesting ways, opening entirely new channels of inquiry, or both. The three classic cases of scientiﬁc discoveries mentioned earlier—transposable genetic elements, leftover radiation from the Big Bang, and the results of the Miller-Urey experiment—all ﬁt that description. Finally, I tentatively want to suggest another diﬀerence between hidden mechanisms in experiments and hidden mechanisms in simulations, which seems important, regarding the contexts in which these sorts of surprises tend to be productive. Hidden mechanisms discovered in experimental objects of study are most often productive in the research ﬁeld at hand, or a close cousin. McClintock’s discovery of transposable elements opened new channels of inquiry in
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genetics and molecular biology. Penzias and Wilson’s work connected empirical studies of radio waves in space with work on the Big Bang theory. The Miller–Urey experiment opened new channels of inquiry in research on the origin of life and astrobiology, as well as basic research on the formation of amino acids. In all of these cases, discovery of a hidden mechanism is broadly productive in areas surrounding study of the particular ﬁeld of research and target of inquiry in question. Hidden mechanisms in simulations, on the other hand, are arguably more likely to be productive in a diﬀerent way: Namely, in the realm of computational or complexity science, or for understanding the modeling tools themselves. I say “more likely” because hidden mechanisms in simulations can tell us something directly about the target of inquiry at hand, as in the example of nanoscale properties of gold. But discovering that a model behaves otherwise than expected, or has properties one did not anticipate, often teaches us something more important about particulars of the model or something more general about computational science, rather than the phenomenon in the world which we are using the model to investigate. For example, say we are using a model with a random-number generator to study some stochastic system in ecology. If the model were to behave in surprising ways, and it turned out to be due to some previously unknown feature of the random number generator, this knowledge would not teach us anything about the ecological target of interest, per se. But we might learn something important in the mathematical realm, about computation and stochasticity.



5. Conclusion By getting more precise about diﬀerent ways to think of sources of surprise in scientiﬁc objects of study, I have shown that the surprise claim is false regarding surprise from unexpected behavior in an object of study, and regarding hidden mechanisms of the aggregate- or population-level sort. While there are examples of simulations revealing what I called atomic-, individual-, or
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molecular-level hidden mechanisms, it seems right to say—with regard to this particular kind of source of surprise—that simulations cannot surprise us the way experiments can. That is the limited sense in which there is some truth to the surprise claim. But it is a much more particular sense than what people generally have had in mind when making that claim. In any case, I hope to have given some plausible reasons for thinking that surprising results, while playing a crucial role in science, are not always valuable as a matter of principle (and here, too, it helps to be careful which kind of source of surprise we are talking about).
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