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Equimodular Polynomials and the Tritangency Theorems of Euler, Feuerbach, and Guinand Alexander Ryba and Joseph Stern Abstract. We strengthen a result of Lehmer, obtaining a new necessary condition for the roots of a complex polynomial to have equal modulus. From this we derive the famous theorem of Feuerbach, as well as the less well-known theorems of Euler and Guinand on the tritangent centers of a triangle. The latter theorems constrain the possible locations of the incenter and excenters subject to fixed locations for the circumcenter and orthocenter.



1. INTRODUCTION. As early as 1765, Euler knew that if a triangle is varied while its circumcenter and orthocenter remain fixed, then its incenter will stay within a bounded region. Euler [3] characterized the region by a pair of simple inequalities, but did not comment on its shape. Remarkably, the shape of the region was not known until 1984, when Guinand [5] proved it to be a punctured disc. Guinand’s method extended nicely to the excenters, and he was able to show that each excenter ranges over the common exterior of Euler’s punctured disc and a certain simple closed curve. We refer to the boundary curves of these regions as the Euler shield and Guinand shield.1 There are now several proofs of Euler’s theorem (see, e.g., [8, 9, 10, 12, 13]). Our approach is motivated by [10], which derives the theorem from the fact that a certain cubic polynomial has complex roots of equal modulus. Following Lehmer, we call a polynomial equimodular if all its roots have the same nonzero modulus. In [6], Lehmer gives a necessary condition for equimodularity. We strengthen this condition and apply the result to a special family of cubics, obtaining new proofs of the theorems of Euler and Guinand. Just as Guinand explained the geometric meaning of the Euler shield, our proof introduces a synthetic construction of the Guinand shield, shedding light on its geometric meaning. We are also able to extract a short proof of Feuerbach’s theorem. The three theorems—Euler, Feuerbach, Guinand—we call “E-F-G”. 2. THE THEOREMS E-F-G. Euler’s 1765 article [3] marks an important milestone in triangle geometry. In it, he introduces the line now referred to as the Euler line, as well as his formula for the distance between the circumcenter and the incenter of a triangle. These points are two of the four classical triangle centers, illustrated in Figure 1. The circumcenter O is the center of the circumscribed circle, as well as the intersection point of the perpendicular bisectors of the sides.2 The incenter I is the center of the inscribed circle or incircle, and also the intersection point of the angle bisectors. The remaining classical centers are the orthocenter H , where the altitudes meet, and the centroid G, where the medians meet. In a nonequilateral triangle, the points O, G, and H lie on the Euler line in the order O-G-H , with GH = 2 · OG. A fifth triangle center, apparently unknown to Euler, is the nine-point center N . This is the doi:10.4169/amer.math.monthly.118.03.217 a suggestion of John Conway. 2 Our notation and terminology are consistent with those of [2]. 1 After
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Figure 1. The classical triangle centers and the Euler segment OH.



center of the nine-point circle, which passes through the midpoints of the three sides and the feet of the three altitudes. It turns out that N is also the midpoint of OH, so that OG : GN : NH = 2 : 1 : 3. The nine-point circle is often attributed to Euler, but no evidence has been found to support this attribution. According to [7], there are precedents of the nine-point circle theorem dating as far back as the 1804 work of Benjamin Bevan, but it is first explicitly described in the 1821 article [1] of Brianchon and Poncelet. The term “nine-point circle” was coined in 1842 by O. Terquem [11]. Although the 1765 paper is historically important for its introduction of the Euler line, Euler states that his primary aim is to compute the sides of a triangle in terms of its central distances, OH, OI, and IH. He does this by showing that for a nonequilateral triangle, the central distances determine the coefficients of a real cubic whose roots are exactly the sides a, b, c. This leads to a pair of necessary conditions on OH, OI, IH, which come from the fact that the cubic must have three positive real roots. Guinand [5] shows that Euler’s necessary conditions are also sufficient to guarantee the existence of a triangle with pre-specified central distances. This is now called Euler’s theorem. In order to formulate Euler’s theorem, we begin by defining two functions N (O, H ) = 21 (O + H )



and



G(O, H ) = 13 (2O + H ),



where O and H are any two points. In the archetypal case when O and H are the circumcenter and orthocenter of a triangle, N (O, H ) and G(O, H ) coincide with the nine-point center N and the centroid G. For brevity, we always write N = N (O, H ) and G = G(O, H ). Definition 1. The Euler shield determined by two points O and H , denoted by � = �(O, H ), is the circle with GH as diameter (Figure 3). The Euler shield can also be described as the locus of a point X such that OX = 2 · NX. This equation defines a circle of Apollonius whose center lies on line ON. Since OG : GN : NH = 2 : 1 : 3, the values X = G and X = H satisfy the equation. As G and H lie on line ON, the circle of Apollonius has GH as a diameter. We may now state Euler’s theorem. Theorem E (Euler, 1765). Three points O, H , and I are the circumcenter, orthocenter, and incenter of a triangle if and only if I is inside the Euler shield � and differs from N . 218
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Another celebrated theorem of the 1765 paper is the formula3 OI 2 = R(R − 2r ).



(1)



Here R is the circumradius, or radius of the circumscribed circle, while r is the inradius, or radius of the incircle. Equation (1) often appears in conjunction with Feuerbach’s relation NI = 21 R − r,



(2)



which expresses the famous result that the incircle and the nine-point circle are internally tangent. The term 21 R represents the radius of the nine-point circle.4 Both (1) and (2) have analogues in which the incenter is replaced by one of the three excenters. These are the centers of the excircles, which touch one side of 4ABC internally and the other two sides externally (see Figure 2). Each is the intersection of one internal angle bisector with two external angle bisectors. We denote the excenters opposite A, B, C by E a , E b , E c . An arbitrary excenter will be denoted by E, with ρ being the radius of the corresponding excircle. The incircle and excircles are collectively called tritangent circles, and their centers tritangent centers. Theorems about them are called “tritangency theorems”. A
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A



Ea Figure 2. The excenter E a and A-excircle; Feuerbach’s theorem.



The analogues of formulas (1) and (2) for an excenter are as follows: OE2 = R(R + 2ρ) NE = 12 R + ρ.



(3) (4)



Together, (2) and (4) comprise Feuerbach’s theorem (illustrated in Figure 2): 3 Euler expresses the squared distances between the classical centers in terms of the area 1 and the elementary symmetric functions of the sides a, b, c. His expression for OI 2 is converted to the form (1) by substitution of the well-known formulas 21 = r (a + b + c) and 4R1 = abc. 4 Two circles are internally (externally) tangent if and only if the distance between their centers is equal to the difference (sum) of their radii. The nine-point circle has radius 21 R because it is the circumscribed circle of the midpoint triangle.
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Theorem F (Feuerbach, 1822). In a nonequilateral triangle, the nine-point circle is internally tangent to the incircle, and externally tangent to the excircles. Guinand sought constraints on the location of an excenter, just as Euler had for the incenter. The region of possible excenters turns out to be the common exterior of � and a rational algebraic curve 0, which we call the Guinand shield (see Figure 3). Guinand’s definition of this curve is stated in algebraic rather than geometric language. As we will see, 0 turns out to have a simple geometric characterization. Like that of the Euler shield, it depends only on the points O and H . Definition 2. The Guinand shield determined by two points O and H , denoted by 0 = 0(O, H ), is defined as follows. If X is a point on the Euler shield �, let ` X be the line HX when X 6= H , and the tangent line of � at H when X = H . For each X ∈ �, there are two points L ∈ ` X such that L X = 2 · O X . Each such L has a reflection P across O. Then 0 is the joint locus of the two points P as X varies over �. The construction involved in this definition is fully illustrated in Figure 5; Figure 3 shows only the resulting locus. We now state Guinand’s theorem. Theorem G (Guinand, 1984). Three points O, H , and E are the circumcenter, the orthocenter, and one excenter of a triangle if and only if E lies outside both � and 0.



OG N



H



Figure 3. The Euler shield � and Guinand shield 0.



3. INVERSIVE STABILITY. Euler and Guinand proved their theorems by generating the desired triangle from the roots of real cubic equations. The roots of Euler’s cubic are the sides a, b, c, while those of Guinand’s cubic are cos A, cos B, cos C. Continuing the approach of [10], we generate the vertices A, B, C—regarded as points of C—from a complex cubic, by squaring its three roots. The circumcenter of 4ABC lies at 0 precisely when the associated cubic is equimodular. This observation leads us to study the notion of equimodularity in its own right, and in this section we will develop a useful necessary condition for it. A polynomial f will be called inversively stable if for some r > 0, the set of complex roots of f is invariant under inversion in the circle |z| = r . Every equimodular polynomial is inversively stable with respect to the circle on which its roots lie. The following lemma completely characterizes inversive stability, and therefore provides a necessary condition for equimodularity. 220
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Lemma 1. The monic polynomial f (z) = z n + cn−1 z n−1 + · · · + c1 z + c0 is inversively stable with respect to a circle of radius r > 0 if and only if r 2k ck = c0 c¯n−k ,



k = 0, 1, . . . , n.



(5)



The only possible radius for which this may occur is r = |c0 |1/n . In formula (5), the bar denotes complex conjugation. Of course, cn = 1. Proof. Inversion in the circle of radius r is the map z 7 → r 2 /¯z . This transforms f (z) into f (r 2 /¯z ), which has the same set of roots as  2 r c¯1r 2 n−1 c¯2r 4 n−2 zn r 2n = zn + g(z) = · f z + z + ··· + . c¯0 z¯ c¯0 c¯0 c¯0 Since f and g are monic and have the same degree, the inversive stability of f is equivalent to the condition f = g. Equating coefficients and taking conjugates produces (5). When k = n, (5) becomes r 2n = c0 c¯0 = |c0 |2 , or r = |c0 |1/n . Taking moduli in (5) gives the following weaker condition of Lehmer [6]: r k |ck | = r n−k |cn−k |,



k = 0, 1, . . . , n.



Now let each monic polynomial be identified with its vector of coefficients. This puts the natural topology of Cn on the set of monic polynomials of degree n. Whenever we apply topological terms to polynomial spaces, it is this topology that is to be understood. We call a polynomial simple if it has no repeated roots. The following lemma is a direct consequence of the implicit function theorem, and presents a key topological property of simple polynomials. Lemma 2 (Root Continuity Lemma). Let f 0 be a simple polynomial of degree n. There is a neighborhood U of f 0 , and a set of n continuous functions ρ1 , . . . , ρn from U into C, such that the roots of any f ∈ U are exactly ρ1 ( f ), . . . , ρn ( f ). Proof. For each root z 0 of f 0 , the implicit function theorem gives a neighborhood W of f 0 and a continuous function ρ : W → C such that ρ( f 0 ) = z 0 and f (ρ( f )) = 0 for all f ∈ W . The n distinct roots of f 0 give rise to n such “root functions” ρ1 , . . . , ρn , each continuous near f 0 . Let V be a neighborhood of f 0 in which all the ρ j are continuous. Write δ( f ) = min j6=k |ρ j ( f ) − ρk ( f )|. Note that δ is continuous on V , and δ( f 0 ) > 0. Thus δ > 0 in some neighborhood U of f 0 . For each f ∈ U , the numbers ρ1 ( f ), . . . , ρn ( f ) furnish n distinct solutions of f (z) = 0. As deg f = n, these solutions exhaust the roots of f . We prove next that the “equimodular region” in a space of inversively stable simple polynomials is both open and closed, and is therefore a union of connected components. This will later allow us to identify the Euler and Guinand shields with the boundaries of certain equimodular regions. Theorem 1. In any space of simple, inversively stable polynomials, the set of equimodular elements and the set of non-equimodular elements are each open. March 2011]



EQUIMODULAR POLYNOMIALS AND TRITANGENCY THEOREMS



221



Proof. Let S be a set of simple, inversively stable polynomials with the relative topology inherited from polynomial space. Let M be its equimodular subset, and take f 0 ∈ M. The preceding lemma gives a neighborhood U of f 0 in which the roots ρk ( f ) vary continuously with f . The roots of f 0 are distinct and equimodular, so their arguments must be distinct. Since these arguments are locally continuous functions of the roots themselves, there is a possibly smaller neighborhood V of f 0 in which the arguments of the roots remain distinct. An inversively stable polynomial whose roots have distinct arguments is obviously equimodular. Hence V ⊂ M, and M is open in S. Similarly, each f 0 ∈ S − M has at least two roots of unequal modulus, and by the preceding lemma, so does any f sufficiently close to f 0 . Thus S − M is open in S. 4. FEUERBACH’S THEOREM. In our approach to the E-F-G theorems, points of the plane are represented by complex coordinates. This is suggested by the following theorem of [10], which relates the classical triangle centers to the algebra of C. It assumes a coordinate system whose origin lies at the circumcenter of the given triangle. This puts O = 0, and therefore H = 2N = 3G. Theorem 2. Suppose 4ABC has circumcenter 0. Exactly two of the eight sets of square roots α, β, γ of A, B, C make 4αβγ acute-angled. For either set, H = α2 + β 2 + γ 2



(6)



I = −(βγ + γ α + αβ)



(7)



E a = −βγ + γ α + αβ,



E b = βγ − γ α + αβ,



E c = βγ + γ α − αβ.



(8)



Sketch of proof. Since G = 31 (A + B + C), we have H = 3G = A + B + C, i.e., (6). Let X, Y, Z be the midpoints of arcs BC, CA, AB of the circumscribed circle, as in Figure 4. Simple arc-measure computations show that I is the orthocenter of 4XYZ, so that (6) gives I = X + Y + Z . In addition, it can be shown that X is the midpoint of IEa , so E a = X − Y − Z . Writing A = α 2 , B = β 2 , and C = γ 2 , clearly X = ±βγ , Y = ±γ α, and Z = ±αβ. In [10] it is shown that when 4αβγ is acute-angled, all the ± signs become −, yielding (7) and (8). Y



A = α2 Z



0 I



B = β2



C = γ2 X



Ea Figure 4. Constructions used in the proof of Theorem 2.
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Equations (6)–(8) yield (α + β + γ )2 = H − 2I and (−α + β + γ )2 = H − 2E, where E = E a is the excenter opposite A. Thus we may select values of the relevant square roots for which √ α + β + γ = − H − 2I ,



√ −α + β + γ = − H − 2E.



Euler’s relations (1) and (3) have several relatively straightforward proofs (see, e.g., [2]). Combining them with our condition (5) yields a short new proof of Feuerbach’s theorem. Proof of Theorem F. Since O = 0, the vertices A, B, C are equimodular. By Theorem 2, the points A, B, C have a set of equimodular square roots α, β, γ such that √ α + β + γ = − H − 2I



and βγ + γ α + αβ = −I.



Let Q = −αβγ , so |Q|2 = |A · B · C| = R 3 . Note that α, β, γ are the roots of f I (z) = z 3 +



√



H − 2I z 2 − I z + Q.



(9)



Since f I is equimodular, the necessary condition (5) applies in the form √ R 2 H − 2I = −Q I¯. Taking moduli and squaring both sides gives R 4 |H − 2I | = R 3 |I |2 . Substituting H = 2N and |I |2 = R(R − 2r ) (formula (1)), we find that |N − I | = 12 R − r . This says that the distance between the centers of the incircle and the nine-point circle equals the difference between their radii. Thus the two circles are internally tangent. As for E = E a , observe that −α, β, γ are the equimodular roots of f E (z) = z 3 +



√



H − 2E z 2 − E z − Q.



(10)



In this case, condition (5) and formula (3) yield |N − E| = 12 R + ρ, implying the external tangency of the nine-point circle and the A-excircle. 5. THE THEOREMS OF EULER AND GUINAND. As in Section 4, we use complex coordinates with O = 0. Fix a point H 6 = 0. Recall that the points O and H determine N and G, as well as the Euler and Guinand shields � and 0. We now investigate conditions under which a point P is eligible to be a tritangent center of some triangle with circumcenter O and orthocenter H . Such triangles will be called admissible in what follows. As we will see, the desired conditions turn out to involve � and 0. Neither O nor N is eligible to be a tritangent center. An admissible triangle is clearly nonequilateral, so Feuerbach’s theorem implies that N differs from each tritangent center. This means that the right-hand side of (2) is positive, and likewise for the righthand side of (1). Thus O differs from I , and (3) shows immediately that O also differs from E a , E b , and E c . The following lemma constructs a pair of inversively stable cubics indexed by a point P. Either of the cubics associated with a given point will later determine whether the point is a tritangent center for some admissible triangle.
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Lemma 3. Given a point P ∈ / {0, N }, each of the two square roots of H − 2P determines a unique inversively stable polynomial of the form z3 +



√



H − 2P z 2 − Pz + Q



(Q ∈ C).



(11)



The two polynomials so determined have mutually negative roots. Proof. By Lemma 1, a polynomial of the form (11) is inversively stable if and only if √ |Q|2/3 (−P) = Q H − 2P. Taking moduli allows us to solve for |Q|, and substituting the result back into the original equation gives Q = − 



√ P2 P H − 2P. (H − 2P)2 



(12)



By hypothesis, H − 2P 6 = 0. Associate the signs ± arbitrarily with the two square roots of H − 2P. It follows from (12) that the two corresponding polynomials f P+ and f P− are uniquely determined by P, and also that f P− (−z) = − f P+ (z). Thus the roots of f P+ and f P− are mutual negatives. It turns out that there is no need to distinguish between f P+ and f P− , and we write f P for either of them. The reason is that f P+ and f P− have the same equimodularity status, and throughout this paper their roots only appear in homogeneous combinations of degree 2, which are invariant under z 7 → −z. We call a polynomial square-simple if the squares of its roots are distinct. Theorem 3. The point P is a tritangent center of some admissible triangle if and only if f P is equimodular and square-simple. Proof. Suppose P is a tritangent center for an admissible triangle 4ABC, and consider α, β, γ , the equimodular square roots of A, B, C supplied by Theorem 2. Formulas (9) and (10) show that the roots of f P are ±α, ±β, ±γ (e.g., −α, β, γ when P = E a ). Thus f P is equimodular, and since A, B, C are clearly distinct, f P is also square-simple. Conversely, suppose f P has equimodular roots a, b, c with distinct squares A, B, C. Since Now a + b + c = √ A, B, C are distinct points of a circle, they form2 a triangle. − H − 2P and bc + ca + ab = −P, so that H = a + b2 + c2 = A + B + C. By (6), 4ABC is admissible. Theorem 2 supplies a possibly different set of square roots α, β, γ of A, B, C satisfying (6)–(8). However, since a = ±α, b = ±β, and c = ±γ , the point P = −(bc + ca + ab) can only be one of −(βγ + γ α + αβ),



−βγ + γ α + αβ,



βγ − γ α + αβ,



βγ + γ α − αβ.



These are precisely the tritangent centers of 4ABC by (7) and (8). Naturally we may ask whether the triangle of Theorem 3 is unique. Suppose P is a tritangent center for each of 4A1 B1 C1 and 4A2 B2 C2 . The preceding proof shows that A1 , B1 , C1 are the squares of the roots of f P , and similarly for A2 , B2 , C2 . Hence the two triangles coincide. It follows that no point can be an incenter for one admissible triangle and an excenter for another. The two triangles would coincide, and no point can be both inside and outside the same triangle. We have thus proved: 224
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Corollary 4. The regions of possible incenter locations and possible excenter locations are disjoint. There is also a third region, of points ineligible to be a tritangent center. This follows from Theorem 3, once it is noted that there are nonequimodular cubics f P . Consider for instance P = −2G (conveniently chosen inside 0). Choosing λ ∈ C such that 7λ2 = G, formulas (11) and (12) give f −2G (z) = z 3 + 7λz 2 + 14λ2 z + 8λ3 = (z + λ)(z + 2λ)(z + 4λ). Because f −2G is nonequimodular, −2G is not eligible to be a tritangent center. Theorem 3 suggests that we try to determine those points P for which f P is equimodular but not square-simple. There are two ways for square-simplicity to fail: a pair of equal roots, or a pair of mutually negative roots. The two cases will give rise to two curves, which turn out to be the Euler and Guinand shields. Theorem 5. The polynomial f P is equimodular and has a pair of mutually negative roots if and only if P lies on the Euler shield �. Proof. Note that f P is equimodular and has a pair of mutually negative roots if and only if f P (z) = (z − z 0 )(z + z 0 )(z − ωz 0 ), where z 0 , ω ∈ C satisfy z 0 6 = 0 and |ω| = 1. Equating coefficients and writing H = 2N , this is equivalent to 2N − 2P = ω2 z 02 ,



P = z 02 .



(13)



Since z 0 and ω are arbitrary subject to z 0 6 = 0 and |ω| = 1, our two equations are equivalent to the single condition 2|N − P| = |P|. This is exactly the Apollonius condition 2 · NP = OP, which characterizes �. Theorem 6. The polynomial f P is equimodular and has two equal roots if and only if P lies on the Guinand shield 0. Proof. Observe that f P is equimodular and has two equal roots if and only if f P (z) = (z − z 0 )2 (z − ωz 0 ), where z 0 , ω ∈ C have z 0 6 = 0 and |ω| = 1. Equating coefficients and putting L = −P, this amounts to H + 2L = z 02 (2 + ω)2 ,



L = z 02 (1 + 2ω).



(14)



Suppose (14) is true, and define X ∈ C by X = z 02 . It follows at once that H = (2 + ω2 )X.



(15)



Thus 2(N − X ) = H − 2X = ω2 X , and therefore 2 · NX = OX, that is, X ∈ �. Similarly, from L − X = 2ωX we infer that LX = 2 · OX. Next, notice that H−X (1 + ω2 )X ω + ω¯ = = = Re(ω). L−X 2ωX 2 If X 6= H , then H − X and L − X are related by a real nonzero scale factor, so L must lie on line HX, which is denoted by ` X . If X = H , we have ω = ±i. Thus L − H = L − X = 2ωX = ±2i H , and LH ⊥ OH. This means that L lies on the tangent line of � at H , denoted by ` H . Therefore P ∈ 0. March 2011]
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Conversely, suppose P ∈ 0. Then some X ∈ � has L ∈ ` X and LX = 2 · OX. Since |X | = 2|N − X |, it makes sense to define z 0 , ω ∈ C by setting z 02 = X and ω2 = 2(N − X )/ X , as these imply z 0 6 = 0 and |ω| = 1. Equations (14) may be recovered by reorganizing the computations of the preceding paragraph. Incidentally, if we eliminate X between (15) and the second equation of (14), and if we put ω = eit , the following simple parametrization of 0 results:   1 + 2eit P=− H, 0 ≤ t ≤ 2π. 2 + e2it The parametrization confirms that 0 is a continuous closed curve.5 We now establish a minor technical point, that � and 0 divide the plane into three connected regions. Of course, Figure 3 makes this completely apparent. Lemma 4. C − 0 − � has exactly three connected components. Proof. Consider the reflection of 0 through O, which we call 3 (Figure 5). For each X ∈ �, there are two points of ` X at a distance of 2 · O X from X . These are L 1 , L 2 ∈ 3, labeled so that L 1 and H are on the same side of X whenever X 6 = H . (When X = H , the L i are interchangeable.) L = L2 P = P1 X O G N H



L = L1 P = P2 Figure 5. Construction of 3 and 0.



As X varies over �, the distances HX and OX are respectively maximized and minimized when X = G. Since HG = 2 · OG, we have 2 · OX ≥ HX, with equality for X = G only. Thus H is strictly between L 1 and L 2 for X 6 = G, and L 1 = H for X = G. This means that every ray from H meets 3 in at most one other point. In particular, H is the only candidate for a self-intersection point of 3. However, as X makes a circuit of �, L 2 never passes through H , while L 1 does so only for X = G. Thus in fact 3 is a Jordan curve, and so is 0. Observe next that 0 ∩ � = {G}. For suppose P ∈ 0 ∩ �. By Theorems 5 and 6, f P must have the form (z − z 0 )2 (z + z 0 ). Equating coefficients gives H − 2P = z 02 = P, so that 3P = H , and P = H/3 = G. 5 It
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also shows that 0 is a rational curve, since eit is a rational function of u = tan(t/2).
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Since � − {G} is connected and disjoint from 0, it is either entirely inside 0 or entirely outside. In fact it must be outside 0, since H is. Thus Ext(0) − � has two components, while C − 0 − � has three. Finally, we will use a continuity argument to show that the three connected regions formed by the Euler and Guinand shields coincide with the regions of incenters, excenters, and non-tritangent points.6 The argument requires a continuous choice of √ H − 2P, and to achieve this we will cut the plane. For each point P, there are two possibilities for f P , one for each square root of H − 2P. The branch point of these square roots is N . If we cut the plane √ along a continuous curve from N to ∞, then in the cut plane there is a choice of H − 2P which varies continuously with P. Formulas (11) and (12) supply a corresponding continuous choice of f P . It will be convenient to cut along the ray κ = NH, because this ray avoids 0. Notice that we can modify κ slightly to obtain a cut κ ∗ that avoids both 0 and any given point P0 ∈ κ − {N }. We simply take a disc about P0 that avoids 0, and deform κ inside this disc so as to avoid P0 . Theorem 7. f P is equimodular and simple if and only if P ∈ Ext(0) − {N }. Proof. The set Cκ = (C − κ) − 0 − {0} has two components, one inside 0 and one outside. Choose the map f : P 7 → f P to be continuous on Cκ . Let M be the equimodular subset of f (Cκ ). By Theorem 1, both M and f (Cκ ) − M are open. The continuity of f implies that both U = f −1 (M) and its complement V = Cκ − U are open. Thus U and V must be the components of Cκ .7 Since −2G lies between −H and G, inside 0, in fact V = Int(0) − {0} and U = Ext(0) − κ. We have now accounted for all points P ∈ / κ. To account for a given point P0 ∈ κ − {N }, the preceding argument may be repeated in the cut plane C − κ ∗ , where κ ∗ is a suitably deformed cut avoiding 0 and P0 . We now know that the region inside 0 contains the non-tritangent points. To complete our proof of the theorems of Euler and Guinand, we need only identify the two regions outside 0. Proof of Theorems E and G. The set Dκ = Ext(0) − � − κ has two components, one inside � and one outside. (Cutting along the ray NH does not disconnect the interior of �, as may be seen in Figure 3.) Again, choose f : P 7 → f P so as to be continuous on Dκ . With each P ∈ Dκ we may associate a triangle 4ABC having one tritangent center at P (Theorems 3, 5, 6, 7). Recall that A, B, C are the squares of the roots of f P . Since P 7→ f P is continuous, the root continuity lemma implies that P 7 → (A, B, C) is continuous. Moreover, P is the incenter of 4ABC if and only if P is inside 4ABC. Consider the partition Dκ = I ∪ E, where I and E are the subsets of possible incenters and possible excenters (which are disjoint by Corollary 4). We claim that I and E are open. Take a point P0 ∈ I. Being an incenter, P0 is inside its triangle 4A0 B0 C0 . By the continuity of P 7 → (A, B, C), there is a neighborhood U of P0 such that each P ∈ U lies inside its triangle 4ABC. Hence each P ∈ U is a possible incenter, and U ⊂ I. This shows that I is open. A similar argument shows that E is open. 6 In



[5], Guinand refers to the region of non-tritangent points as the acentric lacuna. fixed admissible triangle will have some excenter E ∈ / κ, showing that U is nonempty. When κ is later replaced by the deformed cut κ ∗ , the deformation may be taken sufficiently small that E ∈ / κ ∗ , so that U is still nonempty. In either of these cases, −2G ∈ V . 7A
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Exactly as in the proof of Theorem 7, I and E must be the components of Dκ . Euler’s formulas (1) and (3) imply that the incenter and excenters of any admissible triangle satisfy |E|2 > R 2 > |I |2 . Thus if I contains points of arbitrarily large modulus, so must E. However, Dκ has only one unbounded component. So I must be bounded, and we have I = Int(�) − κ. Accounting for points of κ − {N } with deformed cuts κ ∗ , we conclude that Int(�) − {N } is the incenter region and Ext(0) ∩ Ext(�) is the excenter region. REFERENCES 1. C. J. Brianchon and J.-V. Poncelet, G´eom´etrie des courbes. Recherches sur la d´etermination d’une hyperbole e´ quilat`ere, au moyen de quatres conditions donn´ees, Annales de Gergonne 11 (1820–1821) 205–220; also available at http://www.numdam.org/item?id=AMPA_1820-1821__11__205_0. 2. H. S. M. Coxeter and S. L. Greitzer, Geometry Revisited, Mathematical Association of America, Washington, DC, 1967. 3. L. Euler, Solutio facilis problematum quorundam geometricorum difficillimorum, Comm. Acad. Sci. Petropol. 11 (1765) 103–123; also in Opera Omnia, A. Speiser, ed., ser. I, vol. 26, no. 325, 139–157; available at Euler Archive, http://math.dartmouth.edu/~euler/. 4. K. W. Feuerbach, Eigenschaften einiger merkw¨urdigen Punkte des geradlinigen Dreiecks und mehrerer durch sie bestimmten Linien und Figuren: Eine analytisch-trigonometrische Abhandlung, Riegel und Wiesner, N¨urnberg, 1822. 5. A. P. Guinand, Euler lines, tritangent centers, and their triangles, Amer. Math. Monthly 91 (1984) 290– 300. doi:10.2307/2322671 6. D. H. Lehmer, The complete root-squaring method, J. Soc. Indust. Appl. Math. 11 (1963) 705–717. doi: 10.1137/0111053 7. J. S. MacKay, History of the nine point circle, Proc. Edinb. Math. Soc. 11 (1892) 19–61. doi:10.1017/ S0013091500031163 8. B. Scimemi, Paper-folding and Euler’s theorem revisited, Forum Geom. 2 (2002) 93–104. 9. G. C. Smith, Statics and the moduli space of triangles, Forum Geom. 5 (2005) 181–190. 10. J. Stern, Euler’s triangle determination problem, Forum Geom. 7 (2007) 1–9; also available at http: //forumgeom.fau.edu/FG2007volume7. 11. O. Terquem, Consid´erations sur le triangle rectiligne, Nouv. Ann. de Math. 1 (1842) 196–200; also available at http://www.numdam.org/item?id=NAM_1842_1_1__196_1. 12. A. V´arilly, Location of incenters and Fermat points in variable triangles, Math. Mag. 74 (2001) 123–129. doi:10.2307/2690626 13. P. Yiu, Conic solution of Euler’s triangle determination problem, J. Geom. Graph. 12 (2008) 75–80. ALEX RYBA received his B.A. and Ph.D. from the University of Cambridge. His main area of interest is finite group theory. After teaching at the University of Illinois at Chicago, the University of Michigan, and Marquette University, he joined the faculty of Queens College CUNY in 1998. One of his first students at Queens College was Joe Stern. Department of Computer Science, Queens College, Flushing NY 11367 [email protected] JOE STERN is a Ph.D. student at Columbia University. After receiving the 1999 British Marshall Scholarship, he joined the faculty of Stuyvesant High School, where he taught until 2009. He is a two-time recipient of the MAA’s Edyth May Sliffe Award for Distinguished High School Teaching. Two of his last students at Stuyvesant were Alex Ryba’s sons, Andrew and Nicholas. Department of Mathematics, Columbia University, New York NY 10027 [email protected]
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