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Estimation of Binary Choice Models with Unknown Forms of Heteroskedasticity: A Practitioner’s Guide∗ Jose Miguel Abito†and Gonçalo Vilaça‡ May 2007



We are interested in estimating a vector of parameters β from a binary response/choice model. Specifically, we only observe a binary outcome variable y and a set of covariates x where y depends on the underlying relationship between some latent variable y ∗ and ¡ ¢ x. This relationship can be described by a structural model β, Fu|x where Fu|x is the conditional distribution of the error term given the set of covariates. In this essay we evaluate diﬀerent estimation methods for binary choice models under unknown forms of heteroskedasticity. We first provide a brief theoretical overview of identification and estimation of these models. We focus our analysis on (i) parametric methods, specifically Probit or Logit for their universal use; (ii) maximum score and its smoothed version since the former is one of the first semiparametric estimators allowing general forms of heteroskedasticity while the latter extension has superior asymptotic properties; and lastly, (iii) Lewbel’s [2000] estimator for its ease of implementation and flexibility. We run a simulation exercise to investigate the behavior of these estimators under heteroskedasticity and provide some intuition and guidance for our findings.1 As much as possible, emphasis is given to the ease of implementation, interpretability of results, and minimum sample size required in evaluating these estimators. In order to restrict ourselves to our main point of interest, we do not include semiparametric estimators based on the index suﬃciency condition (e.g. Klein-Spady and Ichimura) as this assumption reduces the allowed forms of heteroskedasticity. The distinguishing identifying assumption for the parametric approach is that Fu|x is known. In practice this conditional distribution is often assumed to be normal or logistic, with the resulting estimator of β being called Probit or Logit. Under correct specification, ∗
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the maximum likelihood estimator is eﬃcient (consistency of both the estimator and its standard error is also achieved for a class of distributions even under misspecification; see Ruud [1986] and White [1982]). Given the identifying assumptions and a suﬃciently large sample, the optimization problem is well-behaved and estimation of binary models is easily done in most econometrics packages. After obtaining the estimate of β, it is also straightforward to obtain partial and marginal eﬀects or compute propensity scores. These characteristics justify the popular use of Probit and Logit in the applied literature. Note however that naively using either method can lead to poor and misleading estimates especially in, but not limited to, cases with unknown forms of heteroskedasticity. Thus methods that exploit weaker assumptions on Fu|x have been proposed in the literature. The earliest semiparametric method for models involving discrete choices is proposed by Manski [1975, 1985] where he constructs the Maximum Score Estimator. Partial identification (strictly speaking only β/ kβk is identified with kβk = 1, and Fu|x is not) is achieved under conditional median independence (can be also seen as having the latent variable follow a linear median regression specification) plus some regularity conditions on the regressors. The most remarkable feature of this estimator is that it does not impose any other (stronger) restrictions on the conditional distribution of the error term, which among many other consequences of robustness, allows for heteroskedasticity of unknown form. Despite being consistent, this estimator faces several diﬃculties due to the fact that estimation involves optimization of a step function. Notably, Kim and Pollard √ [1990] show that this estimator has a slow rate of convergence ( 3 n) and a non-standard limiting distribution. More recently, Abrevaya and Huang [2005] prove the inconsistency √ of the bootstrap method for a class of 3 n estimators, hence rendering inference using the maximum score estimator (almost) impossible. Borrowing ideas from the Kernel literature, Horowitz [1992] proposes smoothing the score function. Indeed, by replacing the step function with a suﬃciently smooth cumulative distribution function which converges to the former when n → ∞, he is able to derive √ 2 a consistent estimator with a faster rate of convergence (between n 5 and almost n) and asymptotic normality. Moreover, bootstrapping is possible as shown in Horowitz [2002]. These results are achieved using slightly stronger assumptions. However the smoothed maximum score estimator is still quite diﬃcult to implement, involving sophisticated and cumbersome optimization algorithms which may not yield precise solutions (this is briefly discussed below). The last estimator that we consider is the estimator proposed by Lewbel [2000] and has the advantage of having a very simple expression that can be computed directly from the data (assuming Fv|x to be known where v is some special regressor2 whose coeﬃcient is 2



The special regressor v is assumed to have a suﬃciently large support. This and the partial conditional
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normalized to 1) while being robust to heteroskedasticity of unknown form. Moreover, it is also superior to maximum score and smoothed maximum score by allowing identification √ of (β, Fu|x ), while showing n consistency and asymptotic normality. Lewbel [2000] shows that under the identifying restrictions, a simple expression for β can be derived, i.e. ∙ ¸ y − 1{v > 0} 0 −1 β = E [xx ] E x f (v|x) which can be easily estimated (assuming f (v|x) or some consistent estimator is known) by standard OLS where the dependent variable is now (y − 1{v > 0}) /f (v|x). Although very appealing, the applicability of the Lewbel estimator is closely related to the choice of the special regressor and the size of its support, something which can be easily incorporated in an artificial simulation setting but is presumably more diﬃcult in more traditional applied work. Some general comments are worth mentioning. Firstly, under correct specification of the error term, Logit/Probit is eﬃcient compared to semiparametric counterparts. Secondly, if one of the binary outcomes is rare, any of the proposed estimators will be inconsistent, although one can argue that a correctly adapted quantile model can overcome this negative result (see Kordas [2006]). Thirdly, some caution is needed when comparing estimates from diﬀerent methods since they impose slightly diﬀerent scale normalizations. Fourthly, maximum score yields a “best median predictor” instead of the typical mean predictor and thus being more resilient to outliers. Lastly, it should be made clear that the properties of the semiparametric estimators generally require a suﬃciently large sample size that explodes with the number of parameters, which may hinder its application in empirical studies. We now proceed with the discussion of heteroskedasticity. Heteroskedasticity occurs whenever the variance of the error term is correlated with the regressors. Intuitively, if one takes the case of a regression of firm’s profits on firm size, one may concede that the variance of the error term may well depend on the size of the firm. From a practical view, heteroskedasticity may arise from the construction of the error term which is dictated by the choice of regressors and the sample design/data collection methods. In the binary framework, heteroskedasticity causes inconsistency of the Probit and Logit maximum likelihood estimators (see for instance, Yatchew and Griliches [1985], Gourieroux [2000] and the papers cited in Gerfin [1996]). Thus naive estimation using these two methods can yield misleading estimates. Also, inference and testing about the estimated parameters will not be possible. The following steps can be done to partially cope with heteroskedasticity when the independence assumption are the main identifying restrictions. Other conditions needed for identification are uncorrelatedness of the error term with x (Lewbel [2000] also provides an IV estimator that does not need this assumption) and regularity conditions on Fv|x .



3



researcher does not know a priori its specific form: start by using a simple parametric estimator and then execute a battery of diagnostic tests which may consist of testing for heteroskedasticity (e.g. LM test) as well as testing the normality of residuals.3 Results from these preliminary steps may then help the researcher to judge whether a more robust method is called for. In closing our paper, we present results from a Monte Carlo simulation exercise comparing Logit and the Lewbel estimator under homoskedasticity and heteroskedasticity.4 The simulation results confirm the robustness of the Lewbel estimator against heteroskedasticity although an important issue with regard to satisfying the support condition should be noted. More surprisingly, the Lewbel estimator works well (relative to Logit) with respect to bias in very small samples even for the homoskedastic case. Similar to Lewbel’s [2000] simulation results, we find that the Lewbel estimator can be quite noisy/imprecise especially under heteroskedasticity.5 Let the latent model be specified as yi∗ = β 0 + β 1 xi + β 2 vi − ui where xi ∼ N (0, 1),



vi ∼ N [0, 5002 ] and ⎧ ⎨ g for homoskedastic case (g follows a standard logistic distribution) ui = ⎩ |1 + αxi | g for heteroskedastic case



with α > 0. The researcher observes yi = 1 {yi∗ > 0}, xi and vi , and is not aware of the existence or form of heteroskedasticity. The specification for vi ensures that the



support condition needed for the Lewbel estimator (Lewbel [2000], Assumption A.3), i.e. 3



A good illustration of this approach in empirical estimation of binary models is provided by Gerfin



[1996], in which labor participation decision is analyzed for Germany and Switzerland separately, and diﬀerent estimators are used to evaluate the robustness of estimates. In the first step, both country models are estimated using Probit then Quasi-LM statistics are computed to test for normality and heteroskedasticity. In a second step semiparametric estimators are used (smoothed maximum score and Klein-Spady) and the estimates compared. An interesting feature of this study is that in Switzerland, one cannot reject normality and homoskedasticity whereas in Germany, both normality and homoskedasticity (in some variables) are rejected. Moreover, as can be inferred from our previous analysis, the diﬀerent methods of estimation yield quite similar results for the Swiss case with Probit being the best, while for the German case the estimates vary more, specially for the coeﬃcients related to the variables generating heteroskedasticity. Finally, drawing on these observations, a heteroskedastic probit is parameterized and shown to yield quite promising results. 4 We initially wanted to include the Smoothed Maximum Score Estimator in the simulation exercise. However, we found it impractical to do so since each estimation run takes roughly 10 minutes to finish (using Horowitz’s Gauss code) and that estimates are extremely sensitive to initial conditions and parameters for the Simulated Annealing procedure. In fact, Horowitz [1992] only considers the one-parameter case when doing simulations since estimation would not require the use of Simulated Annealing. 5 Eﬃciency can be improved by using an estimate for f (v|x) instead of the true one (Lewbel [2000]; Magnac and Maurin [2007]). Nonetheless, we stick to using the true density to simplify our simulations.



4



supp(vi ) ⊇ supp(ui − β 0 − β 1 xi ) is satisfied. The heteroskedastic specification is similar to that of Horowitz [1993] and Zhao [2005] except that the source of heteroskedasticity is only limited to xi . We say that heteroskedasticity is “more severe” as α increases in magnitude. b2 = 1 so that the Lewbel estimator is comparable with We set α = 25.6 We normalize β



Logit. The true parameters are set as β 0 = 1, β 1 = 5 and β 2 = 1. We derive estimates



using the two estimation methods for both homoskedastic and heteroskedastic cases. Each experiment consists of 1000 simulation runs7 with diﬀering sample sizes (n = 100, 250, 500, 1000, 2000). We compute the mean, standard deviation, bias and mean squared error for the estimated parameters for each experiment and estimation model. Results for b1 (expressed as a ratio to the true value) are given in the table at the end of the paper. β



The Lewbel estimator performs relatively well in both homoskedastic and especially in



the heteroskedastic cases. Surprisingly, the Lewbel estimator performs much better than Logit with n = 100 in the homoskedastic case with respect to the bias measure. Though it is often observed that Logit (and Probit) can have large biases in very small samples, we conjecture that the rather poor estimate for Logit is also due to the large variance of the regressor vi .8 For example, multiple experiments involving lower variances give us biases



of less than 0.01 for the Logit estimates with n = 100. Possibly, the good small-sample performance (in terms of bias) of the Lewbel estimator could be attributed to its ability to be insensitive to observations with extreme values for vi (i.e. f (vi |xi ) → 0).9 The Lewbel estimator however tends to be noisy/imprecise, albeit the smaller bias. As expected, Logit estimates are inconsistent under heteroskedasticity while the Lewbel estimator is consistent though obviously not eﬃcient (as can be seen from the high mean squared error with n = 2000). Note however that the extent of improvement relative 6



We also looked at the cases where α → 0 and α >> 25. For the former, the bias and mean squared



errors for Logit are not so severe, though Logit remains inconsistent. For the latter, the support condition



is often (or almost always) violated. 7 The number of valid runs that satisfy assumption A.3 of Lewbel [2000] can be less if the severity of heteroskedasticity is very large. We have designed our simulation (e.g. large variance for vi , α not too high) in order to circumvent this problem. 8 We also checked if there are enough 0-1 simulated values for yi to make sure that this is not the reason for poor estimates. 9 Actually the estimator seems to be either very sensitive or insensitive to “extreme” or “rare” observations. For example if yi − 1 {vi > 0} 6= 0 and f (vi |xi ) → 0, then the Lewbel estimator can explode hence



making the estimator noisy and imprecise. On the other hand, given xi and ui such that yi −1 {v ∗ > 0} = 0



where v ∗ > 0, for all vi > v ∗ on the support,



yi − 1 {vi > 0} yi − 1 {v ∗ > 0} = =0 f (vi |xi ) f (v ∗ |xi ) hence the Lewbel estimator treats extreme observations (on the support given xi ) in the same way as it treats v ∗ .
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to the Logit estimate is somehow limited since the Lewbel estimator may not work when the severity of heteroskedasticity is very high (i.e. in our context, α very large). This is due to the fact that severe heteroskedasticity often leads to a violation of the support condition. References Abrevaya, Jason and Huang, Jiang [2005] "On the Bootstrap of the Maximum Score Estimator", Econometrica, vol. 73, No. 4, pp. 1175-1204. Gerfin, Michael [1996] "Parametric and Semi-Parametric Estimation of the Binary Response Model of Labour Market Participation", Journal of Applied Econometrics, Vol. 11, No. 3, pp. 321-339. Gourieroux, Christian [2000] Econometrics of Qualitative Dependent Variable, Cambridge, U.K., Cambridge University Press, ISBN 0 521 58985 1, pp. 372. Horowitz, Joel L. [1992] "A Smoothed Maximum Score Estimator for the Binary Response Model", Econometrica, Vol. 60, No. 3, pp. 505-531. Horowitz, Joel L. [1993] "Optimal Rates of Convergence of Parameter Estimators in the Binary Response Model with Weak Distributional Assumptions", Econometric Theory, Vol. 9, No. 1, pp. 1-18. Horowitz, Joel L. [2003] "The Bootstrap in Econometrics", Statistical Science, Vol. 18, No. 2, Silver Anniversary of the Bootstrap, pp. 211-218. Kim, Jeankyung and Pollard, David [1990] "Cube Root Asymptotics", The Annals of Statistics, vol. 18, No. 1, pp. 191-219. Kordas, Gregory [2006] "Smoothed Binary Regression Quantiles", Journal of Applied Econometrics, vol. 21, No. 3, pp. 387-407. Lewbel, Arthur [2000] "Semiparametric Qualitative Response Model Estimation with Unknown Heteroskedasticity or Instrumental Variables", Journal of Econometrics, vol. 97, No.1, pp. 145-177. Magnac and Maurin [2007] "Identification and Information in Monotone Binary Models", Journal of Econometrics, vol. 139, pp. 76-104. Manski, Charles [1975] "Maximum score estimation of the stochastic utility model of choice", Journal of Econometrics Vol. 3, No. 3, pp. 205-228.
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Manski, Charles [1985] "Semiparametric analysis of discrete response: Asymptotic properties of the maximum score estimator", Journal of Econometrics, Vol 27, No. 3, pp 313-333. Ruud, Paul [1986] "Consistent Estimation of Limited Dependent Variable Models despite Misspecification of Distribution", Journal of Econometrics, Vol 32, No. 1, pp. 157-187. White, Halbert [1982] "Maximum Likelihood Estimation of Misspecified Models" Econometrica, Vol. 50, No. 1, pp. 1-25. Yatchew, Adonis and Griliches, Zvi [1985] "Specification Error in Probit Models", The Review of Economics and Statistics, Vol. 67, No. 1, pp. 134-139. Zhao, Zhong [2005] "Sensitivity of Propensity Score Methods to the Specifications", IZA discussion paper No 1873.



b1 /β 1 ) Table 1: Simulation results (expressed as β



Homoskedastic



Logit



Lewbel



Heteroskedastic



Logit



Lewbel



mean



0.7194



0.9215



mean



0.6781



1.0637



std dev



1.7785



1.9069



std dev



3.9501



5.3485



bias



-0.2806



-0.0785



bias



-0.3219



0.0637



msqe



3.2417



3.6425



msqe



15.7070



28.6104



mean



0.9923



1.0276



mean



0.6298



0.9145



std dev



1.1200



1.2388



std dev



3.3929



3.4861



bias



-0.0077



0.0276



bias



-0.3702



-0.0855



msqe



1.2545



1.5354



msqe



11.6490



12.1600



mean



1.0072



0.9889



mean



0.8188



1.0102



std dev



0.6033



0.8521



std dev



2.6130



2.2971



bias



0.0072



-0.0111



bias



-0.1812



0.0102



msqe



0.3641



0.7261



msqe



6.8608



5.2768



n = 1000 mean



1.0121



1.0378



mean



1.0643



0.9701



std dev



0.3385



0.6468



std dev



2.1659



1.7157



bias



0.0121



0.0378



bias



0.0643



-0.0299



msqe



0.1147



0.4198



msqe



4.6955



2.9446



n = 2000 mean



0.9993



1.0110



mean



1.0785



1.0073



std dev



0.1964



0.4534



std dev



1.6244



1.1625



bias



-0.0007



0.0110



bias



0.0785



0.0073



msqe



0.0386



0.2057



msqe



2.6447



1.3514



n = 100



n = 250



n = 500
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