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SUMMARY Longitudinal studies of ageing make repeated observations of multiple measurements on each subject. Change point models are often used to model longitudinal data. We demonstrate the use of Bayesian and pro>le likelihood methods to simultaneously estimate di+erent change points in the longitudinal course of two di+erent measurements of cognitive function in subjects in the Bronx Aging Study who developed Alzheimer’s disease (AD). Analyses show that accelerated memory decline, as measured by Buschke Selective Reminding, begins between seven and eight years before diagnosis of AD, while decline in performance on speeded tasks as measured by WAIS Performance IQ begins slightly more than two years before diagnosis, signi>cantly after the decline in memory. Copyright ? 2001 John Wiley & Sons, Ltd.



INTRODUCTION In comparison with normal ageing, dementia is characterized by accelerated cognitive decline both before and after the time of diagnosis. Determining the onset, rate and domains of accelerated cognitive decline in persons who develop clinical dementia is important, both for describing the natural history of the disease and for identifying the treatment strategies for preventing diagnosable disease [1; 2]. In addition, the patterns of cognitive decline in di+erent ∗ Correspondence
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domains are likely to di+er across dementia subtypes; better understanding of that natural history should aid in early di+erential diagnosis of subtypes. Change point models are well suited to address these issues [3]. The study of dementia is problematic in even the best-designed study. Alzheimer’s disease (AD), the most common cause of dementia [4], is a progressive degenerative disease that generally presents with increasing cognitive loss over a period of many years. Studies of diagnosed AD cases capture only a portion of the disease’s natural history. Memory loss in the only obligatory cognitive de>cit in dementia and is thought to be the >rst feature to develop as dementia unfolds [5–10]. However, there has been little quantitative work contrasting the natural history of memory loss with cognitive decline in other domains. In this work we use change point models to examine the onset and rate of cognitive decline for memory, and for Performance IQ from the Wechsler Adult Intelligence Scale (WAIS) [11]. Hinkley [12] described a frequentist approach to change point problems. Smith [13] developed a Bayesian approach. Both papers were restricted to discrete time analyses where the index of a sequence of random variables corresponding to the change point was located. Carlin et al. [14] extended Smith’s approach using Markov chain Monte Carlo (MCMC) methods for continuous versions of the change point. Lange et al. [15] and Kiuchi et al. [16] used MCMC methods for the analysis of longitudinal data in HIV studies. Hall et al. [3] used a pro>le likelihood approach in studying longitudinal cognitive function data. Hall et al. subsequently used a Bayesian approach to relax the assumption that all persons having a change point have the same change point, an assumption that may not be appropriate given heterogeneity and interval censoring found in studies of this type [17]. In this paper we use both pro>le likelihood and Bayesian methods to compare change points in the natural history of cognitive decline in multiple cognitive domains in persons who develop AD. THE BRONX AGING STUDY The Bronx Aging Study (BAS) [18], begun in 1980, enrolled 488 initially community dwelling volunteers age 75–85 years, all screened to be in good health (in particular, none had dementia); 121 have developed dementia during 19 years of follow-up; 75 had probable or possible AD or mixed dementia (usually AD + vascular ); 367 persons did not develop dementia during their follow-up time, and 15 subjects are known to be alive as of May 2001. Subjects were given clinical exams and a battery of neuropsychological tests given at intervals of approximately 12 to 18 months, including Buschke Selective Reminding (SRT) [19], (a memory test), the Wechsler Adult Intelligence Scale [11], Raven Colored Matrices Set A, Category Fluency (a verbal Ouency test consisting of retrieval from the categories of fruit, animals, Oowers, and vegetables – each with 60 second trials), and Purdue Pegboard. The Bronx Aging Study is di+erentiated from other longitudinal ageing studies by longer follow-up, a more sensitive and speci>c memory measure – the SRT – and systematic monitoring and ascertainment of dementia cases. In this paper we compare performance on the memory test (SRT) to that on the WAIS Performance IQ (PIQ), for the persons who developed probable or possible AD or mixed dementia. In order to avoid potential biases from changes in clinical diagnostic practice and changes in personnel over the long follow-up period, a subject needed to score greater than 8 on the Blessed Information Memory Concentration test along with functional decline reported clinically in order to be included in these analyses. While only a Copyright ? 2001 John Wiley & Sons, Ltd.
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Figure 1. Selective Reminding and Performance IQ as a function of age, and of time before diagnosis.



minority of subjects have been autopsied, the autopsies done to data con>rm the reliability of the clinical subtyping. The SRT measure used was the sum of total recall on six trials; the abbreviated WAIS Performance IQ (PIQ) index analyzed was a composite score from three non-verbal, timed cognitive tasks (digit symbol, block design, object assembly), a selection of tasks that measure processing speed. We wish to study the natural history of cognitive function in the BAS subjects as they grow older. There are two time scales that are of interest. First is the natural scale of chronological age; memory is known to diminish over time [20]. Of even greater interest is the association of memory with time before diagnosis of dementia. The >rst scale allows us to make inferences regarding age-associated memory decline; the second allows inferences regarding memory decline that is associated with disease processes. Figure 1 shows the Selective Reminding and WAIS Performance IQ scores of the 69 subjects in the BAS who developed AD or mixed dementia during the study on whom scores are available. The left panels show the scores as a function of age, the right panels as a function of time before diagnosis of dementia. In the right panels, zero represents the time of AD diagnosis, negative numbers indicate years before diagnosis, and positive numbers indicate years after diagnosis. There is apparently less heterogeneity in the rate of decline, especially for SRT, in the plots drawn as a function of time before diagnosis. We con>rmed this conjecture by comparing variance components for the slopes in mixed linear models; the variance component for slope as a function of time before diagnosis was substantially smaller. In addition, there is some indication that the rate of decline accelerates in the years before diagnosis in both tests. This Copyright ? 2001 John Wiley & Sons, Ltd.
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suggests that in individuals who develop AD, age related decline might be explained at least in part by disease progression antecedent to a diagnosis. Finally, it appears that decline may accelerate earlier for SRT than for PIQ, a hypothesis we test in our analyses. We now examine the nature of the relationship between chronological age, time to dementia, and cognitive function as measured by the SRT and PIQ. We compare the natural history of memory and performance on speeded tasks with the intent of learning how the two cognitive domains di+er. METHODS Pro0le likelihood Hall et al. [3] used both chronological age and time to dementia diagnosis in comparing persons who develop dementia to those who do not, and used a pro>le likelihood method to develop change point inferences. In more recent work, Hall et al. [17] used a Bayesian model to assess possible heterogeneity in change points across subjects. We now extend these approaches to compare change points in two cognitive domains. We start with a linear mixed model in which chronological age e+ects are modelled using a quadratic function, and the e+ect of time to diagnosis of dementia using a linear spline with an unknown change point. For i = 1; 2 outcome measures (SRT and PIQ, respectively) on n subjects, model the outcome measure for the lth observation on the jth subject as yijl = ij + (ageijl − 80) × i1 + (ageijl − 80)2 × i2 + ( ij − timetodxijl )− × i3 + ( ij − timetodxijl )+ × i4 + ijl



(1)



Here y1jl is the SRT score for subject j at observation l; y2jl is the PlQ score for subject j at observation l; ageijl is the age of subject j in years at observation l for outcome test score i, timetodxijl is the di+erence (years) between observation l and the date of diagnosis, and ij is the change point, which is allowed to di+er across subjects. z − and z + are used to de>ne a linear spline: z − = z if z¡0; 0 otherwise, z + = z if z¿0; 0 otherwise; ij is thus time of the ‘kink’ in the spline measured in years before diagnosis of dementia. How these de>nitions work in practice can be shown with an example. Consider a subject having seven observations, at ages 78–84, one year apart. At age 83 the subject is diagnosed with dementia. If the change point is estimated to occur in this subject at age 79.5, then the independent variables will have the values shown in Table I. 1j and  2j have the interpretation of the expected SRT and PIQ scores, respectively, if subject j were 80 years old at the time of the ‘kink’ or change point. Thus i1 and i2 model the age-associated loss in cognitive function, and i3 and i4 model the loss in cognitive function associated with the proximity of disease onset. 1j and  2j are allowed to be correlated, thus modelling the fact that persons who do well on one test often do well on others, introducing correlation in the multiple outcomes. For simplicity we can express (1) in vector form as yij = ij 1ij + Xij i + ”ij , with the elements ”ij distributed as independent normal random variables, remembering that some of the elements of Xij are themselves functions of the change point ij . It is impossible to >t the model just described using pro>le likelihood unless it is assumed that all subjects have the same change point: ij = i for all j. With that assumption the model Copyright ? 2001 John Wiley & Sons, Ltd.
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Table I. Example of independent variables in spline model (1). Observation 1 2 3 4 5 6 7



Age



Age−80



(Age − 80)2



timetodx



78 79 80 81 82 83 84



−2 −1 0 1 2 3 4



4 1 0 1 4 9 16



5 4 3 2 1 0 −1



( − timetodx)− −1:5 −0:5 0 0 0 0 0



( − timetodx)+ 0 0 0.5 1.5 2.5 3.5 4.5



may be easily >t using repeated calls to mixed linear model software such as SAS PROC MIXED [21] or the lme() function in S-plus [22]. Details are in Hall et al. [3]. Bayesian approaches The availability of Markov chain Monte Carlo (MCMC) methods allow a full Bayesian approach to be used that allows di+erent change points across subjects. From a Bayesian perspective, (1) can be de>ned using the following hierarchical structure. At the >rst stage, the observations yij are described by the unknown parameters ij ; ij ; i and i2 , which appear in (1) as expressed in the conditional likelihood function. Under the assumption that the observations are independent among the subjects and between the tests given the unknown parameters, we have 2  n  i=1 j=1



L(yij | ij ; ij ; i ; i2 ) =



2  n  i=1 j=1



N(yij |ij 1ij + Xij i ; i2 I)



(2)



where N represents the multivariate normal density. At the second stage, we provide the prior distributions for the parameters ij ; ij ; i and i2 , letting the random change point, intercept, slope and dispersion parameters be independent. In particular, the change point parameter ij is modelled as a uniform distribution



ij ∼ U( ai ; bi )



(3)



with ai and bi assumed known, de>ning the range of possible change points. In order to make the MCMC algorithm more eRcient, we use a discrete approximation to (3): a grid of evenly spaced points of suRcient >neness, with each point having equal prior probability. The random intercept parameters 1j and  2j are modelled as jointly normally distributed with unknown mean (10 ;  20 ), variance (21 ; 22 ) and correlation coeRcient        21 1 2 1j 10 ∼N ; (4)  2j  20 1 2 22 Unless  = 0, the marginal likelihood will show the correlation between the observations from SRT and those from PIQ for the same subject as we integrate out ij in (2). We model the slope parameters i as normally distributed with unknown mean i0 and variance-covariance matrix Si i ∼ N(i0 ; S i ): Copyright ? 2001 John Wiley & Sons, Ltd.
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We assume an independence prior for the components in the i vector; thus  2   i1 0 0 0    0  2 0 0  i2   S i =   2  0  0  0 i3   0



0



 2i4



0



Finally, we model the dispersion parameter i2 as an inverse gamma distribution with the shape and scale parameters ai and bi being known i2 ∼ IG(ai ; bi ) Thus, the prior for the >rst-order parameters can be written as n  j=1



 N



×



2 



i=1



   1j  10 ;  2j  20



 N(i |i0 ; Si ) ×



21



1 2



1 2



22



IG(i2 |ai ; bi )



×



  n  j=1



 U( ij | ai ; bi )



The unknown hyperparameters i0 ; 2i ; i0 ;  2ik and  are modelled at the third stage by assuming independent priors, letting i0 ∼ N(i00 ; 2i0 ); 2i ∼ IG(ai ; bi ); i0 ∼ N(i00 ; Si0 ) and  2ik ∼ IG(a ik ; b ik ) for i = 1; 2; k = 1; : : : ; 4 and 



 2i01



  0  Si0 =   0 



0



0



0



 2i02



0



0



 2i03



0



0



0







 0    0   2  i04



The parameters i00 ; 2i0 ; i00 ; ai ; bi ;  2i0k ; a ik and b ik are all assumed known. We reparameterize  by letting  = 1 − 2 , ¿0, where 0¡¡1. The prior we selected for  is  ∼ IG(a ; b )1(0¡¡1) with a  and b being known. This parameterization restricts us to positive correlation between the multiple measurements of cognitive function and is tractable in the MCMC algorithm used to >t the model (see Appendix). Most of the parameters and hyperparameters in our paper are modelled with conjugate priors, which means their fully conditional posteriors will have the same class of distributions as their priors. We can easily apply the Gibbs sampler to draw samples of parameter and hyperparameters from their fully conditional posteriors [23]. In the circumstance that the posteriors do not have an explicit form, we will use the Metropolis algorithm (MP) [24]. Copyright ? 2001 John Wiley & Sons, Ltd.
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The steps for the MCMC algorithm are as follows: Step 1. Update the >rst-order parameters { ij ; ij ; i ; i2 ; i = 1; 2; j = 1; : : : ; n} given the hyperparameters and data. We carry out the following substeps 1.1 to 1.3 iteratively for each i = 1; 2; j = 1; : : : ; n: 1.1. Generate ij by using a discrete multinominal distribution. 1.2. Generate ij and i from normal distributions. 1.3. Generate i2 directly from an inverse gamma distribution. Step 2. Generate the hyperparameters {i0 ; i2 ; i0 ;  2ik ; i = 1; 2; j = 1; : : : ; n; k = 1; : : : ; 4} and  given the value of parameters in step 1: 2.1. 2.2. 2.3. 2.4.



Generate i0 and i0 from normal distributions. Generate  2ik directly from an inverse gamma distribution. Update 2i by using the MP algorithm. Update  by applying the MP algorithm.



All the fully conditional posterior distributions and the detailed MCMC procedure are discussed in the Appendix. MODEL SELECTION We wish to be able to compare a ‘reduced model’ (MR): i1 = i2 = · · · = in = i for i = 1; 2, to the ‘full model’ (MF): at least one ij is di+erent from some other ij , for i = 1 or 2. We use two methods that have been proposed for model selection in a Bayesian context: the pseudo-Bayes factor (PSBF) and the posterior Bayes factor (POBF). Let y(−j) denote the vector of responses with the jth subject deleted from the data set, and r denote the vector of unknown parameters for the model Mr (r = 1; 2). We use L to denote the likelihood function. The PSBF [25] is de>ned using the ratio of two predictive likelihoods from cross-validated data n n  j=1 f(yj |y(−j) ; M1 ) j=1 L(1 ; yj ; M1 )(1 |y(−j) ) d 1 PSBF = n = n  j=1 f(yj |y(−j) ; M2 ) j=1 L(2 ; yj ; M2 )(2 |y(−j) ) d 2 where yj = (y1jT ; y2jT )T . The POBF [26] is the ratio of two predictive likelihoods from all the T T T ; y2lT ; : : : ; y2n ) . Then data. Let y = (y1lT ; : : : ; y1n  L(1 ; y; M1 )(1 |y) d 1 f(y|y; M1 ) = POBF = f(y|y; M2 ) L(2 ; y; M2 )(2 |y) d 2 Asymptotically, both behave like penalized likelihood criteria: log(PSBF) ≈ log( n ) +



p2 − p1 2



log(POBF) ≈ log( n ) +



p2 − p1 log 2 2



and



Copyright ? 2001 John Wiley & Sons, Ltd.
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where pr is the number of parameters in the model Mr and  n is the likelihood ratio statistic for models M1 and M2 . However, given the relatively small sample sizes here we wish to avoid relying on asymptotic theory, and instead use the following approximations based on the output from the MCMC sampler. Generating the model choice criteria from MCMC results The brute-force method for evaluating the PSBF involves computing the cross-validated predictive density for each subject given all the other subjects in the study. It is very computationally intensive because separate MCMC samplers are needed for each subject. We therefore use the following harmonic mean estimator for the cross-validated predictive density based on the MCMC run from the whole data set. This avoids needing to run separate MCMC chains for each subject. For a model Mr , we have ˆ j |y(−j) ; Mr ) = Br f(y



B r



1 ∗ l=1 fj (yj |rl ; Mr )



−1



where rl∗ denotes the vector of the lth variates generated in the MCMC sampler for the parameter  in the model Mr based on the whole data. We use fj to denote the density of yj given all the unknown parameters and Br to denote the number of iterations (or replications) in the MCMC sampler. The above harmonic mean formula is derived by an ingenious importance sampling argument where the posterior density of the unknown parameters given the whole data set is used as the importance sampling function [27; 28]. Thus n 







B1 



1 log(PSBF) = log B1 ∗ f (y |  j=1 l=1 j j 1l ; M1 )



−1



n 







B2 



1 − log B2 ∗ f (y |  j=1 l=1 j j 2l ; M2 )



−1



The harmonic mean of fj (yj |rl∗ ; Mr ) for r = 1; 2; l = 1; 2; : : : ; Br can be numerically unstable [29]. To obtain a more eRcient estimate, we use the following approximation [28]: 1−



ˆ j |y(−j) ; Mr ) = f(y



+



l Br



Br



ˆ j |y(−j) ; Mr ) (1− )f(y



fj (yj |rl∗ ; Mr ) l=1 f(y ˆ j |y(−j) ; Mr )+(1− )f (yj |∗ ; Mr ) j rl



+



1 Br



Br



1 l=1 f(y ˆ j |y(−j) ; Mr )+(1− )fj (yj |∗ ; Mr ) rl



where is set to be a small number; in our case, we set = 0:01. The posterior Bayes factor is somewhat simpler: B1 1 ∗ l=1 L(1l ; y; M1 ) B1 POBF = 1 B2 ∗ l=1 L(2l ; y; M2 ) B2 and







log(POBF) = log



   B1 B2 1  1  ∗ ∗ L(1l ; y; M1 ) − log L(2l ; y; M2 ) B1 l=1 B2 l=1



We compare the full and reduced models using both the PSBF and POBF. Copyright ? 2001 John Wiley & Sons, Ltd.
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Table II. Prior hyperparameters for scenarios used. MR1 =MF1



Shape



Scale



MR 2 =MF2



MR 3 =MF3



SRT



PIQ



SRT



PIQ



SRT



PIQ



2



64.484



83.746



2.001



2.001



181



218



2



19.303



25.394



2.001



2.001



2.7



2.7



 21



20.001



20.001



2.001



2.001



2.001



2.001



 22



20.001



20.001



2.001



2.001



2.001



2.001



 23



20.001



20.001



2.001



2.001



2.001



2.001



 24



20.001



20.001



2.001



2.001



2.001



2.001



2



1909.010



1959.737



30.101



23.707



5412.762



5139.385



2



973.532



3006.531



53.244



123.373



90.424



209.525



 21



1.901



2.875



0.100



0.151



0.100



0.151



 22



0.012



0.010



0.0006



0.0005



0.0006



0.0005



 23



4.197



2.648



0.221



0.139



0.221



0.139



 24



1.677



11.483



0.088



0.605



0.088



0.605



SENSITIVITY We were concerned that results from the Bayesian analyses might be sensitive to the prior distributions, therefore we ran numerous scenarios as a sensitivity analysis. Table II lists the prior choices (shape and scale) for each of the parameters i2 and the hyperparameters 2i ;  2i1 ;  2i2 ;  2i3 and  2i4 for each i, for three scenarios chosen as follows: (i) to match the pro>le likelihood results to the mean and variance of the inverse gamma density: (ii) to reOect more di+use priors than (i); (iii) an intermediate scenario. We use the notation MR for the reduced (common change point) model and MF for the full (subject-speci>c change point) model. For the other parameters or hyperparameters, we use the same priors for all the three cases. In particular, we let 100 = 36:563; 200 = 99:797 and i00 = (0; 0; 0; 0)T for i = 1; 2. They are the outputs from a pro>le likelihood analysis described below. We further let 2i = 100 and ( 2i01 ;  2i02 ;  2i03 ;  2i04 ) = (4; 4; 4; 25) for i = 1; 2. For each prior choice, always proper, we >t both the reduced model and the full model. Finally, the prior for the change point in the reduced model and i (i = 1; 2; j = 1; : : : ; n) in the full model is distributed as a discrete uniform distribution between 1 and 12, using an evenly spaced grid with values separated by 0.1 years. RESULTS Table III shows the point estimates from the pro>le likelihood model (with common change point) MR P , the reduced model scenario MR 2 , and the full model scenario MF2 described Copyright ? 2001 John Wiley & Sons, Ltd.
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Table III. Fixed e+ects point estimates. Parameter 1 2 11 21 12 22 13 23 14 24



Outcome



MR P



MR 2



MF2



SRT PIQ SRT PIQ SRT PIQ SRT PIQ SRT PIQ



43.704 99.924 0.090 −0:530 0:028 −0:018 0:226 0:168 −2:582 −2:968



43.329 100.265 0.066 −0:618 0:025 −0:016 0:204 0:249 −2:608 −2:891



42.353 101.080 0.056 −0:592 0:023 −0:019 0:109 0:249 −2:653 −2:578



Table IV. Variance component point estimates. Parameter



Outcome



MR P



MR 2



MF2



12



SRT



26.459



30.816



29.453



22



PIQ



26.459



23.989



23.580



2 1



SRT



53.190



53.406



44.374



2 2



PIQ



123.250



129.762



126.927



0.080



0.136



0.127







above, for the >xed e+ects. The point estimates are maximum likelihood estimates for MR P , and posterior means for MR 2 and MF2 . While the slope parameters i3 are close to 0 (or slightly positive sloped) in both the reduced models and the full model, the other slope parameter i4 is approximately −2:5 to −3:0 units= year for both PIQ and SRT, and highly statistically signi>cant (95 per cent con>dence intervals and credible intervals not including zero, not shown), thus indicating the existence of a change point for both SRT and PIQ. i1 ; i2 , and i3 are not signi>cantly di+erent from zero in any model, suggesting that any apparent e+ect of chronological age on memory and performance on speeded tasks is accounted for by disease progression, given the strong decline in memory after the change point (but see the discussion below regarding PIQ). Models MR1 and MR3 produced estimates almost identical to MR 2 , and models MF1 and MF3 produced estimates almost identical to MF2 , showing that the prior assumptions for the variance components did not a+ect the >xed e+ect inferences. Table IV shows the variance component estimates for the models. The ratio of the withinsubject variance 2 to the residual variance  2 is greater for PIQ than for SRT, con>rming the graphical observation that the SRT is a ‘noisier’ measure. The small values for  raise the question as to whether the within-subject correlation between SRT and PIQ must be modelled, a question addressed below. Figure 2 shows four views for the pro>le likelihood for the common change points in model MR P . The upper left panel shows the two-dimensional pro>le likelihood as a function Copyright ? 2001 John Wiley & Sons, Ltd.
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Figure 2. Pro>le likelihood functions for change point – model MR P .



Figure 3. Marginal posterior distributions for change points – models MF2 and MR 2 .



of the change points for Buschke Selective Reminding and for WAIS Performance IQ; the other three panels plot an oblique pro>le and the two side pro>les of the upper left panel, which respectively show the pro>le likelihood as a function of each of the change points for each cognitive test and for the di+erence in the change points between the two cognitive tests. Figure 3 shows the smoothed bivariate marginal posterior distributions for the two Bayesian models MF2 and MR 2 , respectively, calculated from the output of the MCMC sampling. Copyright ? 2001 John Wiley & Sons, Ltd.
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Figure 4. Marginal posterior change points – models MF2 and MR 2 . Table V. Point and interval estimates for change points. Change point SRT PIQ Di+erence



MR P MLE (approximately 95 per cent CI)



MR 2 posterior mode (95 per cent CI)



MF2 posterior mode (95 per cent CI) of mean



7.6 (5:0; 9:0) 2.1 (1:1; 3:7) 5.5 (2:5; 7:1)



7.489 (0:693; 9:864) 2.131 (0:697; 3:857) 5.024 (2.612,8.30)



7.285 (3:085; 9:011) 3.013 (1:58; 4:104) 3.394 (−0:311; 6:84)



They are qualitatively similar to the unsmoothed three-dimensional surface plot of the pro>le likelihood in Figure 2. Figure 4 shows the (smoothed) univariate marginal posteriors for the two Bayesian models. The upper panel contains the marginal posterior distributions for the mean of the individually predicted change points, and for the di+erence in change points, in the ‘full’ random-change point model MF2 . The lower panel contains the marginal posterior distributions for the ‘reduced’ model MR 2 . The similarities of the peaks seen in the lower panel with those in Figure 2 are obvious. Table V shows inference on the change points. Both reduced models MR P and MR 2 , and the full model, suggest that the average change point for SRT is between 7 and 8 years Copyright ? 2001 John Wiley & Sons, Ltd.
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Table VI. Model selection criteria – Bayesian models.



log (PSBF) log (POBF)



MF2 ; ¿0



MF2 ;  = 0



MR 2 ; ¿0



MR 2 ;  = 0



−1670:976 −1442:669



−1644:258 −1365:086



−1583:069 −1252:625



−1531:779 −1123:297



pre-diagnosis, and the change point for PIQ is much closer to the time of diagnosis. For MR P , approximate 95 per cent con>dence intervals are based on inverting the likelihood ratio test; for MR 2 and MF2 , approximate 95 per cent credible intervals are based on the MCMC simulation. The di+erence between the change point for SRT and the change point for PIQ is signi>cantly di+erent from zero for the reduced models, but the di+erence between the mean change point for SRT and the mean change point for PIQ is not signi>cantly di+erent from zero in the full (random change point) model MF2 . Hence we must pay particular attention to model selection. Table VI shows the results for the model choice parameters PSBF and POBF. Larger numbers (smaller negative magnitude) favour the smaller (reduced) models. Both the pseudo-Bayes factor and the posterior Bayes factor indicate that the reduced model MR 2 is to be preferred to the full model MF2 both in the cases where  is constrained to equal zero (independence between SRT and PIQ within subject) and in the cases in which  is allowed to vary non-negatively. Tables V and VI, taken together, show conclusively that acceleration of decline in memory performance precedes acceleration of decline in speeded tasks. Surprisingly, these model selection criteria indicate (i) allowing the change points to vary within individuals does not improve the >t of the model, and (ii) taking into account the within-subject correlation of SRT and PIQ does not improve the >t of the model. Essentially, simple models that assume common change points across subjects and model each cognitive domain independently adequately describe these data. Evidently the heterogeneity in the data is not suRcient to require the random change point models.



DISCUSSION We have demonstrated the use of pro>le likelihood and Bayesian approaches to the estimation of multiple change points in multiple correlated outcomes where follow-up varies enormously. For models in which a common change point is assumed, the results from the Bayesian model are similar to those obtained via a pro>le likelihood method of estimation. Results were relatively insensitive to the choice of prior distributions for the variance component parameters. Results of model selection criteria show that allowing each subject to have his=her own individual change point does not add to the >t of the model. The data support the hypothesis that persons who develop Alzheimer’s disease begin to experience accelerated cognitive decline, as measured by the SRT, many years before they Copyright ? 2001 John Wiley & Sons, Ltd.
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actually receive a diagnosis of dementia. Furthermore, the data support the hypothesis that performance on speeded tasks, as measured by PIQ, also shows accelerated decline before diagnosis of dementia. Memory begins its accelerated decline over >ve years before that of speeded tasks according to the favoured common change point models. Further work is required to determine if these results may be used to develop methods for prediction of dementia because these analyses involved only persons who developed AD or mixed dementia during the follow-up period. We have shown that for two outcomes, there is little di+erence in this data set between results obtained from a Bayesian approach >t using Markov chain Monte Carlo techniques and a pro>le likelihood approach. If more than two change points must be estimated, the pro>le likelihood approach as described here would become computationally unfeasible; the Bayesian approach will then be preferred. We were somewhat surprised by the lack of heterogeneity in change points in these analyses, as Alzheimer’s disease is known for its heterogeneous clinical presentation. It is possible that the observed clinical heterogeneity is overestimated, because in clinical studies, people are sampled at di+erent times in their clinical course. Therefore, that heterogeneity may be phenomenological from the perspective of the clinician, but unrelated to the clinical course of the disease. We were not as surprised at the lack of within-person correlation between SRT and PIQ. It has been observed that between-person correlations of memory and speeded performance tasks are greater than the residual within-person correlations that are measured in these analyses [30]. Also, Buschke Selective Reminding is known to be less a+ected by education, which is associated with IQ, than other memory tests. It is also possible that this study is underpowered to detect clinical subgroups of AD. We desired to study non-AD dementia as well but there was very limited long term follow-up on subjects who received such a diagnosis. When including those subjects, the change point for SRT was between 5 and 6 years, a result shown earlier in a di+erent analysis from that shown here [3]. We believe that the limited follow-up is likely to have made it is impossible to estimate a change point longer before diagnosis. It is possible to >t a random change point model to subjects using only chronological age as a time scale. In such a model, an age at which each subject begins to experience accelerated decline would be predicted. We would then expect that there would be signi>cant component of variance associated with the change point; reasonable model selection criteria should then select the random change point model over the common change point model. Such a model would be useful for analysing non-cases who were censored prior to their being diagnosed, and could help in developing screening criteria. We are currently looking at such models. In addition, accelerating decline linked to time of death and time of study drop-out was evident in the subset of individuals that were never diagnosed with dementia and thus not included in the analyses shown here. Interestingly, analyses that included both time to death and time to drop-out indicated that this accelerating decline was more strongly linked to drop-out than to death. The overall pattern of decline in these non-cases was similar to the preclinical cases, although there was much more subject to subject heterogeneity. This residual heterogeneity in rates of change is due to two factors. First, there is likely more than one underlying disease (for example, preclinical AD, preclinical vascular dementia, preclinical cardiovascular disease [31–33]) operating to induce decline in the non-cases, so the residual variability in change to some extent reOects true heterogeneity in disease processes. Second, Copyright ? 2001 John Wiley & Sons, Ltd.
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time of drop-out is a much more fallible indicator of disease progression than is time of clinical diagnosis. Therefore, the heterogeneity in the non-cases could reOect misalignment of individuals with respect to their underlying disease process. Earlier work [3] showed a change point for memory that was closer to the time of diagnosis. This analysis di+ers in that only persons with clinically diagnosed AD or mixed dementia were included in the analysis; exclusion of other dementia subtypes in this analysis resulted in a more homogeneous sample. Unfortunately, in this sample there were too few persons with any one other dementia subtype (such as vascular dementia) who had suRcient follow-up that we could apply change point models to those other subtypes. Restricting our analyses to persons believed to have AD allowed us to model the natural history of a disease process (AD) rather than a syndrome (dementia). Variance component models in either linear or nonlinear contexts require that the portion of the model describing the >xed e+ects be properly speci>ed, and the proper way to model di+erent disease processes is with separate models. While age e+ects were not signi>cant either for SRT or PIQ, it must be noted that the magnitude of the >xed e+ects for age on PIQ is negative, with a relatively strong linear component. This is consistent with knowledge that there is a strong age-associated decline seen in performance on speeded tasks [34; 35]. We suspect that in a larger sample we would have seen signi>cant age e+ects for PIQ. We are currently applying similar models to noncases. The subjects in this analysis were from a healthy volunteer cohort. While this sample was not population-based in the strict sense (no attempt was made to match demographics to population characteristics) we believe that the analyses should be relatively free of selection bias and length time bias because all the subjects are incident cases and we are analysing the time before diagnosis of dementia after long follow-up. Since the time of diagnosis is based on a subject having crossed a somewhat arbitrary threshold for cognitive and functional decline, the total survival time from the onset of cognitive decline would be the time to diagnosis as we report here, plus the post-diagnosis survival time. Of course the true event of interest is the unobservable time at which the subject crosses the clinical threshold mentioned above. The observed event – the clinical evaluation at which the subject >rst tests below the threshold – is inherently a fallible measure of the true event of interest, which becomes interval censored as a result. In a study in which the time intervals between subjects’ clinical evaluations are all similar, it would be possible to use study wave rather than chronological time as the independent variable in analyses. While we are satis>ed for now with our de>nition of diagnosis as an event, as it is similar to the practice used in other diseases (such as cancer), we are examining the e+ects of interval censoring. While clinicians have often observed that memory loss is the >rst cognitive sign of developing AD, we are unaware of any other quantitative data that support the earlier onset of memory loss from other elements of cognitive decline. The Bronx Aging Study data set is unusual in its long follow-up and the use of the SRT, a very sensitive and speci>c memory test, consistently over such a long period of time. Naturally, the power of any analysis to detect and model change points is dependent on the length of follow-up in the cohort; most other ageing cohorts do not have suRcient follow-up yet to test the hypotheses we have examined here. Hopefully other investigators will either support or refute our results. Further work should examine the nature of cognitive decline in other dementia subtypes such as vascular dementia. Work such as this will lead to the development of better screening, diagnosis and staging of AD and other dementias. Copyright ? 2001 John Wiley & Sons, Ltd.
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APPENDIX What follows are the sampling distributions used in the Markov chain Monte Carlo (MCMC) procedure: (i) ij |.   1 T (ij |:) ∝ exp − 2 (yij − Xij i − ij 1) (yij − Xij i − ij 1) 2  i     (−i)j − (−i)0 (ij − i0 )2 ij − i0 1 − 2 × exp − 2(1 − 2 ) 2 i (−i)  i 2 ((−i)j − (−i)0 ) + 2(−i) 



where



(−i)j = Thus where



2j



if i = 1



1j



if i = 2



∗ ; 2∗ ) ij |: ∼ N(ij0 ij



−1 Nij 1 + (1 − 2 )2i i2   T 1 (y − X  ) ( −  )  ij ij (−i)j (−i)0 j i0 ∗ ij0 = 2∗ + + ij (1 − 2 )2t (1 − 2 )t (−i) i2



= 2∗ ij







and Nij is the number of observations of outcome measure i for subject j. (ii) i |.   n 1  T (yij − ij 1 − Xij i ) (yij − ij 1 − Xij i ) (i |:) ∝ exp − 2 2i j=1   1 × exp − (i − i0 )T S−1 ( −  ) i i0 i 2 Thus i |: ∼ N(i0∗ ; S∗i ) where



 n



−1 XTij Xij −1 = + S i i2  n  T j=1 Xij (yij − ij 1) ∗ −1 ∗ i0 = Si + Si i0 i2
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Thus
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( ij = t |:) = 



where each t is a value in the evenly spaced grid described in the text. Thus



ij |: ∼ Multinomial(1; !i1 ; : : : ; !in ) where !ij = ( ij = t |:); i = 1; 2; j = 1; : : : ; n. In our analyses we have used uniform priors where all ( ij = t |:) = i at all times and for all subjects. For the hyperparameters, we obtain the following conditional posterior distributions: (v) i0 |:
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(vi) i0 |.



(i0 |:) ∝ exp{− 12 (i − i0 )T S−1 i (i − i0 )} × exp{− 12 (i0 − i00 )T S−1  (i0 − i00 )} i0



Thus i0 |: ∼ N(∗i00 ; S∗i0 ) where



−1 −1 S∗i0 = (S−1 i + Si0 ) ∗ −1 i00 = S∗i0 (S−1 i i0 + Si0 i00 )



(vii)  2ik |. 



( 2ik |:) ∝



1  2ik



1 2







   ik +1   b 1 1 exp − 2 ( ik − i0k )2 × exp − 2ik 2 ik  2ik  ik



Thus  2ik |: ∼ IG(a ik + 12 ; b ik + 12 ( ik − i0k )2 ) for k = 1; : : : ; K. In order to update 2i |: and |:, full conditional distributions are not available, unlike in the univariate case discussed in earlier work [17]. Hence we cannot use the Gibbs sampler, and we need to use the method of Metropolis (MP) instead: (viii) 2i |: (2i |:) ∝
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Instead of working on the posterior distribution of  directly, we reparameterize  with . Let  = 1 − 2 , where 0¡¡1. The prior for  is that  ∼ IG(a ; b )1(0¡¡1) Again, we need to apply MP as follows. We >rst sample ∗ from    2  n ij − i0 2 n 1 IG a  + ; b + 2 2 i=1 j=1 i √ truncated on (0; 1), then obtain ∗ = (1 − ) (the positive square root), and >nally ∗ accept ∗ with probability min(1; MM(()) ), where    n  2 ij − i0   M () = exp − 1 − 2 j=1 i=1 i ACKNOWLEDGEMENTS
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