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ABSTRACT In collaborative navigation, users determine their positions by fusing their own sensor data with data shared by other users via a common communication network. This paper proposes a collaborative navigation algorithm that shares GNSS and camera data to enable estimation and removal of spatially correlated GNSS errors. In principle, this algorithm could serve as the basis for a mobile, ad hoc GNSS augmentation system that achieves levels of accuracy comparable with a conventional Ground Based Augmentation System (GBAS), but without requiring a fixed reference station. In particular, such a mobile



augmentation system has great potential for future automotive applications, such as automated driving. Keywords: Collaborative Navigation, DGPS, GBAS, Automated Driving



INTRODUCTION In this paper we introduce a concept for how a local-area communication network might be used to share GNSS and camera measurements among multiple vehicles, in order to estimate and remove spatially correlated GNSS errors. Collaborative navigation is an emerging field that achieves navigation benefits by networking measurements among multiple users. An example of a collaborative navigation scenario is automotive navigation. Automotive collaborative navigation will soon be possible because of rapid developments in vehicle-to-vehicle (V2V) communication systems, which will provide 2-way communication via ad hoc networks among multiple cars. In concept, it will soon be possible to share navigation data among a large number of vehicles in proximity. Collaborative navigation has significant potential benefit for future automated driving applications, which will require high accuracy, worldwide. Automated driving has already been demonstrated under controlled conditions, notably during the DARPA Grand Challenge [1] and Urban Challenge [2]. To obtain the high accuracy necessary for automated driving, demonstration systems have relied either on expensive sensors, like rotating laser range finders [3] or on costly infrastructure, such as fixed reference antennas to support precise differential GNSS navigation [4]. For automated driving to be commercialized globally, new navigation methods will be required that provide high accuracy positioning using low



cost sensors and little or no physical infrastructure (such as a physical network of differential reference stations). As we will discuss, a communication network that distributes GNSS data and additional geo-referenced measurements (such as camera-based lane-boundary measurements) can be used for two important functions: (1) to remove common-mode GNSS errors, such as ionosphere, troposphere, satellite clock and ephemeris errors that affect multiple collaborators, and (2) to verify GNSS measurement integrity across multiple collaborators, in order to detect hazardously misleading sensor errors. Ultimately, we believe automated driving will likely require levels of positioning accuracy and integrity commensurate with GBAS, namely accuracy of better than 30 cm (95%), integrity of 10-7 (per 150 interval), and time-to-alert of 2 seconds – all in the absence of fixed reference antennas capable of transmitting differential corrections. Relatively little collaborative navigation research has focused on common-mode GNSS error removal, which is the subject of this paper, or on collaborative integrity monitoring, which will be a subject of our continuing research. To date, the major focus in collaborative navigation research has been the fusion of GNSS measurements with inter-receiver ranging measurements and/or inertial measurements [5]-[7] to ensure availability under degraded conditions, such as when satellite signals are obstructed by jamming, rugged terrain, or tall buildings. Collaborative navigation has also been shown to enhance localization accuracy in an urban environment with severe multipath [8]. Non-GNSS collaborative navigation methods have also been studied, for instance, to perform wireless-network-based positioning of a cluster of automobiles [9]. In the interest of achieving a GBAS-like collaborative navigation capability, the primary aim of this paper is to develop a method to remove common-mode GNSS errors by networking GNSS and lane-boundary sensors. To provide context for this collaborative navigation strategy, we will first discuss the limitations of networking GNSS measurements among multiple users. Subsequently, we will discuss the benefits of fusing camera-based lane-boundary data into a GNSS solution. To demonstrate these results, the paper will present a simulation of a multi-vehicle collaborative navigation scenario. The paper will conclude with a brief summary of our key points.



LIMITATION OF NETWORKED GNSS It is not possible to estimate spatially correlated GNSS errors simply by sharing single-frequency pseudorange measurements among multiple users. This section briefly discusses this limitation of distributing GNSS data over a network and motivates our introduction of an additional sensor (a camera-based lane boundary sensor). Given that pseudorange data for multiple receivers are shared over a network, the multi-receiver GNSS solution is a straightforward extension of the conventional, single user solution. In the multi-user case, if full information is distributed among users, least-squares is applied to process ( )



all pseudorange measurements , each associated with a particular receiver n and satellite k. The following equation is a model for this pseudorange measurement [10]. k 
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Each pseudorange measurement is related to the true range from the satellite position ( ) to the user position . Several factors cause the pseudorange to differ from the true range. These factors include the user clock error , ( ) ( ) the satellite clock error , the ionosphere delay , ( ) ( ) the troposphere delay , the ephemeris error , and additional errors such as multipath and thermal noise, ( )



which we lump into the term . Clock errors are converted to distance units using the speed of light . For our purposes, it is useful to rewrite equation (1) by clustering common-mode errors into two terms. A first term describes the common-mode error for all satellites viewed by a particular receiver. We will call this term the receiver-specific error. The second term ( ) is the spatially correlated error for a particular satellite, which is common to all receivers in a local area. We will call this term the satellite-specific error. ( )
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The receiver-specific term bn is equal to the user clock error ( ). The satellite-specific error includes the spatially correlated errors, which are very nearly equal for all users over a region of several kilometers in radius. a
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In concept, it is possible to set up a least-squares problem that solves for an estimate ̂ ( ) of the spatially correlated errors, while also obtaining an estimate ̂ for each user position and ̂ for the each receiver-specific error. To set up such a least-squares problem, we neglect the random ( )



noise terms and linearize the pseudorange measurement model (3) in terms of the perturbed measurements ( ) and states: ̂ , ̂ , and ̂ ( ) . ( )
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In this equation, the unit vector ( ) is the estimated pointing vector from the user receivers to each satellite k. Users are assumed to be in close proximity, so this pointing vector is the same for all users. ( )
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To estimate the states, we compile pseudoranges (for N users and all K satellites) into a single vector y. [
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The corresponding state vector ̂ consists of the estimated positions and clock offset for all N users as well as the satellite-specific errors for all K satellites.
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Perturbations to the measurement vector (6) are related to perturbations of the state vector (7) by the linearized measurement model (4). These equations may be written in matrix form as follows. ̂



(8)



Here is a matrix of the coefficients for the linearized model. For the specific case in which all users view the same set of satellites, the matrix is:
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Here I is the identity matrix and G is the geometry matrix:
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At first glance, this set of equations appears to be solvable, because the number of equations (NK) grows much more quickly than the number of unknowns is (4N+K). In fact, regardless of the number of measurements, it is not possible to solve (8) for the states ̂, because the matrix is rank deficient. One way to demonstrate the rank deficiency of is to linearly combine its rows, by subtracting the first block row from all other block rows:
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Differencing matrix rows does not change matrix rank; hence the rank of (11) is the same as that of (9). The rank of the new matrix (where the subscript “sd” refers to single difference) can be inferred by examining each block row. The identity matrix at the end of the first row ensures the row contributes a full set of N linearly independent equations. Subsequent block rows only solve for the relative position and time between two receivers; thus each block row after the first contributes only four linearly independent equations. (In effect, each block row after the first represents a single-difference between two receivers [10], which removes all common-mode errors ( ) ) The total number of linearly independent equations in is 4(N-1)+K, not enough to solve for the total number of unknowns (4N+K). Thus, it is not possible to solve for the satellite-specific errors using only networked GNSS pseudoranges. For clarity, the above analysis considers the specific case when all users see the same set of satellites; the rank deficiency problem can be demonstrated, however, even when users see different satellite sets. By extension, inter-receiver range measurements do not help to estimate the satellite-specific errors, since they are not linearly independent from single-difference GNSS measurements.



FUSING LANE-BOUNDARY AND GNSS DATA In order to enable estimation of satellite-specific errors among networked GNSS receivers, it is necessary to add additional sensor measurements that are absolute (i.e., those that relate receiver position to Earth-fixed coordinates). As discussed in the previous section, relative measurements (i.e, those that relate the positions of multiple receivers to each other) do not aid in observing satellite-specific errors. The most common approach for obtaining absolute information is to employ a fixed-location, surveyed reference receiver in the network (as is the case in differential GNSS applications). For automotive applications, however, we anticipate that widespread deployment of surveyed reference antennas will be impractical. Camera-based lane boundary sensors can serve as an alternative source of Earth-fixed positioning data. These sensors are attractive in that they are available at a relatively low-cost and have already been deployed in lane-departure warning systems for some luxury cars [11]. A camera-based lane boundary sensor functions by applying vision processing methods to detect lane-markers in a video sequence [12]. By fitting a parametric curve to the markers in each video image [13], it is possible to infer the heading and distance of the camera relative to the lane boundary. Given a sufficiently accurate database of surveyed lane-boundary locations [14], it is thus possible to obtain highly accurate absolute positioning information. The major challenge in integrating a lane-boundary sensor is that it detects a line feature (or curve feature) rather than a point feature. In other words, the sensor directly measures the distance from a line (i.e. from the lane boundary), but cannot measure location along that line. Thus the camera’s location along the length of the line is ambiguous. We can mathematically capture this ambiguity by defining the surveyed road contour in terms of a path integral s, which describes the distance traveled along the contour from a nominal reference point. As an example, if the nth user observes a straight lane boundary, that boundary is a locus of points described by the function rn(s), where s is the distance from a reference point Rn in a direction parallel to the road. This direction is described by the road unit vector ur (as shown in Fig.2).
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Figure 1. Geometry for Camera-Based Lane-Boundary Sensing



It is further assumed that the road boundary model consists not only of a unit vector parallel to the road (ur), but also a transverse unit vector (ut), which lies in the plane of the road, perpendicular to the path of the road (see Fig. 2). The camera sensor measures the perpendicular distance d from the camera to the lane boundary. Without loss of generality, we assume the camera and GNSS receiver are collocated (which is equivalent to assuming the distance between the two sensors is well calibrated). An expression relating the car position to the lane boundary contour is:
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Although the perpendicular line from the camera to the lane boundary intersects the lane boundary at an unknown path coordinate s, the distance from the camera to the lane boundary (in the ut direction) is not ambiguous. Considering only the transverse component of the camera model (13), we can obtain the following measurement model. d   R n  x n  ut T
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Specifically, this equation is obtained by setting (12) equal to (13) and taking a dot product with ut. It is straightforward to augment the GNSS solution with the extra measurement equation given by (14). For instance, in the single user case, an augmented



measurement vector ylb can be formed from the GNSS measurements and the lane-boundary sensor measurement.
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States can be obtained by iteratively solving the following linearized measurement equations.
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The last line of the augmented geometry matrix Glb provides additional geometric diversity, which further reduces the error in estimating user time offset and position,



bˆ and xˆ .



ESTIMATING SATELLITE-SPECIFIC GNSS ERROR WITH LANE-BOUNDARY SENSOR In this section we show that the additional measurement provided by a lane-boundary sensor can be used to estimate the satellite-specific error, which is common for all users operating in proximity. In this sense, lane-boundary measurements can be applied not only to improve the position estimate of a single receiver, as shown in the previous section; they can also be shared, in the context of collaborative GNSS navigation, to improve the accuracy of all collaborating receivers. SINGLE-USER ESTIMATION PROBLEM First we describe how the satellite-specific error terms a(k) can be estimated for an individual user by leveraging a lane-boundary measurement. We will extend this single-user case to multiple users in the next section. In the single-user case, there are only K GNSS measurements, so it is not possible to solve simultaneously for the user clock and position estimates (4 unknowns) and also for the satellite specific error terms a(k) (K more unknowns). The lane-boundary measurement adds just one more equation, so it is still not possible to solve for all K+4 unknowns. What the lane-booundary sensor can do is aid in solving for the component of the satellite-specific errors which causes the receiver position to move laterally toward (or away from) the lane boundary. For the kth



satellite, the contribution of the satellite-specific error to lateral motion can be obtained by dotting the pointing vector from the receiver to the satellite with that from the receiver to the lane boundary: u
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 u t . Clustering the dot



products for all satellites together, we can obtain a vector t, which describes the lateral components of the satellite-specific error for all satellites.
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In this equation, the satellite pointing vectors are embedded in the geometry matrix G, defined by (10). If the lane-boundary sensor is used to correct an estimate of a user’s location, shifting it toward or away from the lane boundary, then the atmosphere errors in the lateral direction can be corrected accordingly. To appreciate this effect, it is useful to rewrite satellite-specific error a(k) in terms of five components.
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This equation emphasizes that, regardless of the number of satellites K (so long as K is at least four), the vector of satellite-specific errors can be represented in terms of four vectors that affect the navigation solution. In the equation above, these vectors shift the navigation solution in the direction transverse to the lane boundary (ut) by a distance ct, in the direction parallel to the lane boundary (ur) by a distance cr, in the direction normal to the plane of the road (un) by a distance cn, and in the “direction” of the clock correction by a distance cb. An additional K-4 components of the satellite-specific error vector must exist, in order to form a complete basis for the vector space; however, these components, lumped into the vector anull, lie in the null space of the G matrix, and hence these additional components do not affect the navigation solution. The lane-boundary measurement makes it possible to correct the vehicle’s lateral position estimate, and hence, to estimate the transverse component of the satellite-specific



error vector, which is ctt, as seen in (19). Since the vector t can be computed based purely on geometry, it is possible to construct the lateral “differential correction” vector ctt if the user estimates one new state in addition to position and time: cˆt . The corresponding state vector is zˆ lbt , where the subscript “lbt” indicates lane-boundary measurement used to create a transverse differential correction.
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This section develops a method that transfers common-mode (e.g. satellite-specific) error data from users equipped with lane-boundary sensors to unequipped users. Thus, even users not equipped with any sensor other than a conventional GNSS receiver still benefit from common-mode GNSS error removal. A straightforward approach to solving the collaborative navigation problem is to fuse all pseudorange and lane-boundary sensor data together into one large least-squares estimation problem. For such a problem, the collaborative-navigation state vector is zˆ CN . Here the subscript “CN” refers to collaborative navigation.



This estimate is obtained from a measurement vector that includes pseudoranges and a lane-boundary measurement.
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The linearized least squares equation is the following.
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The modified geometry matrix Glbt directly incorporates the vector t. This vector, given by (18), projects the satellite-specific error into the lateral direction. Curiously, a consequence of the mathematical structure of (22) is that the user’s lateral position depends entirely on the lane-boundary measurement. Any discrepancy between the pseudorange measurement and the lane-boundary measurement is implicitly assumed to be due to a satellite-specific error. Thus, the lateral position error for (22) is that of the lane-boundary sensor. MULTI-USER ESTIMATION PROBLEM The previous section developed a method by which a vehicle-borne GNSS receiver could produce a differential correction to remove satellite-specific errors, like ionosphere, troposphere, and satellite clock. This differential correction is very much like differential corrections created by a conventional DGPS system, except that (i) the correction applies only in the lateral direction and that (ii) no fixed reference station was needed to generate the correction!
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The multi-user state vector includes estimates for the positions and clock-offsets for all users as well as two coefficients for satellite-specific error correction. For the special case when all vehicles are traveling in a parallel direction (e.g., along the same straight road) only one of these coefficients (ct) would be a state. However, in general, two satellite-specific error coefficients, ct and cr, are introduced because different cars may be traveling in different directions. When two or more cars travel in different directions, the two components ground-plane components of the satellite-specific error can both be estimated. Any two vectors which span the space of the ground plane can be introduced for this purpose; in our formulation, we choose the two orthogonal vectors that describe the road-parallel and road-transverse directions for the first user ( uˆ r ,1



and uˆ t ,1 , respectively).



The vector of sensor data consists of the measurements for each user, including GNSS pseudoranges and, if available, a lane-boundary measurement.
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Here the size of the data set yn for each user n depends on the number of satellites Kn seen by that user and whether or not the user is equipped with a lane-boundary sensor.
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The linearized equations used to iteratively obtain the estimated states from this set of measurements is:
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The augmented geometry matrix takes the following form.
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correction (ct) can be estimated, as the orthogonal component (cr) becomes unobservable. In this case it is necessary to delete the last column of GCN, which contains the along-road correction vectors rn, in order for a solution to be found. CENTRALIZED VS. DISTRIBUTED PROCESSING



The augmented geometry matrix GCN is similar in form to the GNSS-only matrix described by (9); however, the GCN is no longer rank deficient. Each block row is



The collaborative navigation algorithm described in the preceding section is a “centralized” algorithm [6] in the sense that it processes measurements for many cars at the same time, by solving the least-squares problem (27). Solving this problem becomes increasingly computationally intensive as the number of collaborators increases. To limit the computational burden required of any one user, we will seek to develop a decentralized version of this algorithm in the future.



characterized by a user geometry matrix G n and by the



ALGORITHM PERFORMANCE
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corresponding matrix projections in the directions of the road-plane coordinates, tn and rn. The user geometry matrix resembles the conventional geometry matrix for GNSS processing, as described by (10), augmented by an additional row when that user is equipped with a lane-boundary sensor. The form of the user geometry matrix for an equipped user is:
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SIMULATION PARAMETERS Our simulation consisted of a set of five cars, all within 1 km of each other, travelling along a straight roadway (Boston Ave. in Medford, MA, near the Tufts University campus). The locations of the cars (latitude and longitude) are summarized in Table 1. All cars were at approximately the same altitude relative to the local sea level. Table 1: Locations of Simulated Cars



Because the number of satellites viewed by each user may be different, the road-plane projection vectors, tn and rn, may vary in length for each user. We define these projection vectors (without loss of generality) by using the road-plane unit vectors for the first user.
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This section uses simulation to assess the performance of the multi-user collaborative navigation algorithm detailed in the previous section. The simulation is also used to characterize the benefits of lane-boundary sensors for single-user navigation.
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If all users observe the same set of visible satellites, then the first K rows are identical for all users for both the geometry matrix GCN and the road-plane projection vectors tn and rn,. In the special case when all users are on the same straight road (or parallel roads), then only one planar
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42.40064 42.40020 42.39713 42.39931 42.39827



-71.11459 -71.11334 -71.10358 -71.11083 -71.10727
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GNSS satellite positions were determined based on the satellite constellation visible on UTC hour 0:00:00 on 28 August 2006. (Satellite coordinates were obtained from NOAA sp3 data [15].) Fig. 2 describes azimuth and elevation angles for all ten visible satellites on a polar diagram. For the purposes of the simulation, we assumed that all ten satellites (each above a mask angle of 5) were visible to all users.



The lane-boundary sensor error was also modeled as a random number. Specifically, we assumed a camera-based lane boundary sensor featuring a zero-mean Gaussian error distribution with a standard deviation of 25 cm. In this sense, the lane-boundary sensor was assumed to be substantially more accurate than GNSS pseudoranges in the lateral direction (while providing no information at all about the user’s position along the axis of the road). 45 
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Figure 2: Satellite Azimuth and Elevation Angles for Simulation



The number of users equipped with lane-boundary sensors was variable. We considered six scenarios, ranging from one extreme (no vehicles equipped with lane-boundary sensors) to the other extreme (all five user equipped with lane-boundary sensors). The parameters describing the lane-boundary contour (R,



u r , and u t ) were assumed to



be the same for all five users, as the users were aligned on the same straight road. Moreover, it was assumed the road-boundary parameters were surveyed with high precision. GNSS errors were modeled as random numbers. The error for each pseudorange measurement consisted of three terms: a user-specific error (e.g. user clock) that was the same for all measurements made by a particular user receiver n, a satellite-specific error (e.g. ionosphere, troposphere and satellite clock) that was the same for all user receivers viewing that satellite k, and a thermal noise and multipath error that was independent for each measurement. The user-specific error was modeled using a zero-mean Gaussian distribution with a standard deviation of 3 m; the satellite-specific error was modeled using a zero-mean Gaussian distribution with a standard deviation of 6 m summed with an independent uniform distribution with a minimum value of 0 m and a maximum of 25 m; the thermal noise and multipath error was modeled using a zero-mean Gaussian distribution with a standard deviation of 2 m.



SINGLE-USER SIMULATIONS To demonstrate the benefits of fusing the lane-boundary sensor with GNSS measurements, we first simulated a single-user equipped with both sensors. For this user receiver (at the Car 1 location listed in Table 1), we considered three different cases. In the first case, user position was determined using only GNSS, by iteratively solving the conventional linearized least-squares equation through an inverse of the geometry matrix of (10). In the second case, user position was determined using GNSS pseudoranges and the measurement from a camera-based lane-boundary sensor, by iteratively solving (16). In the third case, user position was determined using both GNSS pseudoranges and measurements from a camera-based lane-boundary sensor; however, the lateral component of the common-mode GNSS errors was also determined as an additional state, by solving equation (22). These three cases will be referred to as the “GNSS only”, “Fused GNSS + Camera”, and “GNSS + Camera + New state” formulations, respectively. In order to compare these three formulations for determining single-user position, we generated 10,000 sets of pseudoranges and lane-boundary measurements. For each of these trials, we evaluated all three navigation algorithms. Standard deviations (of the error over all 10,000 trials) for each of the three cases is illustrated in Fig. 3. On the left side, the figure shows along-track errors (parallel to the road). In the middle, the figure shows lateral errors (transverse to the road). On the right side, the figure shows vertical errors (normal to the road). As shown in the figure, the along-track and vertical errors are not affected by fusing the lane-boundary sensor data with the GNSS measurements. However, lateral error is reduced from conventional GNSS processing (first case) by fusing the camera-based lane-boundary data with GNSS measurements (second case). Specifically, error was reduced from 5.3 m standard deviation (first case) to 4.1 m standard deviation (second case).
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Figure 3: Simulated Errors for Single-User Navigation Algorithms



Additional reduction in error is achieved by augmenting the state vector to compute the satellite-specific error in the lateral direction. The resulting reduction in lateral position error is dramatic, with one-sigma error falling to 0.25 m in the third case. Essentially, because of the structure of (22), the lateral position of the car is determined entirely by its camera-based lane-boundary sensor, and hence the discrepancy between the GNSS and lane-boundary sensors is “pushed” entirely into the estimation of the satellite-specific error coefficient ct. COLLABORATIVE-NAVIGATION SIMULATIONS The proposed collaborative navigation algorithm has the capability to generate differential GNSS corrections for a set of mobile users, with no fixed reference antenna, as long as at least one of those users is equipped with a camera-based lane-boundary sensor. To demonstrate this capability, we ran 10,000 trials to test the collaborative navigation approach described by equation (27). For each trial, we solved the navigation equations for six different scenarios. In the first scenario, no users were equipped with a lane-boundary sensor. In the second scenario, the first user was equipped. In each additional scenario, one new user was assumed to be equipped with a lane-boundary sensor. Hence, in the final scenario, all five users were assumed to be equipped. Since all users were assumed to be aligned on the same, straight road, lane-boundary data only aided in reducing lateral positioning error. Once again (as was in the single-user trials summarized in Figure 3), lane-boundary sensor data did not affect user position errors in the vertical and along-track directions.



Estimates of lateral position were significantly improved by fusing lane-boundary sensor data with GNSS measurements. The standard deviation of position error in the lateral direction is plotted in Figure 4, as a function of the number of users equipped with lane-boundary sensors. As shown in the figure, there is a dramatic reduction in lateral positioning error for all users even when a single user is equipped with a lane-boundary sensor. Specifically, the lateral positioning error falls from 5.3 m (case of no user equipped) to 1.6 m (case of one user equipped). In effect, the lane-boundary sensor for the first user generates a differential correction which is distributed to reduce the GNSS errors experienced by all other users. (For these simulations, communication of pseudorange and lane-boundary data is modeled as essentially instantaneous.) As more users are equipped, the estimate of the lateral differential correction improves, resulting in progressively better lateral-positioning accuracy with increased equipage. For the case in which all but the fifth user is equipped (the case labeled “4/1” in Fig. 4), the standard deviation for the unequipped user’s lateral positioning error is 1.3 m. The lateral positioning error can be seen to converge toward the idealized case, in which the satellite-specific error is set to zero. This idealized case is shown as a dashed line in Fig. 4. Unexpectedly, the lateral position error for equipped users grows worse as the number of equipped users increases! This anomaly is an artifact of using a standard least-squares solution rather than a weighted least-squares solution. In the unweighted least-squares solution, the lateral error is lowest (for the equipped user) when only a single user has a lane-boundary measurement available. In this case, the least-squares solution computes the user’s lateral position using only the lane-boundary sensor data, as was the case in the single-user simulations illustrated in Fig. 3. When lane-boundary measurement are made by more than one user, then the discrepancy between the lane-boundary measurements and the GNSS measurements can no longer be “pushed” into the lateral component of the satellite-specific error ct, because thermal noise and multipath introduce a different discrepancy for each equipped user. The greater the number of equipped users, the more thermal noise and multipath are “averaged out.” Hence the quality of the differential correction ct improves, but the ability of the differential correction to remove thermal noise and multipath from individual user solutions is diminished.
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were (12 m)-2 for each pseudorange and (0.25 m)-2 for each lane-boundary measurement. To incorporate the weighting matrix, the least-squares solution to (27) was modified as follows.
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Figure 4. Lateral Accuracy for Collaborative Navigation with a Varying Numbers of Users Equipped with Lane-Boundary Sensors



An obvious remedy is to introduce a weighted least-squares solution. The weighted least-squares solution appropriately accounts for the accuracy of each individual sensor measurement. Since the lane-boundary sensors are much more accurate than any individual GNSS pseudorange measurement, the lane-boundary sensor data provides significantly more information for lateral position estimation. Hence, in weighted least-squares, each equipped user’s lateral position is essentially determined by the lane-boundary sensor measurement. The lateral positioning accuracy is thus essentially flat for equipped users in weighted least-squares (see lower plot of Fig. 4). The weighted least-squares solution used in this analysis was a diagonal matrix W. The elements of the diagonal



This paper presented a collaborative navigation algorithm to increase the accuracy of automobiles communicating via a Vehicle-to-Vehicle (V2V) network. The algorithm generates GNSS differential corrections from a set of mobile user antennas by fusing GNSS measurements with camera-based sensor data, which measures the distance between the GNSS receiver and surveyed lane boundaries at the edge of a road. Given that enough collaborators are equipped with camera-based lane-boundary sensors, it is possible to effectively generate an error-free differential correction that estimates the projection into the ground plane of the satellite-specific GNSS biases (ionosphere, troposphere, satellite clock) experienced by all collaborators in a local area. The major benefit of the proposed algorithm is that it generates these differential corrections with no infrastructure of fixed reference antennas. Thus, the differential correction service can be made available for all vehicles, anywhere in the world, without requiring that local-area DGPS reference receivers be positioned at regular intervals (10-20 km apart) throughout the service volume. We have assume that any individual vehicle can only make lane-boundary measurements in one direction, the transverse direction, normal to the path of a road. If collaborating users are traveling in different directions on nearby roads, however, they may share their lane-boundary measurements to compile a differential correction which applies to more than one direction. Hence, the benefits of our proposed collaborative navigation method are greatest where user density is high. The major limitation of the proposed methodology is that it requires a camera-based sensor capable of detecting lane-boundary location with high accuracy (much better than 1 m accuracy for automated driving applications). It is further necessary that lane boundaries be surveyed with high accuracy, and that this map data be made available to individual users.
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