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Abstract Light color estimation is crucial to the color constancy problem. Past decades have witnessed great progress in solving this problem. Contrary to traditional methods, many researchers propose a variety of combinational color constancy methods through applying different color constancy mathematical models on an image simultaneously and then give out a ﬁnal estimation in diverse ways. Although many comprehensive evaluations or reviews about color constancy methods are available, few focus on combinational strategies. In this paper, we survey some prevailing combinational strategies systematically; divide them into three categories and compare them qualitatively on three real-world image data sets in terms of the angular error and the perceptual Euclidean distance. The experimental results show that combinational strategies with training procedure always produces better performance.



1. Introduction As one of the most active research areas in computer vision, computational color constancy attempts to recover the object’s color invariant to changing illumination conditions [4][5]. It has attracted many researchers because color is becoming more and more important in many areas such as object recognition, image segmentation, image matching and others. The key to cancel out the effect of incident light is to estimate the color of the overall scene illumination [4][5][18][12]. Unfortunately, color constancy is an illposed problem, so light color cannot be gained without any assumptions. Over the past decades, a plethora of illumination estimation methods have become available, each being based on a certain assumption of the scene and named as ’Individual Color Constancy’ in this paper. Obviously, none of them is universal because the performance inevitably degrades if the scene condition does not ﬁt the assumption. To circumvent this problem and get a more accurate color value of the light source, many researchers apply several different assumptions on the image simultaneously



and propose a number of high-quality combinational color constancy methods. Inherence in these algorithms is to organize a committee with several individual color constancy methods that give out estimations separately; and weight their outputs or select most suitable one through some preﬁxed policy. In particular, selection can obviously be viewed as an instantiation of the combination procedure in which the weight of the picked best algorithm is set as ’1’ while the others are set as ’0’. Many combinational color constancy algorithms are claimed to be superior to existing individual ones. But there is nearly no comprehensive comparison among diverse combinational schemes. Thus the concern about the performance comparison among combinational strategies makes the complete survey and evaluation of all these methods a necessity. There had been much work on performance evaluation in color constancy. Barnard et al [4][5] compare the performances of ﬁve algorithms on a synthetic data set and a small group of real image set captured in lab. Hordley et al [18] evaluate illumination estimation algorithms using a more accurate criterion. Ebner [12] analyzes color constancy algorithms from wider viewpoints including illumination uniformness, shadow removal and brightening, as well as psychological effects. Hordley [17] recently gives us a panoramic view of researches in this area. Agarwal et al [3] not only reviews color constancy methods but also investigates performances of these methods when they are used in object tracking ﬁeld. Although there are so many publications on comprehensive reviews of color constancy methods, they are only working on those individual ones. To our best knowledge, no evaluation work has been concentrated on combinational solutions. In this paper, we aim to ﬁll in this gap and present a quantitative comparison among some prevailing combinational strategies using real image data sets.



2. Combinational Color Constancy Methods The research on combinational color constancy has over 10 years’ history beginning with one early paper by Cardei et al [9]. The existing combinational strategies vary sig-



ﬁrst element of the reordered sequence introduced in the No-N-Max estimation:



niﬁcantly in underlying information used to get the weight of each member. In this paper, we roughly divide them into two major categories: Data Driven Direct Combination (DDDC) and Image Characteristics Guided Combination (ICGC). The methods from the former category always ﬁnd the weight of each individual color constancy method only through their estimations without taking image content into account. While the latter category includes those solutions that determine weights based on some kinds of image content features. The ﬁrst stage of all combinational color constancy algorithms is to determine and group some individual methods into a candidate individual algorithm set 𝐸, denoted as 𝐸 = {𝐸1 , 𝐸2 , ...}. Let ∣𝐸∣ be the total number of individual color constancy algorithms. The corresponding estimated light source color vectors are represented as {e1 , e2 , ...}, where e𝑖 = (𝑅�� , 𝐺𝑖 , 𝐵𝑖 ). In order to cancel out the effects of intensity, all estimations are projected into the rg-chromaticity space as {rg1 , rg2 , ...} , where rg𝑖 = (𝑟𝑖 , 𝑔𝑖 ) = (𝑅𝑖 /(𝑅𝑖 + 𝐺𝑖 + 𝐵𝑖 ), 𝐺𝑖 /(𝑅𝑖 + 𝐺𝑖 + 𝐵𝑖 )).



rg = rg𝑖 = rg𝑞1 , 𝑤ℎ𝑒𝑟𝑒 𝐷𝐼𝑆𝑖 =



min



𝑗=1,...,∣𝐸∣



𝐷𝐼𝑆𝑗



(4)



(2)Supervised DDDC The supervised DDDC approaches always use a group of training images to get the weights of each individual method and apply these weights in any processed test image. In this section, we review existing supervised DDDC algorihtms that introduce Least Mean Square, Back Propagation Neural Networks and Support Vector Regression (SVR) as combinational strategies. Least Mean Square based Method (LMS). As an efﬁcient and simple example of statistical models, the Least Mean Square is introduced for combinational color constancy method by Cardei et al [9]. In their work, Least Mean Square is used to determine the weight matrix W in training phase. The LMS method linearly combines the estimated chromaticity vector V = [rg1 , rg2 , ..., rg∣𝐸∣ ]𝑇 . The ﬁnal illumination chromaticity rg can be gained as



2.1. Data Driven Direct Combination



rg = W × V = W × [rg1 , rg2 , ..., rg∣𝐸∣ ]𝑇



Based on whether the combinational strategy includes training procedure or not, we further divide the DDDC into unsupervised DDDC and supervised DDDC. (1)Unsupervised DDDC Simple Average (SA). The simplest DDDC strategy is ’Simple Average (SA)’ that gets the mean value of all individual methods’ results [9]. The ﬁnal estimated chromaticity value rg can be formulated as: ∑∣𝐸∣ rg𝑖 rg = 𝑖=1 (1) ∣𝐸∣



(5)



Back-Propagation Neural Networks based Method (BP). The relations between different individual methods can also be nonlinear. Contrary to the solution proposed by Cardei [10] that uses Neural Network to directly estimate illumination, Li et al [20] introduce Back-Propagation Neural Networks (BP) as a combinational strategy for fusing outputs of different individual color constancy algorithms. A single hidden layer structure is adopted here, as shown in Fig. 1.



Nearest2 (N2). The Nearest2 algorithm [4] ﬁnds two estimated values with minimal Euclidean distance, 𝑑𝑖𝑠(), in Chromaticity space and averaged them as the light color: rg𝑛 + rg𝑚 , 𝑤ℎ𝑒𝑟𝑒 𝑑𝑖𝑠(rg𝑛 , rg𝑚 ) = min 𝑑𝑖𝑠(rg𝑖 , rg𝑗 ) 𝑖,𝑗;𝑖∕=𝑗 2 (2) No-N-Max (NNM). Let 𝐷𝐼𝑆𝑖 denote the sum of all distances from the estimation of algorithm 𝐸�� to the oth∑ ers: 𝐷𝐼𝑆𝑖 = 𝑑𝑖𝑠(rg𝑖 , rg𝑗 ). The estimated



rg =



𝑗=1,2,..,∣𝐸∣;𝑗∕=𝑖



Figure 1. Architecture of BP combinational method.



chromaticity vectors rg1 , rg2 , ..., rg∣𝐸∣ are reordered as rg𝑞1 , rg𝑞2 , ..., rg𝑞∣𝐸∣ according to 𝐷𝐼𝑆𝑞1 < 𝐷𝐼𝑆𝑞2 < ... < 𝐷𝐼𝑆𝑞∣𝐸∣ . The No-N-Max method [7] takes the mean value of the results excluding the 𝑁 estimates with the highest distances, formulated as: ∑ 𝑖=𝑞1 ,𝑞2 ,...,𝑞∣𝐸∣−𝑁 rg𝑖 rg = (3) ∣𝐸∣ − 𝑁



Support Vector Regression based Method (SVR). Support Vector Regression (SVR) estimates a continuousvalued function encoding the fundamental interrelation between a given input and its corresponding output. As a good regression tool, it is introduced into illumination estimation by Xiong et al [23]. It can also be an alternative combination strategy [20]. The input and output of the SVR and BP based combinational strategy are the same as those used in LMS.



Median (MD). The median fusion strategy [7], is to select the result with the lowest accumulated distance, i.e. the 1930



Table 1. Combination strategies for color constancy.



2.2. Image Characteristics Guided Combination



Category



Different form DDDC algorithms, the combinational weights of candidate algorithms in ICGC are not decided by each member’s estimations, instead they depend on images’ content features. Natural Image Statistics based Method (NIS). Recently, some researchers have begun to take advantage of high-level analysis information from an image to guide the determination of each member’s weight. One important idea of this type is natural image statistics (NIS) based combination strategy proposed by Gijsenij [15]. In this algorithm, the Weibull parameterization is used to represent the image’s characteristics in terms of grain size (texture) and contrast. Then the training images are grouped into different clusters based on the Weibull parameters through a Mixture of Gaussians (MoG). Each group is also assigned an individual color constancy method that can give out the best performance of all images belonging to it. Given any test image, the method selects one proper color constancy algorithm (denoted as NIS) or combine several algorithms’ results (denoted as NIS-A) to get the ﬁnal light color based on its corresponding group. 3D Stages based Method (3DS). Another ICGC work is proposed by Lu et al [21] who use a typical 3D scene geometry model, called stages, to solve the combinational color constancy problem. Lu et al [21] categorize images into different stages, and gives out the best individual color constancy algorithm for each stage. For any speciﬁc image, the method selects the best illumination estimation algorithm for the whole image according to its stage category. Indoor-Outdoor based Method (IO). The use of indoor-outdoor image classiﬁcation to boost color constancy performance is another combinational strategy studied by Bianco et al [6]. During the training stage, this work divides images into indoor or outdoor scenes and ﬁnds the most suitable color constancy solution for each category. Then, the appropriate method is determined for any given new image based on its indoor-outdoor category. Before ending the section, we list all of these combination strategies in the Table 1 that will be evaluated in this paper.



Name SA N2



Unsupervised DDDC



NNM



MD LMS Supervised DDDC



BP SVR NIS NIS-A



ICGC



3DS IO



Explanation Simple Average of all individual methods’ outputs Average outputs of two individual methods with minimal distance Average outputs of all individual methods excluding those N with largest accumulated distances Select the output of one individual method with minimal accumulated distance Find combination weights through Least Mean Square Find combination weights through Back-propagation Neural Networks Find combination weights through Support Vector Regression Select the best output through Natural Image Statistics Find combination weights through Natural Image Statistics Select the best output through 3D geometry Select the best output through Indoor-outdoor scene classiﬁcation



the SONY DXC-930 of 30 scenes under 11 different light sources [4][5], to determine parameters in some algorithms, for example, SVR, BP based algorithms and others.Because cross validation does not depend on priori knowledge or user expertise and can handle the possibility of outliers in the training data. For those supervised DDDC and ICGC schemes, the leave-one-out method is always adopted on each image set to evaluate their performances.



3.1. Error Measurement In this paper, we compare these combinational strategies from both mathematical and human visual perception viewpoints. The former one is based on the angular error [4][5]; while the latter one is based on the perceptual Euclidean distance (PED) [16]. Angular error. The angular error measures the angular distance between the estimated illumination chromaticity e𝑎 = (𝑟𝑎 , 𝑔𝑎 , 𝑏𝑎 ) and the ground truth chromaticity e𝑒 = (𝑟𝑒 , 𝑔𝑒 , 𝑏𝑒 ). The angular error function 𝑎𝑛𝑔𝑢𝑙𝑎𝑟(e𝑎 , e𝑒 ) is deﬁned as ) ( e𝑎 ∙ e𝑒 (6) 𝑎𝑛𝑔𝑢𝑙𝑎𝑟(e𝑎 , e𝑒 ) = cos−1 ∥e𝑎 ∥ ∥e𝑒 ∥



3. Experimental Setup We evaluate these combinational strategies on three realworld image sets: the ﬁrst one consists of 568 real-world images provided by Max Planck Institute (denoted as MPI set) [1], the second one consists of 900 real world image set (denoted as 900 SFU set) collected by Cardei et al [10],the third one consists of 1135 images picked out from a large real-world image set provided by Ciurea et al (denoted as 1135 SFU set) [2]. Moreover, we always use 3-fold cross validation on another 321 real images, which are taken with



Perceptual Euclidean distance (PED). The perceptual Euclidean distance proposed by Gijsenij et al [16] is essen1931



Table 2. Parameter settings for supervised DDDC algorithms. ’(r)’ and ’(g)’ mean to estimate 𝑟 component and 𝑔 component in chromaticity space.



tially a weighted Euclidean distance deﬁned as follows: 𝑃 𝐸𝐷(e𝑎 , e𝑒 ) = √ 2 2 2 𝑤𝑟 (𝑟𝑎 − 𝑟𝑒 ) + 𝑤𝑔 (𝑔𝑎 − 𝑔𝑒 ) + 𝑤𝑏 (𝑏𝑎 − 𝑏𝑒 )



(7)



Algorithm LMS BP SVR L (r) SVR L (g) SVR RBF (r) SVR RBF (g)



where 𝑤𝑟 + 𝑤𝑔 + 𝑤𝑏 = 1. From a large number of psychological experiments, Gijsenij et al [16] point out that the PED with weight-coefﬁcients (𝑤𝑟 = 0.21, 𝑤𝑔 = 0.71, 𝑤𝑏 = 0.08) has signiﬁcantly higher correlation with human vision perception for RGB images. Since both the angular error and the PED error are not normally distributed, the median value [18] is used to evaluate the statistical performance of all competing methods. Alternatively, the trimean value is also introduced by Gijsenij et al [16] to provide more insight into the complete error distribution. The trimean (TM) can be calculated as the weighted average of the ﬁrst, second, and third quantile 𝑄1 ,𝑄2 and 𝑄3 respectively: 𝑇 𝑟𝑖𝑚𝑒𝑎𝑛 =



𝑄1 + 2𝑄2 + 𝑄3 4



Parameter Setting 𝐿 = 30 𝐶=2 𝐶=2 𝐶 = 5, 𝛾 = 1 𝐶 = 5, 𝛾 = 20



No-N-Max algorithm in the following experiments. Moreover, for BP Neural Network strategy, we select Sigmoid function, and there is only one parameter, hidden neurons number 𝐿, to be decided. The parameter is determined from 𝐿 = {10, 20, 30, ..., 100}. For SVR, the Radial Basis function (denoted as SVR RBF) and Linear function (denoted as SVR L) are considered as kernels separately. The optimal parameters 𝐶, 𝛾 for kernel are selected out from 𝐶 ∈ {0.01, 0.1, 1, 2, 5, 10}, 𝛾 ∈ {0.025, 0.05, 0.1, 0.2, 1, 2, 5, 10, 20, 50}. Through 3-fold cross validation on 321 images, the optimal parameters for each strategy in DDDC category are listed in Table 2. (3)Experimental Setup for ICGC. Since the performances of 3DS and IO depend on 3D stage and indooroutdoor classiﬁcation outputs that are still difﬁcult to control until now, we manually classify the images to cancel out any negative effect from classiﬁcation. Moreover, in order to compare them with others equally, we use nonsegmentation version in 3DS [21] because it works on the whole image. We also adopt Class-Dependent-Algorithms (CDA), rather than Automatic Parameters Tuning, in IO so as to make it share the same individual candidate set with others [6].



(8)



We also compute the max angular error and max PED over a set of images.



3.2. Experimental Setup (1)Candidate Individual Algorithms. Six individual color constancy algorithms are used in the paper. The ﬁrst three are well-known: Grey World [8], maxRGB [19] and Shade of Grey [13]. The other three methods are from the Edge-based framework with different parameter settings. Edge-based color constancy incorporates higherorder derivatives of images for illumination estimation [22]. By introducing Minkowski-norm and Gaussian ﬁlter, it can include most existing color constancy methods in a framework as:  (∫  𝑛 𝜎 )1/𝑝  ∂ 𝑓 (X) 𝑝   𝑑X = 𝑘e𝑛,𝑝,𝜎 (9)  ∂X𝑛 



4. Experimental Results 4.1. Experimental Results on MPI Set



where 𝑓 𝜎 = 𝑓 ⊗ 𝐺𝜎 , is the convolution of the image 𝑓 with a Gaussian ﬁlter 𝐺𝜎 with the standard deviation of ∂𝑛 𝜎 𝜎; ∂X 𝑛 is n-order derivative for 𝑓 ; 𝑝 is the Minkowskinorm. Here, we choose e0,13,2 , e1,1,6 , e2,1,5 so as to cover 0-, 1- and 2- derivatives based color constancy algorithms. In particularly, Grey World, Shade of Grey and maxRGB can be viewed as e0,1,0 , e0,6,0 and e0,∞,0 respectively. Therefore, the color constancy committee is organized as 𝐸 = {e0,1,0 , e0,6,0 , e0,∞,0 , e0,13,2 , e1,1,6 , e2,1,5 }. In fact, these six algorithms are widely adopted by many combinational algorithms [15][21]. (2)Experimental Setup for DDDC. Some DDDC algorithms need parameters. According to parameter setting and the scale of individual candidate set discussed in [7], 𝑁 is set to be both 1 (N1M) and 3 (N3M) for the



The ﬁrst experiment is carried out on a real-world image set provided by Max Planck Institute [14][1]. It contains 568 images that are taken with a wide variety of indoor and outdoor shots. The illumination colors of images are all measured as ground truth. The median, trimean, and max values of angular errors and PED are shown in Table 3. The ranking results based on the median angular error, trimean angular error, median PED and trimean PED are listed in Table 4. Table 4 also provides average ranks of all color constancy algorithm in each category. Reviewing different strategies from each category, we ﬁnd that all combinational methods in unsupervised DDDC are comparable to each other. The SVR RBF from the supervised DDDC strategy is best among all strategies evaluated in this paper. Its median angular error, trimean angu1932



Table 3. Performance comparison on MPI Set. Median: median error. Trimean: trimean error. Max: max error.



Category



Individual



Unsupervised DDDC



Supervised DDDC



ICGC



Algorithm GW SoG maxRGB e0,13,2 e1,1,6 e2,1,5 SA N2 MD N1M N3M LMS SVR L SVR RBF BP NIS NIS-A IO 3DS



Angular Error Median Trimean Max 8.187 8.600 35.731 6.599 7.016 35.631 6.434 7.240 36.775 6.194 6.790 36.955 7.068 7.653 29.849 7.029 7.737 28.776 7.039 7.455 29.217 6.643 7.071 36.866 6.874 7.405 31.917 6.551 7.127 31.452 6.708 7.338 30.060 4.227 4.783 34.597 4.045 4.541 32.191 3.919 4.117 33.068 4.209 4.669 74.269 5.769 6.155 33.352 7.260 7.669 31.034 6.021 6.306 33.352 6.116 6.483 33.488



PED(×10−2 ) Median Trimean 3.63 3.77 3.34 2.77 2.65 3.03 2.55 2.86 3.07 3.29 3.04 3.31 2.92 3.14 2.73 3.01 2.88 3.13 2.80 3.01 2.83 3.10 2.52 1.86 1.82 2.05 1.74 1.86 1.89 2.12 2.57 2.71 3.09 3.24 2.62 2.75 2.64 2.79



Max 19.70 17.16 18.14 17.82 17.57 17.02 15.26 17.77 16.36 15.86 16.36 14.26 13.21 13.42 38.80 17.02 15.65 16.82 15.15



Table 4. Performance ranking according to different error measurements on MPI Set. Median Rank: ranking based on median error. Trimean Rank: ranking based on trimean error. Mean: the mean rank value of all algorithms in each category.



Category



Individual



Unsupervised DDDC



Supervised DDDC



ICGC



Algorithm GW SoG maxRGB e0,13,2 e1,1,6 e2,1,5 SA N2 MD N1M N3M LMS SVR L SVR RBF BP NIS NIS-A IO 3DS



Median Rank 19 11 9 8 17 15 16 12 14 10 13 4 2 1 3 5 18 6 7



Angular Error Trimean Mean Rank 19 9 12 13.17 8 16 18 15 10 13 14 11 13 4 2 2.5 1 3 5 17 9 6 7



Mean



13.67



12.6



2.5



8.75



Median Rank 19 18 9 5 16 15 14 10 13 11 12 4 2 1 3 6 17 7 8



PED(×10−2 ) Trimean Mean Rank 19 7 12 13.67 9 17 18 15 10 12 14 11 13 2 3 2.5 1 4 5 16 9.5 6 8



Mean



13.67



12.6



2.5



8.75



DDDC algorithm N1M; and reduce by 32.07%, 33.11%, 32.30% and 31.37% respectively compared with best ICGC algorithm, NIS. The ICGC algorithms except NIS-A are better than unsupervised DDDC algorithms. Furthermore, the combinational schemes are generally better than indi-



lar error, median PED and trimean PED are 3.919, 4.117, 1.74, 1.86 respectively, which reduce by 36.73%, 39.37%, 31.76% and 34.97% respectively compared with the best individual algorithm e0,13,2 ; reduce by 40.18%, 42.23%, 37.86% and 38.21% respectively than the unsupervised 1933



with limited improvement. One reason lies in that it is still an unsolved question which high-level visual cues have the close relationship to color constancy. Moreover, the performance of ICGC is also deeply impacted by high level visual semantic understanding that is also a difﬁcult issue in computer vision. Consequently, analyzing the underlying relationship between high level cues and color constancy perception, as well as improving the performance of high level semantic understanding, may be the useful future work for improved ICGC methods. The best performance is from supervised DDDC category, which implies that a good combinational color constancy mechanism should consider and take advantage of prior knowledge about individual methods’ estimations. Acknowledgement This work is partly supported by National Nature Science Foundation of China (No. 61005030, 60935002, and 60825204,60723005), China Postdoctoral Science Foundation and K. C. Wong Education Foundation, Hong Kong.



vidual ones.



4.2. Experimental Results on 900 SFU Image Set We next consider Cardei’s set of 900 uncalibrated images [10] taken using a variety of different digital cameras from Kodak, Olympus, HP, Fuji Polaroid, PDC, Canon, Ricoh and Toshiba. A gray card was placed in each scene and its RGB value is used as the measure of the scene illumination. Tables 5 and 6 show the experimental results. They tell us almost the same story as that from experiment in Section 4.1 about different combinational strategies.



4.3. Experimental Results on 1135 SFU Image Set Our ﬁnal test with real-world images is based on the image set introduced by Ciurea et al [11] which consists of more than 11,000 frames from videos. Since the images in this set are extracted from videos, there exist high correlations between nearby images. Re-sampling is necessary for objective evaluations. To this end, Bianco et al [6] apply a video-based analysis method to select the images. The frames which show redundancy in terms of visual content are removed and only the most representative are retained. After this procedure, 1,135 images with nearly no correlations are picked out (denoted as 1135 SFU Set). Since a matte grey sphere ball is mounted onto the video camera to obtain the ground truth illumination of each image; in order to ensure that the grey ball has no effect on our results, all images are cropped on the right to remove the grey ball. The remaining images are 240 × 240 pixels. The experimental results are shown in Table 7. Table 8 reports the rank list according to different error measurements. The similar conclusions can also be obtained.
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5. Discussion and Conclusion Reviewing the comparison among all methods in each category, we can ﬁnd the following points: (1) All methods in Unsupervised DDDC category have close performances. (2) The overall performances of NIS and IO in ICGC category are better than 3DS and NIS-A, which tells us that selection is superior to weighted average for NIS. (3) For the Supervised DDC category, SVR RBF is better than the others. Specially, this method is eventually best among all strategies evaluated in this paper. If we compare and order performances among all categories statistically, we can notice that the best one is Supervised DDDC, followed by ICGC and unsupervised DDDC, and the last one is the Individual Color Constancy Category. It tells us that all fusion solutions are generally better than individual ones, which prove that combination is a better alternative of illumination estimation. The fact that ICGC is better than Unsupervised DDDC but worse than Supervised DDDC shows that high-level images’ content is a type of useful guide for color constancy algorithms combination 1934



Table 5. Performance comparison on 900 SFU set.



Category



Individual



Unsupervised DDDC



Supervised DDDC



ICGC



Algorithm GW SoG maxRGB e0,13,2 e1,1,6 e2,1,5 SA N2 MD N1M N3M LMS SVR L SVR RBF BP NIS NIS-A IO 3DS



Angular Error Median Trimean Max 4.470 4.933 30.529 2.974 3.373 17.964 2.966 3.578 26.275 2.716 3.139 23.921 3.429 3.916 20.291 3.448 3.893 19.174 2.841 3.228 16.236 2.757 3.337 19.645 2.838 3.276 15.921 2.816 3.193 18.662 2.801 3.179 16.659 2.472 2.682 12.993 2.38 2.621 13.444 2.087 2.407 15.117 2.496 2.764 42.228 2.610 3.065 17.094 2.915 3.506 24.745 2.607 3.008 13.92 2.776 3.196 13.20



PED(×10−2 ) Median Trimean 1.96 2.18 1.34 1.50 1.38 1.63 1.23 1.42 1.70 1.87 1.69 1.85 1.28 1.44 1.33 1.52 1.30 1.47 1.27 1.43 1.25 1.43 1.15 1.24 1.11 1.21 1.01 1.11 1.15 1.27 1.21 1.37 1.36 1.60 1.16 1.35 1.22 1.46



Max 16.08 13.20 13.69 13.13 14.76 15.08 13.98 13.17 14.14 13.77 13.49 13.48 13.39 13.29 42.00 13.69 14.08 13.69 13.20



Table 6. Performance ranking according to different error measurements on 900 SFU set.



Category



Individual



Unsupervised DDDC



Supervised DDDC



ICGC



Algorithm GW SoG maxRGB e0,13,2 e1,1,6 e2,1,5 SA N2 MD N1M N3M LMS SVR L SVR RBF BP NIS NIS-A IO 3DS



Median Rank 19 16 15 7 17 18 13 8 12 11 10 3 2 1 4 6 14 5 9



Angular Error Trimean Mean Rank 19 14 16 15.33 7 17 18 11 13 10.80 12 9 8 3 2 2.5 1 4 6 15 8.5 5 10



Mean



15.17



10.60



2.5



9



Median Rank 19 14 16 8 18 17 11 13 12 10 9 3 2 1 4 6 15 5 7



PED(×10−2 ) Trimean Mean Rank 19 13 16 15.33 7 18 17 10 14 11 12 9 8 3 2 2.5 1 4 6 15 8.25 5 11



Mean



15



10.60



2.5



9.25



JOSA A, 26(10):2243–2256, 2009.



[14] P. Gehler, C. Rother, A. Blake, and T. Minka. Bayesian color constancy revisited. In Proc. of CVPR, pages 1–8, 2008.



[17] S. Hordley. Scene illuminant estimation: Past, present, and future. Col. Res. & App., 31(4):303–314, 2006.



[15] A. Gijsenij and T. Gevers. Color constancy using natural image statistics. In Proc. of CVPR, pages 1–8, 2007.



[18] S. Hordley and G. D. Filayson. Reevaluation of color constancy algorithm performance. JOSA A, 23(5):1008–1020, 2006.



[16] A. Gijsenij, T. Gevers, and M. P. Lucassen. Perceptual analysis of distance measures for color constancy algorithms.
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Table 7. Performance comparison on 1135 SFU Set.



Category



Individual



Unsupervised DDDC



Supervised DDDC



ICGC



Algorithm GW SoG maxRGB e0,13,2 e1,1,6 e2,1,5 SA N2 MD N1M N3M LMS SVR L SVR RBF BP NIS NIS-A IO 3DS



Angular Error Median Trimean Max 6.643 7.061 33.783 6.193 5.638 27.309 5.260 6.056 25.849 5.548 5.804 29.639 5.104 5.461 34.110 5.235 5.495 31.909 5.054 5.274 27.847 5.421 5.624 27.835 5.081 5.267 27.309 5.110 5.389 29.864 5.152 5.318 27.741 4.271 4.593 27.277 3.964 4.417 28.664 3.198 3.626 25.55 3.723 4.046 73.329 3.804 4.474 33.238 5.194 5.443 27.466 3.893 4.443 25.548 4.748 5.096 26.408



PED(×10−2 ) Median Trimean 2.93 3.21 2.34 2.49 2.27 2.52 2.46 2.54 2.31 2.46 2.34 2.45 2.18 2.29 2.35 2.46 2.25 2.30 2.17 2.33 2.23 2.30 1.81 1.96 1.70 1.85 1.41 1.55 1.57 1.71 1.71 1.99 2.27 2.36 1.77 1.97 2.11 2.23



Max 24.24 16.79 10.62 14.329 13.35 14.17 12.95 15.56 14.33 11.59 13.42 10.95 11.12 9.97 43.42 14.26 12.79 16.79 14.17



Table 8. Performance ranking according to different error measurements on 1135 SFU Set.



Category



Individual



Unsupervised DDDC



Supervised DDDC



ICGC



Algorithm GW SoG maxRGB e0,13,2 e1,1,6 e2,1,5 SA N2 MD N1M N3M LMS SVR L SVR RBF BP NIS NIS-A IO 3DS



Median Rank 19 18 15 17 10 14 8 16 9 11 12 6 5 1 2 3 13 4 7



Angular Error Trimean Mean Rank 19 16 18 15.50 17 13 14 9 15 11.20 8 11 10 6 3 3.50 1 2 5 12 6.75 4 7



Mean



16.17



10.60



3.00



7.00



Median Rank 19 15 12 18 14 16 9 17 11 8 10 6 3 1 2 4 13 5 7



PED(×10−2 ) Trimean Mean Rank 19 16 17 15.67 18 14 13 8 15 11.00 9 11 10 6 3 3.00 1 2 6 12 7.25 5 7



Mean



16.17



10.60



2.50



7.50



scene geometry. In Proc. of ICCV, pages 1749–1756, 2009. [22] J. V. Weijer, T. Gevers, and A. Gijsenij. Edge-based color constancy. IEEE TIP, 16(9):2207–2214, 2007. [23] W. Xiong and B. Funt. Estimating illumination chromaticity via support vector regression. Journal of Imaging Science and Technology, 50(4):341–348, 2006.



[19] E. H. Land. The retinex theory of color vision. Scientiﬁc American, 237(6):108–128, 1977. [20] B. Li, W. Xiong, and D. Xu. A supervised combination strategy for illumination chromaticity estimation. ACM TAP, 8(1):5, 2010. [21] R. Lu, A. Gijsenij, and T. Gevers. Color constancy using 3d
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