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ABSTRACT Recently, high speed interconnects capable of remote direct memory access (RDMA) such as InfiniBand and iWARP have gained considerable popularity due to their superb latency and bandwidth. Most existing studies about RDMA focus on its performance aspect. However, as power management has become essential for high-end systems such as enterprise servers and high performance computing nodes which are often equipped with RDMA capable network adapters, it is very important for us to take a fresh look at the benefits of RDMA from the power perspective. In the paper, we provide a detailed empirical study of the benefits of RDMA in terms of power savings compared with traditional communication protocols such as TCP/IP. We used two popular RDMA adapters in our evaluations: Mellanox ConnectX InfiniBand HCAs and Chelsio T3 10GE RNICs. In order to isolate the impact of communication on power consumption, our evaluation focused on using microbenchmarks which perform different communication patterns. We have also studied several important factors that may have an impact on the performance and the power consumption of RDMA adapters such as the use of polling versus blocking, CPU speeds, and extra memory copies. We show that using high speed RDMA adapters can result in significant amount of power consumption during communication. (In one test, the system power has increased by as much as 50 watts, or over 30% of the idle power.) We found that RDMA generally has better power efficiency compared to that of TCP/IP, especially for communication intensive phases, for example when large messages are transferred. The power savings of RDMA are achieved by minimizing the interactions between the network adapters and other system components such as the CPUs and the memory: Although nearly the same amount of data must be going through the network adapters for both RDMA and TCP/IP, RDMA re-
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quires much fewer CPU cycles for protocol processing and also generates less memory bus traffic, both of which contribute to its power savings. Overall, our research demonstrated that RDMA not only provides high communication performance, but also offers excellent power efficiency, making it a desirable choice in environments that have strict power/energy constraints and demand high communication performance.



Categories and Subject Descriptors C.2.2 [Computer-Communication Networks]: Network Protocols



General Terms Measurement, performance



Keywords RDMA, networking, power, energy, InfiniBand, iWARP



1. INTRODUCTION In recent years, high speed communication protocols and their supporting hardware, such as InfiniBand [25] and iWARP [37] have emerged which can provide very low latency and very high bandwidth. As a result, they have become increasingly popular in the areas of high performance computing (HPC) and enterprise computing where communication is critical to application performance. One of the most notable features of these protocols is the support for remote direct memory access (RDMA), which is different from traditional send/receive communication models such as that used in the TCP/IP stack. In RDMA, a process (the initiator) can have direct read or write access to the memory address space of a remote process (the target). By taking advantage of RDMA, InfiniBand and iWARP can greatly reduce software overheads in communication stacks and achieve better performance. There have been many studies evaluating the benefits of RDMA-based communication and comparing it with traditional communication stacks such as TCP/IP [32, 31, 6, 38, 10, 15, 5]. And nearly all of the existing studies focused solely on the performance and the scalability aspects of the communication. The power aspect of the communication, however, is often neglected, mostly due to the fact that network adapters such as InfiniBand host channel adapters



(HCAs) and iWARP RDMA enabled network interface cards (RNICs) are usually deployed in high-end server nodes or HPC computing nodes where performance was considered critical and power consumption was considered a non-issue. In recent years, power and energy management has become an important issue in high performance servers [12, 29, 8, 35] and HPC systems [18, 21, 23]. Therefore, we believe that it is equally important to study the power aspect of high performance communication. Another reason for the lack of power studies for communication may be because the communication adapters themselves may not consume a significant amount of power. For example, the typical power consumption of Mellanox ConnectX InfiniBand HCAs is about 10 Watts [33], which is not a significant part of the whole system power for a highend server. As a result, existing power studies for computing systems usually focused on other system components such as the CPUs, the memory, and the disks. However, we should note that the power impact of adapters comes from not only themselves, but also their interactions with other system components, such as the CPUs and the memory. For example, in one experiment, we observed that the power consumption of our servers increased from 157 watts (idle power) to over 206 watts during intensive communication, even though there was no computation from the application. Although a large part of the power increase should be attributed to the CPUs and the memory system rather than the adapters themselves, it showed that these high speed adapters do have a non-trivial impact on system power. In this paper, we provide a detailed empirical study of the benefits of RDMA by comparing it with the TCP/IP protocol suite, using two kinds of popular RDMA capable adapters: Mellanox ConnectX InfiniBand HCAs [33] and Chelsio T3 10 Gigabit Ethernet RNICs [13]. Unlike previous studies, our objective is to analyze how RDMA-based communication can impact system power consumption and quantify its power savings compared with TCP/IP. To the best of our knowledge, this is the first study which examines the power aspects of standard-based RDMA technologies and TCP/IP communication in detail. To study the performance and power consumption of RDMA and TCP, we implemented a set of RDMA-based microbenchmarks which perform different communication patterns such as ping-pong latency tests, bandwidth tests, and bidirectional bandwidth tests. We measured performance and power results from these tests, and then compared them with TCP/IP results obtained using TCP/IP micro-benchmarks which had similar communication patterns. (The TCP/IP communication used the same network adapters as RDMA.) In order to compare the power efficiencies of RDMA and TCP/IP, we proposed a metric called Bytes per (Unit) Energy (BPE) which basically measures how much data can be transferred using a single unit of energy. Our results showed that RDMA-based communication not only had a performance advantage over TCP/IP, but also delivered much better power efficiencies in general, especially during communication intensive phases. Our analysis revealed that RDMA achieved better power efficiency by reducing the participation of CPUs in communication and limiting unnecessary memory traffic, both of which are major contributors to system power. Our evaluation also includes a study of several important factors that affect the performance and the power consumption of RDMA-based
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communication protocols such as the use of polling versus blocking, the CPU speeds, and extra memory copies. The rest of the paper is organized as follows: In Section 2, we provide background for our work. We describe our evaluation methodology in Section 3. Detailed results are presented in Sections 4 and 5. Related work is discussed in Section 6. We conclude in Section 7.



2. BACKGROUND In this section, we explain how RDMA works and provide an overview of RDMA-based interconnects such as InfiniBand and iWARP. We also introduce the OpenFabrics software stack which has support for both InfiniBand and iWARP.



2.1 RDMA Overview Remote Direct Memory Access (RDMA) enables a process (the initiator) to access a certain part of the memory address space of a remote process (the target) through a network interconnect. In a traditional send/receive network communication model, a sender needs to specify the source of a message, which usually consists of a source address and a length parameter. However, it does not specify the address on the remote node where the message will be received. The final destination of the message is specified by the receiver node. RDMA operates in a different way because the initiator not only provides the source of a message, but also specifies its final destination on the target node. The final destination can be a memory address, or some kind of handle that can be easily translated into an address. To achieve high performance, RDMA-based network adapters typically offload most of the RDMA processing to hardware. For example, RDMA data placement on the target side can be done entirely in hardware without any software involvement. This is made possible by embedding target addresses in the messages to enable the network adapters to DMA directly into host memory. As a result, RDMA can significantly reduce host overhead in protocol processing. Although existing communication models such as that used in TCP/IP does not use RDMA, it is still possible to implement such models by using an RDMA-based interconnect. However, the adaptation of RDMA to a send/receive model usually introduces overheads such as explicit synchronization messages and extra memory copies. Therefore, to achieve maximum performance with RDMA, it is desirable to make the applications aware of the RDMA communication model and take advantage of it. The use of RDMA can pose security concerns. To thwart unauthorized access, many RDMA interconnects require that a key be presented when an initiator does an RDMA operation. The key is generated by the target and then distributed to authorized initiators. The idea of RDMA is not new and it has been used in some of the early user-level networks [16, 11]. More recently, it has been incorporated into industry standards such as InfiniBand and iWARP.



2.2 InfiniBand and iWARP InfiniBand [25] is a high speed interconnect based on industry standards. InfiniBand host channel adapters (HCAs) are the equivalent of network interface cards (NICs) in traditional networks. It supports both RDMA and send/receive communication through a queue-based model. A Queue



Pair (QP) consists of a send queue and a receive queue. scribe our data collection mechanism during the experiments. The send queue holds instructions to transmit data and At the end of this section, we introduce a metric to quantify the receive queue holds instructions that describe where repower efficiencies of communication. ceived data is to be placed. Communication instructions are 3.1 Testbed described in Work Queue Requests (WQR), or descriptors, We have used two types of popular RDMA capable adapters and submitted to the queue pairs. It should be noted that for this work: Mellanox ConnectX InfiniBand HCAs [33] and WQRs in a send queue can specify either send requests or Chelsio T3 10GE RNICs [13], both with 8x PCIe interface RDMA requests. Although send/receive communication reand CX4 copper external interface. The Mellanox HCAs quire that a send WQR be matched with (and consume) a support the latest InfiniBand specification. In addition to receive WQR on the destination QP, an RDMA WQR does the support for the iWARP protocol suite and providing not consume any work queue elements (WQEs) on the tarRDMA functionalities in hardware, the Chelsio RNICs can get side. The completion of the communication is reported also be used as regular Ethernet adapters. The Mellanox through Completion Queues (CQs) using Completion Queue HCAs and the Chelsio RNICs are both supported by the Entries (CQEs). CQEs can be accessed by using polling or OpenFabrics software stack. event handlers. In InfiniBand, communication buffers can be Both the Mellanox HCAs and Chelsio RNICs can supspecified directly using their virtual addresses. To support port the TCP/IP protocol suite. However, we should note this feature, it requires all buffers involved in communicathat their internal implementations for TCP/IP are differtion be registered before they can be used in data transfers. ent. The software for the Mellanox HCAs supports the Upon the success of registration, a local key and a remote connected mode of the IPoIB protocol [2]. In this mode, key are returned, which can be used later for local and reIP datagrams can be sent and received directly using the mote (RDMA) accesses. VERBS functions. Thus, they can achieve good perforIn InfiniBand, host software can access the functionalities mance using a large MTU value (usually around 64 KBytes). provided by the HCAs through the VERBS interface, which On the other hand, the Chelsio RNICs function as regular is detailed in the InfiniBand specification. The VERBS inEthernet cards when TCP/IP is implemented on top of it. terface is implemented as a combination of the HCA, its Therefore, their MTU values are much smaller (usually 1500 firmware, and host software. bytes). iWARP is a set of protocols which enable network inOur testbed consists of a number of IBM x3550 servers, terface cards to directly place data into destination buffers each of which equipped with either a Mellanox HCA or a without extra memory copies [37]. The basic architecture Chelsio RNIC. The IBM x3550 servers use Intel Quad-core was defined by several protocol standards including MPA [14], E5345 CPUs. The Chelsio RNICs are connected by a FulDDP [40], and RDMAP [39]. The central part of the iWARP protocol suite is the Direct Data Placement protocol (DDP) [40]. crum 10GE switch. Since we did not have an InfiniBand switch, we connected two servers back-to-back for our InfiniThe DDP protocol provides information which can enable a Band experiments. Power consumption of the 10GE switch receiver to place incoming data directly into the buffers of has not been measured in our experiments. The Linux opupper layer protocols without the use of intermediate copies. erating system with 2.6.23 version kernel has been used. We The RDMA Protocol (RDMAP) [39] is an enhancement of used uni-processor kernels in all our experiments. DDP. It operates on top of DDP and provides operations such as RDMA write, RDMA read, and send/receive. DDP 3.2 Micro-Benchmarks and RDMAP protocols can be implemented over multiple Instead of using real world workloads, we have elected transport layers such as TCP and the Stream Control Transto use a set of communication micro-benchmarks for our mission Protocol (SCTP). However, most current implemenevaluations. The choice of micro-benchmarks gave us a more tations have focused on TCP. As a result, the term iWARP controlled test environment and helped us isolate the impact has become almost synonymous to RDMA over TCP/IP. iWARP also provides an abstract interface called the VERBS [22]of communication. The insights we gained from the microbenchmarks can provide us a better understanding for real to upper layer applications. This interface is very similar to world workloads where communication and computation are the InfiniBand VERBS interface. For example, iWARP also mixed. used a queue-based communication model to support both Our main objective is to evaluate the benefits of RDMA send/receive and RDMA. It also uses CQs to report comcompared with traditional communication protocols such as pletion of communication. TCP/IP. The RDMA micro-benchmarks were written by us Currently, both InfiniBand and iWARP network adapters using the API provided by the OpenFabrics software stack. are supported by a single software stack provided by the For TCP/IP, we have used popular benchmarks such as OpenFabrics Alliance [34]. The OpenFabrics stack provides iperf [43] and NetPIPE [42]. To make a fair comparison, the a unified API based on the VERBS interface for both InfiniTCP/IP tests used the same interconnects as the RDMA Band and iWARP. Therefore, in many cases it is possible to tests. For Mellanox HCAs, we used the IPoIB driver inwrite a single application that can run in both InfiniBand cluded in the OpenFabrics stack. For Chelsio RNICs, we and iWARP networks. used the Ethernet driver included in the Linux kernel. Our micro-benchmark set includes three test programs: 3. EVALUATION METHODOLOGY latency, bandwidth, and bi-directional bandwidth. Details In this section, we provide a detailed description of our of the programs are described below: evaluation methodology. First, we describe our experimental platform. To evaluate the power benefits of RDMA, we have • Latency: This is basically a pingpong test. Since RDMA used a set of communication intensive micro-benchmarks. operations do not provide synchronizations and notifiWe explain the micro-benchmarks in detail and then decations on the remote side, we have used send/receive
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operations at the VERBS level for both InfiniBand and iWARP. For TCP/IP, we have used the NetPIPE benchmark. In the latency tests, half-roundtrip times are reported for different message sizes.



data collecting process woke up every 10 seconds and collected energy statistics and CPU performance counter values.



• Bandwidth: In the RDMA bandwidth test, we first push a number of messages to the remote side using RDMA. The remote side then sends back an acknowledgment. (To notify the remote side that we have finished sending messages, a send operation is used at the end.) The test runs for a number of iterations and calculates the bandwidth (MBytes/s) by dividing the total amount of data sent by the time spent. For TCP/IP, we have used the iperf benchmark to measure bandwidth.



3.4 Bytes per Unit Energy (BPE) Metric In our performance evaluations, we use a metric which we call Bytes per Unit Energy (BPE) to compare the power efficiency of RDMA to that of TCP/IP. Intuitively, BPE measures how many bytes of application data can be transferred when a unit of energy is consumed. Therefore, a higher BPE value indicates better communication efficiency in terms of power consumption. Suppose we have measured the bandwidth at the application level to be BW (in Bytes/s) and the power consumption during the period when the application is running to be P (in watts), and the server idle power is Pidle Then BPE (in bytes/joule) is calculated as follows:



• Bi-directional bandwidth: This test is similar to the bandwidth test except that both sides push data to the other side. For TCP/IP, iperf is used since it has an option to support bi-directional communication.



BP E =



BW P − Pidle



It should be noted that we have subtracted the server’s idle power from the actual power when calculating BPE. The reason is that we assume that the servers run continuously and therefore the idle power consumption is a fixed cost that cannot be avoided. We should also note that BPE may not be a constant for a communication stack. In fact, it may vary depending on the characteristics of the ongoing communication such as message size, whether messages are being sent or received, and so on. We have also extended the basic idea of BPE to measure protocol efficiencies in terms of CPU cycles and front side bus transactions. Suppose that for total time T, we have measured the total active CPU cycles and bus transactions to be cycles and transactions, respectively. Suppose that the bandwidth at the application level is BW . Then we can derive bytes per CPU cycle (BPCPU) as:



3.3 Data Collection In our tests, performance results (such as latency and bandwidth numbers) were collected by the programs themselves. Power consumption numbers during the running of the program were collected separately by a background process. To further understand the causes of changes in power consumption, we collected data from CPU hardware performance counters. Specifically we used the following counters: • Time stamp counter (TSC): represents the total number of CPU cycles elapsed since last reading. • Active cycles (AC): represents the total number of cycles in which the CPU is active (not in the idle state). Dividing this by the TSC value gives the CPU utilization.



BP CP U =



• Bus transactions (BT): represents the total number of transactions observed on the CPU front side bus. The memory subsystem receives most of those transactions Thus, the BT value gives us an idea on how active the memory subsystem is. It should be noted that DMA operations in x86 systems are cache-coherent. Therefore, DMA memory accesses originating from network adapters are also observed by CPUs and counted by the hardware performance counters. This feature is important for us to characterize the amount of memory traffic correctly because many memory accesses are through DMA for RDMA adapters.



BW · T cycles



And similarly, we can get bytes per bus transaction (BPBUS) as: BP BU S =



BW · T transactions



4. EVALUATION RESULTS In this section, we present the data obtained through the micro-benchmarks. For both the Mellanox ConnectX InfiniBand HCAs and the Chelsio T3 10GE RNICs, we compare the communication based on the VERBS RDMA interfaces with that based on TCP/IP over the same network adapter. Since benchmarks based on TCP/IP use blocking communication mode which are driven by interrupts, we have also used blocking mode in our RDMA test programs. Alternatively, RDMA programs can use the polling mode communication. We will study the impact of polling in the next section. With no Mellanox HCAs or Chelsio RNICs plugged in, our servers have an idle power of 150 watts. Servers with Mellanox HCAs have an idle power of 157 watts and servers with Chelsio RNICs have an idle power of 161 watts, which indicate that the Mellanox HCAs and the Chelsio RNICs have idle powers of 7 watts and 11 watts, respectively.



Both the power data and the CPU performance counter data were collected by a single background process. Most IBM servers including the model x3550 have hardware support to measure the energy consumed by the servers. Energy Accumulation Register (EAR) measures the total amount of energy consumed starting from a fix point in the past. Thus, the average power consumption can be easily calculated by measuring the difference of EAR readings and dividing it by the time elapsed. The EAR is exposed to host software through IPMI [1] drivers in Linux. Our program takes advantage of the Linux IPMI drivers to collect power data. To obtain CPU performance counter values, we used the perfctr patch [36] for the Linux kernel. During the experiments, a
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Next, we briefly discuss the latency results. Then, we focus on bandwidth and bi-directional bandwidth results. 187
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Figure 1: Mellanox (InfiniBand) Latency Results
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Figures 1 and 2 also show the power results for the latency tests. For large messages in the latency tests, RDMA consumes much less power than TCP/IP for both adapters. With RDMA, the peak power was around 168 watts for Mellanox HCAs and around 179 watts for Chelsio RNICs. With TCP, the peak power was around 181 watts for the Mellanox HCAs and around 198 watts for the Chelsio RNICs. For small messages, we observed that RDMA is more power efficient for the Chelsio RNICs and RDMA for the Mellanox HCAs performs worse in terms of power consumption. After examining the performance counters, we found that for the Mellanox HCAs, RDMA small message latency tests had higher CPU utilization (close to 40%) than the TCP ones (around 25%). We believe that the higher CPU usage contributed to its higher power consumption.
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Figure 3: Mellanox Bandwidth Results
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Figure 2: Chelsio (10GE) Latency Results
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We present the latency results for the Mellanox HCAs and the Chelsio RNICs in Figures 1 and 2, respectively. In both figures, we have combined the latency data and the power data. One should also note that for all power results, we have changed the starting y-axis value to be the idle power: 157 watts for servers with Mellanox HCAs and 161 watts for servers with Chelsio RNICs. Also, we should point out that in order to simplify message synchronization in the latency tests, we have used send/receive operations in the VERBS interface rather than RDMA operations. However, they should still provide us a good estimate of RDMA performance. (In the following discussions, we still refer to the tests using the VERBS interface directly as RDMA to simplify terminology.) To measure TCP latencies, we have used the NetPIPE benchmark. From Figure 1 we can see that for the Mellanox HCA, RDMA has a smaller latency for all message sizes: The smallest latency achieved by RDMA is 9.0 µs, while the smallest TCP latency is 20.2 µs. However, as shown in Figure 2, TCP performs better than RDMA for small messages (up to 4096 bytes) for the Chelsio RNICs. The lowest latency achieved by RDMA is 22.3 µs while TCP latency can be as low as 13.0 µs. This indicates that the current Chelsio VERBS functions are not optimized to operate in the blocking mode. However, as the message size increases, RDMA starts to outperform TCP. For very large messages, using RDMA can achieve over 40% lower latencies.
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Figure 4: Chelsio Bandwidth Results



4.2 Bandwidth Performance and power numbers for the RDMA and TCP bandwidth tests are presented in Figures 3 and 4. Note that we have shown power numbers for both sides (initiator and target in RDMA, and sender and receiver in TCP) because the communication in bandwidth tests is asymmetric. As we have mentioned, in our RDMA bandwidth tests, we send out a fixed number of messages (called window size) before we wait for an acknowledgment. For all our tests, we have used a window size of 4. For TCP, we have used the iperf benchmark. Figure 3 shows the results for Mellanox. It can be seen that RDMA is same or better than TCP in terms of bandwidth for small messages. However, for large messages (8192 bytes or larger), TCP had better bandwidth than RDMA. This is due to our use of a small window size number (4) in the RDMA test. We have found that the Mellanox RDMA
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Observation 1: During intensive communication, high speed interconnects such as those used in our tests can result in dramatic increases of system power. Compared with TCP, however, RDMA leads to much less power increases.
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Figure 5: CPU Utilization for Mellanox Bandwidth Tests
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Figure 6: CPU Utilization for Chelsio Bandwidth Tests
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tests are sensitive to the window size. After increasing the window size to 16, we have found that RDMA outperformed TCP for all message sizes. Both RDMA and TCP can reach a peak bandwidth of around 960 MB/s, which is close to the wire speed limit (about 1 GB/s). (Note that in this paper, 1 MB = 106 bytes and 1 GB = 109 bytes.) Bandwidth numbers in Figure 4 show a different trend for Chelsio RNICs: For large messages, RDMA outperforms TCP. RDMA achieved a peak bandwidth of 924 MB/s while TCP only achieved 699 MB/s. However, TCP performs better for small messages (8192 bytes or smaller). Again we have found that this is due to the window size. After increasing the window size, Chelsio RDMA performance can increase significantly for small messages. However, we also found that increasing the window size can adversely impact the bandwidth for large messages. For example, peak bandwidth of RDMA drops slightly to 910 MB/s if we increase the window size to 16. Power numbers in both Figures 3 and 4 suggest that RDMA consumes considerably less power than TCP for large message transfers (for which high bandwidth numbers are achieved). For Mellanox, peak RDMA power is less than 171 watts in all cases. For Chelsio, peak RDMA power never exceeds 177 watts. In comparison, peak TCP powers for Mellanox and Chelsio are 197 watts and 203 watts, respectively. From the figures, we can also see that the dynamic power increases (relative to the server’s idle state power) for TCP are significantly higher (usually 2 to 3 times) than for RDMA. We summarize the results as the following:



RDMA initiator



60.00



RDMA target TCP sender



50.00



TCP receiver



40.00 30.00 20.00 10.00 0.00 64



128



256



512



1024



2048



4096



8192



16384



32768



65536



131072



262144



524288



1048576



M essage S iz e (b y tes)



From Figures 3 and 4 we can also observe that the power differences between RDMA initiators and targets are not very significant except for large messages in the Mellanox tests where the initiators consume about 4 watts less than the targets. For the Mellanox TCP tests, the sender always consumes more power than the receiver. The difference is about 4 to 7 watts for large messages. For the Chelsio TCP tests, the receiver consumes significantly more power than the sender for large messages. The reason for this is because Chelsio RNICs have high overhead at the receiver side for TCP. Since they use a small MTU value (1500 bytes), Chelsio RNICs have to segment a large message into many small packets, and each of them incurs a certain amount of overhead. At the sender side, they can exploit TCP Segmentation Offload (TSO) to offload the segmentation task to the NIC and greatly reduce the overhead. However overhead is not reduced at the receiver side. This leads to the following observation:



Figure 7: Bus Transactions for Mellanox Bandwidth Tests
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Figure 8: Bus Transactions for Chelsio Bandwidth Tests
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Observation 2: TCP Segmentation Offload (TSO) significantly reduces power consumption at the sender side for TCP communication.
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In order to have a better understanding of the causes for the performance and power differences between RDMA and TCP, we present the CPU utilization results and the bus transactions per unit time for the bandwidth tests in Figures 5, 6, 7, and 8.
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Figure 9: BPE for Mellanox Bandwidth Tests
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Figure 10: BPE for Chelsio Bandwidth Tests
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Figure 11: Bytes per CPU Cycle for Mellanox Bandwidth Tests



From Figure 5, we noticed that CPU utilization drops as the message size increases for Mellanox RDMA tests. For very large messages, the CPU utilization numbers are close to 0. On the other hand, CPU utilization tend to increase with the message size for the TCP tests. For large messages (8192 bytes or larger), CPU utilization for TCP is between 0.75 to 1.00 for the sender, and between 0.55 to 0.71 for the receiver. We can also see that for TCP, the sender side has higher CPU overhead. Another observation is that RDMA has higher CPU overhead than TCP for small messages. This also contributes to the higher power consumption for small messages in Figure 3, which we have discussed previously. Figure 6 shows the CPU utilization for Chelsio. We can clearly see that for TCP, the receive side CPU is the performance limiting factor for large messages because the CPU is 100% utilized. Similar to Mellanox, RDMA overhead decreases with the increase of message size and becomes negligible for very large messages. Figure 7 shows the total number of bus transactions per second for the Mellanox HCAs. RDMA results in much less CPU bus traffic than TCP, except for small messages (512 bytes or smaller). For very large messages (over 8192 bytes), TCP bus traffic is almost 4 times the RDMA bus traffic. This is mostly due to the extra copies in the TCP protocol stack. Figure 8 shows a similar trend for the Chelsio RNICs as the Mellanox HCAs shown in Figure 7. One difference is that for large messages, the TCP receiver side has almost twice the bus traffic as the sender. We think that this is a result of the high per packet processing overhead at the receiver side. We summarize our findings for CPU utilization and bus transactions as the following:
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Figure 12: Bytes per CPU Cycle for Chelsio Bandwidth Tests
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Figure 13: Bytes per Bus Transactions for Mellanox Bandwidth Tests



Observation 3: RDMA results in much lower CPU utilization and much fewer bus transactions for large message transfers. B y tes per B us T ransaction (b y tes/transaction)
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Looking at results such as power, CPU utilization, and bus transactions in isolation without considering how much performance is achieved with them does not give us an accurate picture of how efficient the different communication protocols are. Therefore, we have calculated the BPE (bytes per unit energy) numbers for the tests and shown them in Figures 9 and 10. Similarly, in order to evaluate how efficient the different communication protocols utilize the CPUs and the memory buses, we show BPCPU (bytes per CPU cycle) and BPBUS (bytes per bus transaction) results in Figures 11, 12, 13, and 14. TCP has better power efficiency than RDMA in the small message range as seen from Figures 9 and 10. We attribute
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Figure 14: Bytes per Bus Transactions for Chelsio Bandwidth Tests
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bytes). For large messages, RDMA performs significantly better. For messages larger than 8192 bytes, BPBUS numbers for RDMA come very close to the maximum value of 64 bytes/transaction, which are 3 to 7 times more than those for TCP. Therefore, we come to the following conclusion:
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Observation 5: RDMA is considerably more efficient than TCP in terms of CPU cycles and memory bus usage for large messages.
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4.3 Bi-Directional Bandwidth
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Compared with regular bandwidth tests, bi-directional bandwidth tests are even more communication intensive because both sides are actively sending and receiving data. In this subsection, we present the results for these tests.



Figure 15: Mellanox BiBW Results 211



1600



206



1000



201



1



196



0.9



191 186



800



181



600



0.7 0.6 0.5



176



400 200



0.4



171



0.3



166



0.2 0.1



161



0



64 12 8 25 6 51 2 10 24 20 48 40 96 81 9 16 2 38 32 4 76 65 8 5 13 36 10 26 72 21 52 44 42 8 1E 8 +0 6



0



Chelsio RDMA Chelsio TCP Mellanox RDMA Mellanox TCP



0.8



CPU U tiliz ation



1200



RDMA power TCP power RDMA bandwidth TCP bandwidth



Power (watts)



A ggregate B and wid th (M B /s)



1400



64



128



256



512



1024



2048



4096 8192 16384 M essage S iz e (b y tes)



32768



65536



131072



262144



524288



1048576



262144



524288



1048576



262144



524288



1048576



M essage S iz e (b y te)



Figure 17: CPU Utilization for BiBW Tests Figure 16: Chelsio BiBW Results 100.00
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this to the inefficiencies in the current implementations of RDMA for small messages in the blocking mode. However, one thing we should note is that for small messages, the power increase compared with the idle power is quite small. For high-end servers, power management often focuses on controlling the peak power which affects factors such as system reliability and cooling cost. Therefore, in these cases, it is important to focus on power efficiencies for large message transfers where the server power consumption is high. For the bandwidth tests, as we can see from Figures 3 and 4, peak powers are achieved for messages larger than 8192 bytes. Our observation is the following:
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Figure 18: Bus Transactions for BiBW Tests
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Observation 4: For large messages, RDMA outperforms TCP significantly and is about 2 to 4 times more power efficient in terms of BPE. In Figures 11 and 12, we show the BPCPU results. As we can see, the BPCPU numbers follow a similar trend as the BPE numbers. For small messages, both the Mellanox HCAs and the Chelsio RNICs need more CPU cycles per byte when using RDMA. This contributes to the fact that RDMA consumes more power for small messages, as we have shown in Figures 3 and 4. For large messages, RDMA consumes much fewer CPU cycles per byte and it can perform more than two orders of magnitude better in terms of BPCPU for certain message sizes. We present the BPBUS results in Figures 13 and 14. For our servers, the maximum amount of data transferred per each bus transaction event is one cache line. The Intel CPUs in our servers have a 64 byte cache line size. The maximum value for BPBUS is 64 bytes/transaction. From the figures, we again can see that TCP achieves slightly higher bytes per bus transaction for very small messages (no more than 256
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Figure 19: BPE for BiBW Tests



Figures 15 and 16 show the aggregate bandwidth and power numbers for the tests. From Figure 15, we can observe that with the Mellanox HCAs, RDMA gives better bandwidth for all message sizes. RDMA was able to achieve a peak aggregate bandwidth of 1925 MB/s, while TCP achieved a peak of only about 1288 MB/s. In Figure 16, we can see that with the Chelsio RNICs, TCP achieved higher bandwidth for messages smaller than 32768 bytes. Furthermore, we have observed significant bandwidth drops in both the RDMA and TCP performance curves for messages larger
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to 300 times better for Chelsio. For the BPBUS numbers, RDMA comes close to the optimal value of 64 with messages larger than 4096 bytes for both Mellanox and Chelsio, while with TCP, the peak is 25 for the Mellanox HCAs and 18 for the Chelsio RNICs.
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In this section, we study several important factors that can affect the performance and the power consumption of RDMA capable NICs. First, we show the impact of using polling instead of blocking in RDMA communication. Then, we study the impact of CPU speeds on both RDMA and TCP communication. At the end of the section, we quantify the effect of extra memory copies on RDMA performance and power.



Figure 20: Bytes per CPU Cycle for BiBW Tests
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5. FACTORS AFFECTING RDMA PERFORMANCE AND POWER
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Figure 21: Bytes per Bus Transaction for BiBW Tests
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than 65536 bytes. Although we are still investigating the cause of the drops, we suspect that it is because the Chelsio RNICs were not able to handle bi-directional traffic efficiently. The Chelsio RNICs achieved a peak aggregate bandwidth of 1421 MB/s with RDMA, and 958 MB/s with TCP. For the Mellanox HCAs, RDMA consumes more power for small messages, but much less for large messages. RDMA has a peak power of 179 watts while TCP peak power can be as high as 205 watts. For the Chelsio RNICs, RDMA consumes less power except for 64 byte messages. Peak power is around 183 watts for RDMA, and around 206 watts for TCP. In Figures 17 and 18, we show the CPU utilization and the number of bus transactions per second for the bi-directional bandwidth tests. For CPU utilization, we can see that TCP numbers quickly become close to saturated (100%) except for 131072 and 262144 byte messages with the Chelsio RNICs. These messages correspond to the bandwidth drop we observed in Figure 16. Since for these messages the CPU is not saturated, the bandwidth drop is likely due to some bottleneck in the RNICs. The CPU utilization for RDMA decreases with the size of the messages, and becomes almost negligible for very large messages. As to the results of bus transactions per second, we can see that for both Mellanox HCAs and Chelsio RNICs, TCP communication results in significantly higher numbers than RDMA, except for small messages. Similar to the bandwidth tests, we show the BPE, BPCPU, and BPBUS results for the bi-directional bandwidth tests in Figures 19, 20, and 21. In Figure 19, we can observe that RDMA communication is more power efficient than TCP for Mellanox, except for messages smaller than 512 bytes. The results for the Chelsio RNICs are similar: RDMA starts to outperform TCP as the message size becomes larger than 512 bytes. In Figures 20 and 21, we see again that RDMA uses CPU cycles and memory more efficiently than TCP for large messages. For the BPCPU numbers, RDMA can be up to over 200 times better than TCP for Mellanox and up
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Figure 22: Mellanox Latency Results: Polling vs. Blocking 100
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Figure 23: Chelsio Latency Results: Polling vs. Blocking



5.1 Polling vs. Blocking As we have shown earlier, for small messages, RDMA does not have a clear performance advantage compared with TCP in the blocking mode. In practice, many RDMA interconnects are optimized to operate in the polling mode, which gives better performance by avoiding the overhead of event handling and interrupt processing. In Figures 22 and 23, we compare the performance and power of the blocking mode and the polling mode for the latency tests. (The bandwidth and bi-directional bandwidth tests follow a similar trend.) We can see that polling does improve performance for both the Mellanox HCAs and the Chelsio RNICs. However, their power consumption also increases considerably when operating in the polling mode. The reason for this increase is because in the polling mode, the CPU has to poll on a memory location constantly, which results in 100% CPU utilization and increases power consumption. For large messages, we can see that the difference between polling and blocking is around 10 to 12 watts.
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For small messages, the difference is less because the CPU already spends a considerable amount of time for communication even in the blocking mode. From the results, we can see that although polling can result in better performance, we should be judicious about using it in environments that have strict power constraints. Thus, we have the following observation:



of the Chelsio RNICs are very similar. In Figures 24 and 25, we show the aggregate bandwidth for different messages in four throttling states: T0, T2, T4, and T6. In T0, the CPUs run at normal speed and are not throttled at all. In T2, the CPUs are 25% throttled and only 75% of the cycles are effective. In T4, the CPUs run about half the normal speed because only 50% of the cycles are effective. In T6, the CPUs are only one fourth of the normal speed. From the figures, we can see that CPU throttling affects RDMA performance moderately for 8192 byte messages. For large messages, CPU throttling does not have much impact on RDMA performance. However, TCP performance is highly sensitive to CPU throttling. In fact, the aggregate bandwidth almost decreases linearly as the CPUs are throttled. For example, when in state T4, TCP only achieved a bandwidth of around 300 MB/s, compared with over 1200 MB/s when there was no throttling. The results we obtained from Figures 24 and 25 are expected because unlike RDMA which offloads a large part of the communication processing to the NICs, TCP uses mostly CPU cycles for communication processing. As a result, its performance is highly dependent on the CPU speed. In other words, we can summarize our findings as the following:



Observation 6: Except for those applications that are very sensitive to communication latencies, blocking should be the preferred communication mode for saving power.
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Observation 7: RDMA lends itself much better to the DFVS technique than TCP, because RDMA communication performance is affected much less by the CPU speed.
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Figure 24: Mellanox RDMA Results with CPU Throttling 1600 T0 (No Throttling)
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5.3 Impact of Extra Copies
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In order to quantify the impact of extra memory copies on RDMA performance, we have added options to our microbenchmarks to perform a memory copy before a message is sent out and after a message is received. For the Mellanox bandwidth tests, we compare the new results with the original ones in Figures 26, 27, and 28. (The Chelsio results are similar and thus not shown here. We also only show the results for the initiator side, since those for the target side are not much different.) Figure 26 shows how the extra copies affect the bandwidth and power numbers. We can see that the copies result in a noticeable drop in bandwidth, especially for large messages. Without copies, we can reach a peak bandwidth of about 965 MB/s. With the extra copies, however, we can only get up to 773 MB/s. We can also see that the extra memory copies increase power consumption for all message sizes. For example, when the message size exceeds 65536 bytes, the extra copies lead to a power increase of about 5 watts. One contributing factor to the power increase is the high CPU utilization introduced by the extra copies, which can be seen in Figure 27. For large messages, the extra copies increase the CPU utilization from less than 1% to over 18%. The BPCPU results are also much lower when the copies are used. The extra copies also result in a significantly higher number of bus transactions. In Figure 28, we can observe that the copies lead to drops of up to 50% for BPBUS numbers. The overall power efficiencies are also reduced by half, as can be seen from the same figure. One thing we should point out is that in our tests with extra copies, we have used only one extra buffer to or from which the memory copies are made on either the initiator side or the target side. Most of the time, this buffer can stay in the processor cache. In most applications, however,
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Figure 25: Mellanox TCP Results with CPU Throttling



5.2 Impact of CPU Speed One common CPU power-saving technique is dynamic frequency/voltage scaling (DFVS). In DFVS, power consumption is reduced by decreasing the CPU frequency as well as the operating voltage. Previously, researchers have shown that power saving can be achieved for communication intensive applications without significant adverse performance impact by applying DFVS in the communication phase [28, 30]. The CPUs in our servers have very limited support for DFVS. As a result, we have used a different technique called CPU throttling to reduce the speed of the CPUs. In CPU throttling, the CPUs are forced to run some percentage of its cycles in the idle mode instead of executing application instructions. We need to point out that CPU throttling is an old technique and does not result in significant power savings compared with DFVS. However, it can vary the speed of our CPUs more significantly and allows us to study the impact on communication performance. We have chosen the bi-directional bandwidth tests for this study as they are the most communication intensive. We only show the results for the Mellanox HCAs, as the results



335



171



0.8



20



M essage S iz e (b y tes)



10



81 92 16 38 4 32 76 8 65 53 6 13 10 72 26 21 44 52 42 88 1E +0 6



48



96 40



2



0 24



0 20



0.001



51



0



10



0.1



8



64 12 8 25 6



M essage S iz e (b y tes)



20



0.2



6



157 51 2 10 24 20 48 40 96 81 9 16 2 38 32 4 76 65 8 5 13 36 10 26 72 21 52 44 42 8 1E 8 +0 6



0



0.01



30 40



25



159



40 60



64



200



0.3



50 80



12



161



0.4



60



100 B y tes per CPU Cy cle



163



0.1



51 2 10 24 20 48 40 96 81 92 16 38 4 32 76 8 65 53 6 13 10 72 26 21 44 52 42 88 1E +0 6



400



0.5



70



BPE (No Copy) BPE (with Copy)



1



0.6



25 6



165



Power (watts)



B and wid th (M B /s)



167



600



Bytes per Bus Transaction (with Copy)



CPU Utilization (No Copy)



0.7



169



80 Bytes per Bus Transaction (No Copy)



120



CPU Utilization (with Copy)



Bandwidth (with Copy)



800



140



Bytes per CPU Cycle (with Copy)



Power (with Copy) Bandwidth (No Copy)



10 Bytes per CPU Cycle (No Copy)



B y tes per B us T ransaction



0.9



B PE (M B /joule)



1



173



64



1000



175



12 8



Power (No Copy)



CPU U tiliz ation



1200



M essage S iz e (b y tes)



Figure 26: Impact of Copies on Band- Figure 27: Impact of Copies on CPU Figure 28: Impact of Copies on BPE and width and Power (Mellanox) Utilization (Mellanox) BPBUS (Mellanox)



the memory footprints can be much larger than those in our tests, which leads to much higher cache miss ratio. Therefore, our results can be seen as lower bounds of the impact. In real applications, extra copies will likely require much more CPU cycles and bus transactions due to the cache misses. We summarize the results in this subsection as the following:



authors included a power study of Myrinet and Quadrics interconnects. Our evaluations complement existing work by providing a detailed power study of two popular RDMA capable adapters based on industry standards.



7. CONCLUSIONS AND FUTURE WORK



Observation 8: Extra copies in RDMA communication protocols can result in considerably less performance, more power consumption, and higher overhead in terms of CPU cycles and memory bus transactions.
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In this paper, we presented a detailed power/energy study of RDMA and TCP/IP. Unlike previous research, our work focused on the power aspect of the problem: We quantified the benefits of RDMA in terms of power savings and explained the reasons. Our research found that RDMA generally has significantly better power efficiencies compared with TCP/IP, especially during communication intensive phases such as for large messages. To a large extent, the higher power efficiencies of RDMA are achieved by reducing the interactions between the network adapters and other system components such as the CPUs and the memory: Although nearly the same amount of data must be transferred through the network adapters for both RDMA and TCP/IP, RDMA requires much fewer CPU cycles for protocol processing and also generates much less memory bus traffic. As a result, it can provide considerable power savings. We have also studied several important factors that may have an impact on the performance and the power consumption of RDMA adapters such as the use of polling versus blocking, CPU speeds, and extra memory copies. We found that blocking consumes less power than polling: In our testbed, the use of blocking can result in power savings of 10 to 12 watts in some cases. We also showed that RDMA performance depends much less on CPU speed than that of TCP/IP, which makes RDMA more suitable for techniques such as DVFS. And lastly, we have used experiments to quantify the impact of extra memory copies on RDMA power consumption. There are several possible research directions which we are interested in pursuing in the future. First, we would like to extend our current work by using real world applications in addition to micro-benchmarks. Second, based on our empirical data, we are planning to construct analytical models to predict the power consumption of network adapters. Another research topic we are interested in working on is to study the power characteristics of other common communication patterns such as collective communication.



RELATED WORK



Our work has exploited CPU performance counters to analyze the source of power consumption. In the past, CPU performance counters have been used in numerous research studies in power management, such as [26, 27, 9]. By using this popular technique, we were able to provide more insight into the interaction between the communication protocols and system components such as CPUs and memory. Previously, many researchers have carried out detailed evaluations of modern RDMA capable network interconnects such as InfiniBand and iWARP [32, 31, 6, 38, 10, 15, 5] as well as 10 Gigabit Ethernet [24, 19, 4]. However, existing studies mainly concentrated on the performance aspects of the interconnects such as communication latency and bandwidth as well as protocol CPU overhead. In this paper, our focus is on the power aspect of InfiniBand and iWARP. Many research studies have been done in the area of power management for communication protocols. Some examples include [17], [41], [3], and [7]. Most of these studies, however, focused on wireless communication in mobile systems. In comparison, we have provided a detailed study for protocols using RDMA capable network adapters which are usually deployed in high-end systems. Power management used to be primarily associated with mobile and embedded systems. Recently, however, it has also become very important for high-end servers [12, 29, 8, 35] as well as high performance computing systems [18, 21, 20, 23]. Although the previous research studies have tackled many different areas in power management for these highend systems, very few of them have chosen RDMA capable high-speed interconnects (such as InfiniBand and iWARP) as their focus. One notable exception is in [44], where the



336



8.



REFERENCES



[23] C. Hsu and W. Feng. A power-aware run-time system for high-performance computing. In Proceedings of the 2005 ACM/IEEE conference on Supercomputing, 2005. [24] J. Hurwitz and W. Feng. End-to-end performance of 10-gigabit Ethernet on commodity systems. Micro, IEEE, 24(1):10–22, 2004. [25] InfiniBand Trade Association. InfiniBand Architecture Specification, Release 1.2. [26] C. Isci and M. Martonosi. Runtime Power Monitoring in High-End Processors: Methodology and Empirical Data. In Proceedings of the 36th annual IEEE/ACM International Symposium on Microarchitecture. IEEE Computer Society Washington, DC, USA, 2003. [27] C. Isci and M. Martonosi. Phase characterization for power: Evaluating control-flow-based and event-counter-based techniques. In Proceedings of the Twelfth International Symposium on High-Performance Computer Architecture (HPCA06), February, 2006. [28] N. Kappiah, V. W. Freeh, and D. K. Lowenthal. Just In Time Dynamic Voltage Scaling: Exploiting Inter-Node Slack to Save Energy in MPI Programs. In Proc. of IEEE/ACM Supercomputing 2005: High Performance Computing, Networking Storage, and Analysis Conference, 2005. [29] C. Lefurgy, K. Rajamani, F. Rawson, W. Felter, M. Kistler, and T. Keller. Energy Management for Commercial Servers. COMPUTER, pages 39–48, 2003. [30] M. Lim, V. W. Freeh, and D. K. Lowenthal. Adaptive, transparent frequency and voltage scaling of communication phases in mpi programs. IEEE/ACM Supercomputing, November, 2006. [31] J. Liu, B. Chandrasekaran, J. Wu, W. Jiang, S. Kini, W. Yu, D. Buntinas, P. Wyckoff, and D. K. Panda. Performance Comparison of MPI Implementations over InfiniBand Myrinet and Quadrics. In Supercomputing 2003: The International Conference for High Performance Computing and Communications, Nov. 2003. [32] J. Liu, B. Chandrasekaran, W. Yu, J. Wu, D. Buntinas, S. Kini, D. Panda, and P. Wyckoff. Microbenchmark Performance Comparison of High-Speed Cluster Interconnects. IEEE MICRO, pages 42–51, 2004. [33] Mellanox Technologies. http://www.mellanox.com. [34] OpenFabrics Alliance. OpenFabrics Alliance Web Site. http://www.openfabrics.org/. [35] V. Pandey, W. Jiang, Y. Zhou, and R. Bianchini. DMA-Aware Memory Energy Management. In Proceedings of HPCA, February, 2006. [36] M. Pettersson. perfctr patches. http://user.it.uu.se/ mikpe/linux/perfctr/. [37] J. Pinkerton. The Case for RDMA. http://www.rdmaconsortium.org/. [38] M. Rashti and A. Afsahi. 10-Gigabit iWARP Ethernet: Comparative Performance Analysis with InfiniBand and Myrinet-10G. In Proceedings of the International Workshop on Communication Architecture for Clusters (CAC), held in conjunction with IPDPS, volume 7, page 234. [39] R. Recio, P. Culley, D. Garcia, and J. Hilland. An RDMA Protocol Specification (Version 1.0) . http://www.rdmaconsortium.org/home/draft-recio-iwarprdmap-v1.0.pdf. [40] H. Shah, J. Pinkerton, R. Recio, and P. Culley. Direct Data Placement over Reliable Transports. http://www.rdmaconsortium.org/home/draft-shah-iwarp-ddpv1.0.pdf. [41] E. Shih, P. Bahl, and M. J. Sinclair. Wake on wireless: An event driven energy saving strategy for battery operated devices. In Proceedings of the Eighth Annual International Conference on Mobile Computing and Networking (MOBICOM’02), Sept. 2002. [42] Q. Snell, A. Mikler, and J. Gustafson. NetPIPE: A Network Protocol Independent Performance Evaluator. IASTED International Conference on Intelligent Information Management and Systems, 6, 1996. [43] A. Tirumala, F. Qin, J. Dugan, J. Ferguson, and K. Gibbs. Iperf-The TCP/UDP bandwidth measurement tool. URL: http://dast. nlanr. net/Projects/Iperf, 2004. [44] R. Zamani, A. Afsahi, Y. Qian, and C. Hamacher. A Feasibility Analysis of Power-Awareness and Energy Minimization in Modern Interconnects for High-Performance Computing. In Proc. of IEEE Cluster 2007, 2007.



[1] Intelligent Platform Management Interface Specifications. http://www.intel.com/design/servers/ipmi/spec.htm. [2] IP over InfiniBand Working Group. http://www.ietf.org/-html.charters/ipoib-charter.html. [3] M. Anand, E. B. Nightingale, and J. Flinn. Self-tuning wireless network power management. In Proceedings of the Ninth Annual International Conference on Mobile Computing and Networking (MOBICOM’03), Sept. 2003. [4] P. Balaji, W. Feng, and D. Panda. Bridging the Ethernet-Ethernot Performance Gap. IEEE MICRO, 26(3):24, 2006. [5] P. Balaji, H. Shah, and D. Panda. Sockets vs RDMA Interface over 10-Gigabit Networks: An In-depth analysis of the Memory Traffic Bottleneck. In RAIT Workshop 2004. [6] C. Bell, D. Bonachea, Y. Cote, J. Duell, P. Hargrove, P. Husbands, C. Iancu, M. Welcome, and K. Yelick. An evaluation of current high-performance networks. In International Parallel and Distributed Processing Symposium (IPDPS’03), April 2003. [7] D. Bertozzi, A. Raghunathan, L. Benini, and S. Ravi. Transport protocol optimization for energy efficient wireless embedded systems. In Proceedings of the Conference on Design Automation and Test in Europe (DATE’03), Mar. 2003. [8] R. Bianchini and R. Rajamony. Power and Energy Management for Server Systems. COMPUTER, pages 68–76, 2004. [9] W. Bircher and L. John. Complete System Power Estimation: A Trickle-Down Approach Based on Performance Events. In Performance Analysis of Systems & Software, 2007. ISPASS 2007. IEEE International Symposium on, pages 158–168, 2007. [10] R. Brightwell, D. Doerfler, and K. Underwood. A comparison of 4X InfiniBand and Quadrics Elan-4 technologies. In Cluster Computing, 2004 IEEE International Conference on, pages 193–204, 2004. [11] G. Buzzard, D. Jacobson, M. Mackey, S. Marovich, and J. Wilkes. An Implementation of the Hamlyn Sender-Managed Interface Architecture. ACM SIGOPS Operating Systems Review, 30(si):245–259, 1996. [12] J. Chase, D. Anderson, P. Thakar, A. Vahdat, and R. Doyle. Managing energy and server resources in hosting centers. In Proceedings of the eighteenth ACM symposium on Operating systems principles, pages 103–116, 2001. [13] Chelsio Communications. Chelsio 10GbE NICs. http://www.chelsio.com. [14] P. Culley, U. Elzur, R. Recio, S. Bailey, and J. Carrier. Marker PDU Aligned Framing for TCP Specification. http://www.rdmaconsortium.org/home/draft-culley-iwarpmpa-v1.0.pdf. [15] D. Dalessandro, P. Wyckoff, O. Center, and O. Springfield. A Performance Analysis of the Ammasso RDMA Enabled Ethernet Adapter and its iWARP API. Cluster Computing, 2005. IEEE International, pages 1–7, 2005. [16] C. Dubnicki, A. Bilas, Y. Chen, S. Damianakis, and K. Li. VMMC-2: Efficient Support for Reliable, Connection-Oriented Communication. In Proc. Hot Interconnects Conf., Aug, 1997. [17] L. Feeney and M. Nilsson. Investigating the energy consumption of a wireless network interface in an ad hoc networking environment. In Proceedings of the Twentieth Annual Joint Conference of the IEEE Computer and Communications Societies (INFOCOM’01), Apr. 2001. [18] W. Feng. Making a Case for Efficient Supercomputing. Queue, 1(7):54–64, 2003. [19] W. Feng, P. Balaji, C. Baron, L. Bhuyan, D. Panda, C. Sci, and E. Riverside. Performance Characterization of a 10-Gigabit Ethernet TOE. In Proceedings of the IEEE International Symposium on High-Performance Interconnects (HotI), 2005. [20] V. W. Freeh and D. K. Lowenthal. Using multiple energy gears in MPI programs on a power-scalable cluster. In Proceedings of the tenth ACM SIGPLAN symposium on Principles and practice of parallel programming, pages 164–173, 2005. [21] V. W. Freeh, F. Pan, N. Kappiah, D. K. Lowenthal, and R. Springer. Exploring the Energy-Time Tradeoff in MPI Programs on a Power-Scalable Cluster. In Parallel and Distributed Processing Symposium, 2005. Proceedings. 19th IEEE International, pages 4a–4a, 2005. [22] J. Hilland, P. Culley, J. Pinkerton, and R. Recio. RDMA Protocol Verbs Specification. http://www.rdmaconsortium.org/home/draft-hilland-iwarpverbs-v1.0-RDMAC.pdf.



337



























[image: pdf-12119\power-foods-high-performance-nutrition-for-high ...]
pdf-12119\power-foods-high-performance-nutrition-for-high ...












[image: High Performance Power Solutions for AMD ... - Linear Technology]
High Performance Power Solutions for AMD ... - Linear Technology












[image: pdf-1874\high-performance-healthcare-using-the-power-of ...]
pdf-1874\high-performance-healthcare-using-the-power-of ...












[image: HIGH PERFORMANCE ARCHITECTURE.pdf]
HIGH PERFORMANCE ARCHITECTURE.pdf












[image: CREATING HIGH PERFORMANCE COMPANIES Garment ...]
CREATING HIGH PERFORMANCE COMPANIES Garment ...












[image: High-performance weather forecasting - Intel]
High-performance weather forecasting - Intel












[image: High Performance Computing.pdf]
High Performance Computing.pdf












[image: High Performance Architecture.pdf]
High Performance Architecture.pdf












[image: High Performance Computing]
High Performance Computing












[image: High Performance Polymers]
High Performance Polymers












[image: High Performance Computing]
High Performance Computing












[image: High-performance weather forecasting - Intel]
High-performance weather forecasting - Intel












[image: High Performance Computing]
High Performance Computing












[image: High Performance Marketing]
High Performance Marketing












[image: High Performance Computing]
High Performance Computing












[image: High Performance Computing]
High Performance Computing












[image: a high-performance microsystem for isolating viable ...]
a high-performance microsystem for isolating viable ...












[image: A Low-Overhead High-Performance Unified Buffer ... - CiteSeerX]
A Low-Overhead High-Performance Unified Buffer ... - CiteSeerX












[image: pdf-1873\ford-total-performance-fords-legendary-high-performance ...]
pdf-1873\ford-total-performance-fords-legendary-high-performance ...












[image: The CHART System: A High-Performance, Fair ... - Semantic Scholar]
The CHART System: A High-Performance, Fair ... - Semantic Scholar















Evaluating high performance communication: a power ...






Jun 12, 2009 - However, as power man- agement has become essential for high-end systems such as enterprise servers and high performance computing ... 






 Download PDF 



















 2MB Sizes
 3 Downloads
 316 Views








 Report























Recommend Documents







[image: alt]





pdf-12119\power-foods-high-performance-nutrition-for-high ... 

... the apps below to open or edit this item. pdf-12119\power-foods-high-performance-nutrition-for- ... ds-high-performance-nutrition-for-high-performanc.pdf.














[image: alt]





High Performance Power Solutions for AMD ... - Linear Technology 

L, LT, LTC, LTM, Linear Technology, the Linear logo PolyPhase, Burst Mode are registered trademarks .... design can achieve high efficiency, small size and low.














[image: alt]





pdf-1874\high-performance-healthcare-using-the-power-of ... 

... apps below to open or edit this item. pdf-1874\high-performance-healthcare-using-the-power-o ... ships-to-achieve-quality-efficiency-and-resilience.pdf.














[image: alt]





HIGH PERFORMANCE ARCHITECTURE.pdf 

(b) Using the simple procedure for dependence construct all the dependences for the loop nest below. and provide [7M]. i. direction vector(s),. ii. distance ...














[image: alt]





CREATING HIGH PERFORMANCE COMPANIES Garment ... 

CREATING HIGH PERFORMANCE COMPANIES Garment Manufacturing.pdf. CREATING HIGH PERFORMANCE COMPANIES Garment Manufacturing.pdf.














[image: alt]





High-performance weather forecasting - Intel 

in the TOP500* list of the world's most powerful supercomputers, the new configuration at ... be added when the list is next published ... precise weather and climate analysis ... Software and workloads used in performance tests may have been ...














[image: alt]





High Performance Computing.pdf 

Explain in detail dynamic pipelines and reconfigurability. 16. Explain Associative array processing. OR. 17. Write a short note on. a) Memory organisation.














[image: alt]





High Performance Architecture.pdf 

If there is a loop carried dependence, then that loop cannot be parallelized? Justify. [7M]. UNIT â€“ II. 3. (a) For the following example, construct valid breaking ...














[image: alt]





High Performance Computing 

Nov 8, 2016 - Faculty of Computer and Information Sciences. Ain Shams University ... Tasks are programmer-defined units of computation. â€¢ A given ... The number of tasks that can be executed in parallel is the degree of concurrency of a ...














[image: alt]





High Performance Polymers 

Nov 28, 2008 - terials severely limits the extent of their application. Poly(l .... ing electron donating groups synthesized in poly(phosphoric acid) increases with ...














[image: alt]





High Performance Computing 

Nov 29, 2016 - problem requires us to apply a 3 x 3 template to each pixel. If ... (ii) apply template on local subimage. .... Email: [email protected].














[image: alt]





High-performance weather forecasting - Intel 

IntelÂ® XeonÂ® Processor E5-2600 v2 Product Family. High-Performance Computing. Government/Public Sector. High-performance weather forecasting.














[image: alt]





High Performance Computing 

Dec 20, 2016 - Speedup. â€“ Efficiency. â€“ Cost. â€¢ The Effect of Granularity on Performance .... Can we build granularity in the example in a cost-optimal fashion?














[image: alt]





High Performance Marketing 

However, many companies either create ... (CRM) software and the rise of 1-to-1 marketing. The ... is expected [to] reach $10 billion in 2001 (according to.














[image: alt]





High Performance Computing 

Nov 1, 2016 - Platforms that support messaging are called message ..... Complete binary tree networks: (a) a static tree network; and (b) a dynamic tree ...














[image: alt]





High Performance Computing 

Computational science paradigm: 3) Use high performance computer systems to simulate the ... and marketing decisions. .... Email: [email protected].














[image: alt]





a high-performance microsystem for isolating viable ... 

Jan 16, 2010 - ... of target cells to about 95% with close to 100% sensitivity. -. CONCLUSIONS. 1Dept. Aerospace and Mechanical Engineering, 2Dept. Molecular and Cellular Biology,. 3Arizona Cancer Center, 4College of Optical Sciences, 5Dept. Biomedic














[image: alt]





A Low-Overhead High-Performance Unified Buffer ... - CiteSeerX 

In traditional file system implementations, the Least. Recently Used (LRU) block replacement scheme is widely used to manage the buffer cache due to its sim-.














[image: alt]





pdf-1873\ford-total-performance-fords-legendary-high-performance ... 

Try one of the apps below to open or edit this item. pdf-1873\ford-total-performance-fords-legendary-high-performance-street-and-race-cars.pdf.














[image: alt]





The CHART System: A High-Performance, Fair ... - Semantic Scholar 

a high degree of network information between network ele- ments and end hosts and ... familiar in the rest of information technology; particularly, the ability to ...


























×
Report Evaluating high performance communication: a power ...





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















