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Evaluation of Real-time Dynamic Time Warping Methods for Score Following Robert Macrae, Simon Dixon



Abstract—The process of aligning pairs of time series, such as music recordings with musical scores, is a widely studied problem with applications in many fields. Automatic attempts at solving this task commonly rely on Dynamic Time Warping (DTW) to find an optimal alignment between the time series. DTW suffers from two main drawbacks: that it is computationally inefficient, and unable to align signals in real-time. This work presents and evaluates six modifications of DTW, aimed at solving such problems, in the context of a score following system. We also examine techniques for authoring ground-truth alignments in an efficient manner using part manual and part automated means. The proposed methods synchronise segments of audio and metadata in less than one percent of the duration of the audio with accuracy rates competitive with state-of-the-art offline methods. Index Terms—Synchronisation, Alignment, Dynamic Programming



I. I NTRODUCTION
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OR those who have musical training, following a piece of music through a score can be a trivial process. However, due to the many possible variations with which a piece may be reproduced whilst remaining true to the score, training computers to be robust enough to follow the score automatically and accurately remains a challenging area of audio signal processing. The benefits of such a system involve being able to automatically accompany the musician, turn their pages or otherwise cue performance based effects [1]. Score following was first performed using dynamic programming by Dannenberg in 1984 [2]. Since then methods based on Hidden Markov Models (HMMs) [3], [4], [5], [6] have become prevalent, although other methods have been proposed, such as general sequential and tree-based algorithms [7]. HMMs are used to estimate the current playing position by modelling the music and the score as a hidden Markov chain. However, HMMs require training on suitable data in order to learn the transition probabilities of the music. Closely related tasks are audio-audio alignment and off-line score-alignment (for interacting with music databases). In non real-time score and audio synchronisation methods, where it is allowable for the alignment to look ahead of the current part being aligned, and where computational efficiency is not such an issue, one method that has been shown to be very accurate is that of Dynamic Time Warping (DTW) [8], [9], [10]. DTW was first used to synchronise audio in the context of word recognition in the 70’s by Itakura [11], Sakoe and Chiba [12], and Myers, Rabiner and Rosenberg [13], [14]. Since then it has been applied to other types of speech processing, audio-audio R. Macrae and S. Dixon are with the Centre for Digital Music at Queen Mary University of London. R. Macrae is supported by an EPSRC DTA studentship. e-mail: [email protected].



alignment [15], datamining [16], gesture recognition [17], face recognition [18], medicine [19], analytical chemistry [20], and others. In DTW, a similarity matrix is calculated for the two sequences to be aligned and dynamic programming is used to find the minimal cost path through this matrix. As each element of the sequence has to be compared with each element of the other sequence to calculate the cost of each point, the calculation of the matrix scales inefficiently with larger pieces. This, combined with the requirement of knowing the start and end points of the pieces, makes DTW unsuitable for real-time score alignment. There have been a number of attempts to make DTW more efficient, including implementing a bounding limit on the path such as Sakoe and Chiba’s bounds [12] or Itakura’s slope constraints [11]. Also, Salvador and Chan proposed in “FastDTW” [21] to use a multi-resolution DTW to bound a high resolution path within that of a low resolution. Following on from this, Dixon showed how it is possible to build the accumulated cost matrix in an iterative and progressive manner in Online Time Warping [15] (OTW). This allowed DTW to not only be usable in real-time but also brought time and memory costs down from quadratic to linear, significantly reducing the time taken to align larger pieces. OTW was used in an audio to audio synchronisation application called MATCH [22] that can synchronise a pair of audio pieces in approximately 4% of the total time of the two pieces’ durations with an average accuracy of 64 ms. Audio to audio synchronisation methods can be adapted to align a symbolic score with an audio recording by synthesising the score to audio. Thus the causal version of OTW could be used as a score following method. Previous work in this area resulted in MIDIMATCH [23] that added a direct MIDI to chroma mapping to avoid the costly synthesis and feature extraction steps. Niedermayer has taken OTW as the basis for an offline audio to score alignment [24] and includes a refinement step to increase the number of notes matched at the fine-accuracy range of 10ms from 30% to 40%. However such refinement stages are unworkable in a real time context. A real-time score following system was built with OTW that added heuristics to the path cost and simultaneously kept track of three path hypotheses [25]. In other work, MuViSync’s realtime DTW method was based on OTW and used a forward path to estimate a sequential DTW method to align audio to audio in real-time for the purpose of synchronising audio to music videos [30]. Evaluation of score following methods is problematic as manually aligned test data is required. It is possible to use MIDI synthesis to generate audio test data, where the MIDI is synthesised and altered with the purpose being to rediscover
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the alteration, however this method does not give a realistic estimate of performance on natural recordings, as synthetic data is easier to align than real test data. Due to this difficulty, previous evaluations of score following techniques use hand annotated data containing small quantities of test pieces. Real-time DTW techniques for score following have many applications. The position of the musician within a score can be used to trigger events such as the animation of musical scores, to synchronise multimedia performances, and for computer accompaniment [1]. Off-line score following to match scores to music could also benefit from the improved speed of a real-time algorithm, a boon when navigating webscale databases. We are starting to see educational applications and games such as Rock Prodigy1 automatically judging a musician’s performance using score following to know which part of the score to compare the performance with. Other areas where DTW is applied, such as audio synchronisation, speech processing, and gesture recognition, may also benefit from real-time DTW methods. The purpose of this work is to present and evaluate methods for score following based on Dynamic Time Warping. Also, the various bounding limits and local constraints that define the path finding algorithms’ search space will be compared to show the accuracy/efficiency trade-off. These methods will be examined using test data produced from a novel combination of automatic and manually produced reference points. The remainder of this paper is structured as follows: In Section II is an overview of the different methods that will be evaluated. Section III describes the evaluation procedure and test data. The results are examined in Section IV and conclusions are detailed in Section V. II. M ETHODS The synchronisation of score and audio is achieved via alignment of sequences of feature vectors as illustrated in Figure 1. In this section various methods and local constraints are described. In order to explain how the various methods differ from the original DTW method we will first describe DTW in its standard form. A. Conventional Dynamic Time Warping In order to perform DTW, a set of features is required from the two input pieces being aligned. In the case of audio signals this involves dividing the signal into overlapping frames and computing features such as spectral or chroma features. From these two feature sequences U = (u1 , u2 , ..., uM ) and V = (v1 , v2 , ..., vN ), DTW finds the optimum path, P = (p1 , p2 , ..., pW ), through the cost matrix dU,V (m, n), with m ∈ [1, M ] and n ∈ [1, N ], where each point pk = (mk , nk ) indicates that frames umk and vnk are part of the aligned path at position k. The final path PWis guaranteed to have the minimal overall cost, D(P ) = k=1 dU,V (mk , nk ), whilst satisfying the boundary conditions: p1 = (1, 1) and pW = (M, N ), the monotonicity conditions: mk+1 ≥ mk and nk+1 ≥ nk for all k ∈ [1, L], and any path constraints (see 1 See
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S c o r e D T W A l i g n m e n t C h r o m a A u d i o



Fig. 1. Illustration of DTW alignment of a score and audio recording. From top to bottom: The first pane shows the musical score for the current position. The second shows the similarity matrix (right) and the chromagram derived from the score (left). The third pane shows the audio mapped to a chromagram and the last pane shows a spectrogram of the audio.



subsection II-C). However, in the case of real-time DTW, the boundary condition is not applicable, as the future content, or pW = (M, N ), is unknown. B. Features Within the score following system implemented for this evaluation, scores are provided in MIDI format. These are then synthesised to audio using the software synthesiser Timidity2 before going through the same feature extraction as the audio. Chroma features are commonly used in music information retrieval [26], [17] and are based on mapping the spectrum to a single normalised 12 bin octave where each dimension corresponds to a musical pitch class. C. Constraints There are various ways constraints can be applied in DTW. Constraints were proposed by Itakura [11] and Sakoe and Chiba [12] as a means of limiting the area of the similarity matrix through which a path may pass, in order to reduce the computational complexity of DTW. The simplest type of constraint is a global constraint on the path P , which is independent of the values in the similarity matrix. One example of such a constraint, illustrated in the rightmost graphic in Figure 3, restricts the maximum distance of the alignment path from the main diagonal of the similarity matrix [12]. An 2 Timidity



is available at http://timidity.sourceforge.net/
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extension of this idea is used in multi-resolution approaches such as FastDTW [21], in which a coarse-resolution DTW path is computed, and a fixed-width band around this path is then used to constrain the generation of successively higher resolution paths. On the other hand, local constraints restrict the position of path points relative to neighbouring points, thereby determining the minimum and maximum slope of path segments and whether rows and/or columns of the similarity matrix may be skipped. Some examples of local constraints, as defined by Rabiner and Juang [27], are shown in Figure 2. They may be expressed as a set of vectors C = {(mk+1 − mk , nk+1 − nk )} indicating the possible steps from one path point pk = (mk , nk ) to the next point pk+1 = (mk+1 , nk+1 ). For example, the Type I local constraint in Figure 2 is expressed as C = {(1, 0), (1, 1), (0, 1)}. In the following paragraphs, we distinguish two ways in which local constraints may be used. A cost constraint, applied to the dynamic programming algorithm, defines which point within the similarity matrix a subsequent point originates from, based on the costs of the paths to the point which obey the local constraints. An accumulated cost matrix is computed from the similarity matrix such that every path point pk = (mk , nk ) has a path cost D(mk , nk ) that is a combination of the difference cost dU,V (mk , nk ) at that point and the minimum path cost to each of the possible preceding points D(mk−1 , nk−1 ), where (mk − mk−1 , nk − nk−1 ) ∈ C. For example, a standard DTW using the Type I local constraint (from Figure 2), where C = {(1, 0), (1, 1), (0, 1)}, would have a path cost to any point (mk , nk ) given by the following recursive definition: D(mk , nk ) = dU,V (mk , nk ) + min D(mk − i, nk − j), (1) (i,j)∈C



where D(1, 1) = dU,V (1, 1). A movement constraint defines possible successors to points on an alignment path, without reference to the context of overall path costs. For example, given a path point pk = (mk , nk ), the subsequent path point pk+1 might be chosen on the basis of the similarity cost at that point: pk+1 = arg min dU,V (mk + i, nk + j).



(2)



(i,j)∈C



This defines a greedy forward progression through the similarity matrix, which is useful to establish an upper bound on the minimum path cost or when a very fast algorithm is required. A movement constraint can also be used in conjunction with a cost constraint as a fast approximation to DTW, as described in subsection II-D below. In this work we have evaluated a variety of constraints from Rabiner and Juang [27], in addition to some of our own, for movement constraints, cost constraints, and combinations of both.



D. Real-time Score-Following Methods Here we describe the seven real-time alignment methods implemented and evaluated in this paper. A summary of the methods is given in Table I.



Fig. 2.
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Examples of local constraints defined by Rabiner and Juang [27].



Fig. 3. Potential path points within the Similarity Matrix for 3 types of constraint. From left to right: the Type III local constraint, the Type V local constraint and a global constraint.



1) The Greedy Method: The simplest method for establishing a low-cost path is a greedy approach which extends a partial path by the lowest cost reachable point, without taking the accumulated cost into account (see Equation 2). The Greedy method progressively calculates a path through the similarity matrix based on whichever subsequent point has the highest similarity (minimal cost) using a movement constraint to decide which points are considered. For the Greedy method, each step is locally optimal, but it is unlikely to find the globally optimal path. However, it does provide an upper bound for the other methods, and has a minimal computational cost. The Greedy method has a degree of latency dependent on the movement constraint chosen. 2) The Two-Step Method: The Two-Step method modifies the Greedy method with the use of a second constraint as a cost constraint (see Algorithm 1). The extension of the path at each step is constrained by the movement constraint, but the cost of reaching each allowed point is determined by the cheapest known path leading to the point via one the points determined by the cost constraint. The name of the method comes from the fact that the movement constraint determines a forward-looking set of path successor candidates, while the cost constraint provides the backward-looking search space for the cheapest path. The path determined in this way is monotonic, but as the calculation of cost can be based on alternative paths, the path cost could be non-monotonic. Two possible advantages of this method are envisaged: first, the non-monotonic path cost helps the path finding algorithm to recover from errors and not get trapped in local minima. Second, the use of a low-latency (small maximum step size) movement constraint can be combined with a cost constraint allowing larger steps, which might offset the path accuracy problems caused by the limited context of the movement constraint. 3) Windowed Time Warping: The Windowed Time Warping (WTW) method divides the alignment into a series of blocks
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TABLE I S UMMARY OF METHODS AND THEIR MAIN PROPERTIES . Name Greedy Two-Step WTW OTW-Jumping OTW-Constrained OTW-MATCH-F OTW-MATCH-B



Real-time yes yes yes yes yes yes no



Latency no no yes no no no yes



Monotonic yes yes yes no yes yes n/a



Input: Feature Sequences A, B, Difference Matrix dA,B , Cost Constraint Cc , Movement Constraint Cm Output: Path P = {p1 , p2 , ...} where pk ≡ (mk , nk ) k := 1; pk := (1, 1); D(pk ) := d(pk ); while mk < A.length and nk < B.length do Best := Null; for (i, j) ∈ Cm do Test := (mk + i, nk + j); if D(Test) = Null then for (u, v) ∈ Cc do if D(mk + i − u, nk + j − v) 6= Null then Cost := D(mk + i − u, nk + j − v) + dA,B (mk + i, nk + j); if D(Test)=Null or Cost


of frames (“windows”) that are aligned in order, using DTW, as the audio data is received. In a similar manner to how the audio data is segmented into overlapping frames, the windows in WTW have a window size and hop size to describe their size and spacing respectively, with a segment of the global alignment being computed via DTW for each window. A larger window size and/or smaller hop size will increase the accuracy of the alignment, as more of the cost matrix is calculated, however this will be less efficient. Examples of different window and hop sizes can be seen in Figure 4. The sequence of windows that make up the alignment of WTW can be either directed or undirected. To direct WTW the Greedy method mentioned above can be used to guide the small-scale standard DTW alignments. Once a DTW end point can be estimated, a DTW alignment is made over the top of the initial estimation. However, as the path goes further along



Fig. 4. The regions of the similarity matrix computed for various values of the window size (top row) and hop size (bottom row).



through this sub-matrix, it starts to be more constrained by the (estimated) end point. Therefore only a small section, designated by the WTW hop size, of the DTW path is actually selected for the final path. From the end of this selected path, the end point of the next DTW window is estimated and the next block is computed. The accumulated cost matrix is additionally constrained in that it only calculates areas that have a lower accumulated cost than that of the guiding forward path. We refer to this matrix as an A-Star Matrix [28] as we use the cost of the estimated path as an upper bound to abandon alternative paths when they become more costly. WTW has a degree of latency due to the need to receive enough frames for a DTW window to be calculated and for the path (and any live estimation of the synchronisation) to be updated. WTW is outlined in Algorithm 2 (omitting the details of computational savings with the A-Star Matrix). Input: Feature Sequences A, B, Difference Matrix dA,B , Constraint C, Window Size w, Hop Size h Output: Path P = {p1 , p2 , ...} where pk ≡ (mk , nk ) k := 1; pk := (1, 1); while mk < A.length and nk < B.length do q1 := pk ; for i := 2 to w do qi := arg minc ∈ C dA,B (qi−1 + c); end {rj }j=1,2,... := DTW(q1 , qw , C); for i := 1 to h do pk+i := ri ; end k := k + h; end return P ; Algorithm 2: The Windowed Time Warping algorithm, directed by the Greedy algorithm. DTW(a, b, C) is the standard dynamic time warping algorithm, with start point a, end point b and movement constraint C.
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4) On-Line Time Warping Jumping: OTW-Jumping is a score following modification of MATCH and is based on OTW (see Section I). Partial rows and columns of the accumulated cost matrix are calculated incrementally as required, with the choice of row or column being determined by the end point of the minimum-cost path to any point in the most recently computed row or column (see Figure 5). As an example, a new column of accumulated cost points will be calculated when the lowest cost path ends in the middle of the last-computed column (step 19 in Figure 5). There is also a limit for the length of these rows and columns, which defines the width of the band in width the path exists, similar to a dynamic version of the Sakoe and Chiba constraint [12]. This also determines the largest possible jump the synchronisation can make. The modifications to the original OTW method include changing the bias so that horizontal, vertical and diagonal steps are considered equally and allowing the path to move to any point on the most recently expanded row or column within the known path points. Therefore the path can ‘jump’ and does not satisfy the typical monotonicity condition: mk+1 ≥ mk and nk+1 ≥ nk for all k ∈ [1, L]. As it is not necessary for all the possible paths to be kept in memory, OTW-Jumping benefits from being less computationally expensive than the original MATCH method. The OTW-Jumping method is described in Algorithm 3. Input: Feature Sequences A, B, Accumulated Difference Matrix DA,B , Band Width b Output: Path P = {p1 , p2 , ...} where pk ≡ (mk , nk ) k := 1; pk := (1, 1); (r, c) = pk ; while mk < A.length and nk < B.length do if mk = r then r := r + 1; for v := c − b + 1 to c do Compute DA,B (r, v); end end if nk = c then c := c + 1; for u := r − b + 1 to r do Compute DA,B (u, c); end end k := k + 1; pk = arg minu=r or v=c DA,B (u, v); end return P ; Algorithm 3: On-Line Time Warping Jumping. The accumulated costs DA,B (u, v) are computed according to Equation 1, with the recursion restricted to points which have a previously computed accumulated cost. 5) On-Line Time Warping Constrained: OTW-Constrained is a variation on OTW which avoids latency and retains monotonicity by using a single step path constraint similar
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Fig. 5. An example showing the order of computation of partial rows and columns of the accumulated cost matrix using on-line time warping [15].



to the Type I local constraint in Figure 2. However, unlike the typical local constraint that selects the point with the lowest accumulated cost, the OTW-Constrained method instead selects the point which is closest to the lowest accumulated cost found within the bounding limits of the OTW matrix. 6) On-Line Time Warping MATCH (Forward Path): The original OTW application MATCH is included here for comparison purposes. For MATCH the MIDI files are synthesised first as MATCH aligns audio files. Unlike the other methods, MATCH has a set boundary limit and uses an alternative feature based on mapping the spectrum into 84 dimensions with the low end linearly scaled and the high end logarithmically scaled. We use two different configurations of MATCH. The first is the causal algorithm which uses the forward (zero-latency) path (Match-Forward), corresponding to the points (r, c) computed in each iteration of the main loop of Algorithm 3. 7) On-Line Time Warping MATCH (Backward Path): The second configuration of MATCH is the non-causal (off-line) algorithm which, like DTW, computes the optimal path backwards after all data has been processed (Match-Back). III. E VALUATION In this section we evaluate the accuracy and efficiency of the proposed methods and local constraints. In order to evaluate the accuracy, we require a ground truth set of alignment points with which to compare the alignment paths produced by the selected methods. These alignments will consist of note onset times for each score note, i.e. alignment points that should lie on the path identified by each algorithm. For each reference point, we will judge whether the correct alignment was found, relative to five levels of accuracy that specify the maximum difference between the known onset time and the corresponding coordinate on the alignment path. This shows the accuracy of the methods at various resolutions, which informs the choice of alignment methods for applications which may have specific requirements. For the purposes of
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Fig. 7. Using the Alignment Visualiser tool in Sonic Visualiser to check reference onset times. On one layer is a 12 dimensional chroma view of the audio sequence data with a hop size of 20 ms. Overlaid on this is a piano-roll view of the score, with timing altered according to the reference alignment. The lines mark the onset times of the score notes and should correspond to a matching onset time in the audio.



A. Test Data



scores (in MIDI format), as well as reference files (plain text) that specify the correspondences between notes (or beats) in the audio and score representations. It is also possible for the reference file to be in MIDI format and represent a synchronised score of the audio. There are three commonly used methods to appropriate test data for score following purposes. The first is by marking the data manually, which requires considerable human effort [29]. The second is by synthesising audio from the score and modifying either the audio or score timing and testing the algorithms’ ability to find the modifications via alignment [9], [?]. The third is to use data produced by off-line alignment as a substitute for ground truth [30]. The second and third approaches could positively bias the results, as synthesised audio is cleaner and easier to process than natural recordings, and off-line alignment uses similar features and methods as the algorithms being evaluated. In this evaluation, we used two datasets that were annotated twice, once involving a large degree of manual marking of the note onset times and once by automatically aligning the data using a standard off-line method. This allows us to compare three sets of evaluation points for each dataset: the two produced by the above-mentioned approaches alone, and a third set containing the subset of data points where both methods agree. The two datasets come from the 2006 MIREX Score Following evaluation [31] and the CHARM (Centre for the History and Analysis of Recorded Music) Mazurka project [?]. The secondary automatic alignment is based on Dan Ellis’s DTW Matlab toolbox [9]3 , which performs alignment using the chroma features. The chroma features were extracted using Dan Ellis’s Toolbox using a hop size of 20 ms and window size of 80 ms. For the third, combined set, we select the manual onset times that are within the accuracy required for each accuracy level used in the testing. A summary of the test data is shown in Table II, while Table III shows the percentage of onset times for which the two methods agree. The closer agreement of the MIREX 06 data can be explained by the use of a similar DTW technique as the basis for the manual annotation. Finally a new tool, Alignment Visualiser (Fig. 7), was produced to assist in verifying and comparing alignments,



The ground truth alignment data consists of a collection of audio files in either compressed (e.g. MP3) or uncompressed (e.g. WAV PCM) formats, and their corresponding musical



3 The DTW Matlab Toolbox is available at: http://labrosa.ee.columbia.edu/matlab/dtw/



Fig. 6. The real-time modifications of Dynamic Time Warping being evaluated, showing the final path and the area of the similarity matrix calculated. From top-left and clockwise: a) Forward non-accumulated cost method b) Windowed Time Warping c) OTW-Jumping d) OTW-Constrained.



this evaluation, the five accuracy levels are set at 25, 100, 200, 500 and 2000 ms.
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TABLE II S UMMARY OF THE TEST DATA USED IN THE EVALUATION .



Dataset MIREX 06 MAZURKA



No. of pieces 46 355



Average length (s) 63.2 152.1



Polyphonic No Yes



Genre



Instrument



Varied Classical



Varied Piano



TABLE III AGREEMENT RATES BETWEEN MANUAL AND AUTOMATICALLY PRODUCED ALIGNMENTS AT VARIOUS ACCURACY LEVELS .



Dataset MIREX 06 MAZURKA



25 53.7% 46.4%



Accuracy level (ms) 100 200 500 85.9% 90.5% 95.3% 75.7% 86.1% 95.2%



2000 98.0% 99.6%
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was then compared with that given by the reference times. In this manner, frames that do not contain an event are ignored, reflecting the ambiguous nature of synchronising the time between musical onsets. Finally, the difference between the detected audio time and the reference audio time is compared against the 5 different accuracy levels: 25, 100, 200, 500 and 2000 ms. The proportion of events with an error less than or equal to each accuracy level gives a set of accuracy ratings for each piece. These piece-wise accuracies are then averaged to give overall accuracies for each dataset, algorithm and accuracy level. IV. E VALUATION R ESULTS A. Two-Step Constraint Experiment



such as the reference data, using Sonic Visualiser4 . Alignment Visualiser automatically produces Sonic Visualiser compatible session files from a reference dataset. These session files, when imported into Sonic Visualiser, show an altered version of the score (modified to fit the alignment points, if given), plotted on top of a chroma view of the audio. This visual display allows users to examine any discrepancies in the reference data. 1) MIREX 06 data: The first public evaluation of score following systems took place at the 2006 Music Information Retrieval Evaluation Exchange (MIREX) and included a dataset of 46 short monophonic pieces aligned by Arshia Cont [29] that were initially automatically aligned with an off-line standard DTW and then corrected by hand with the help of an onset detector. This MIREX database was included and checked against the DTW method mentioned above. This resulted in 46 audio files consisting of flute, violin, clarinet and singing, with their corresponding score and reference files. 2) MAZURKA data: The CHARM Mazurka Project collected over 2,500 performances of 49 of Chopin’s Mazurkas (solo piano music) in order to analyse performance interpretation. For a portion of these recordings, “reverse conducting” data has been made available5 , consisting of beat times annotated by Craig Sapp [32] using a tool which records the user tapping the beats while listening to the audio. To improve reliability, the process was repeated up to 20 times for each recording, and the average tap time for each beat was taken. A score to score alignment was necessary to link the events in the reverse conducting data to those in the score. A combined set of 355 audio, midi and references were collected. B. Evaluation Metrics Each method was given the audio and score file pairs from the datasets mentioned above and produced a path through what would be, if it were calculated in its entirety, the similarity matrix. The coordinates of each point on this path relate the matching frames from each feature set. The alignment points were interpolated and averaged as required so that for any given time in the score there was a corresponding time in the audio data. The matched audio timing for each score event 4 Both Sonic Visualiser and the Alignment Visualiser tool are available at http://isophonics.net 5 http://mazurka.org.uk/info/revcond/



In Fig. 8 we see a comparison of various local constraints used as the movement constraint and the cost constraint for the Two-Step method6 . The results indicate which attributes of the local constraints affect alignment. For example, the constraints that allow vertical and horizontal movement performed best with our datasets. This is related to the fact that the music has highly varying tempo, including pauses, which corresponds to path segments of extreme (high or low) gradient. It is also apparent that when the cost constraint is not a subset of the movement constraint, the two-step algorithm cannot function as none of the available previous points can be calculated. In general, the larger the steps allowed by the movement and cost constraints, the better the results. The disadvantage is that increasing the maximum step size of the movement constraint also increases the latency of the algorithm. The results show that the Two-Step method with a low latency movement constraint can benefit from a less restrictive cost constraint to improve accuracy as in the case of movement constraint F and cost constraint G. B. Path Strategy Evaluation The results of the evaluation of the various path strategies are compared using three alternative reference methods (Manual, DTW, and Combined) in Figure 9. From these diagrams we make several observations. With regard to the path strategies, there are contrasting results depending on the dataset used, whereby the WTW method performs comparatively strongly on the MIREX 06 data yet less so with the MAZURKA data. Of the real-time methods, WTW offers the best accuracy rates at the higher accuracy level of 25 ms but does comparatively much worse at the lowest accuracy requirement of 2000 ms. The methods which use OTW to calculate the cost matrix in a forward direction (OTWConstrained, OTW-Jumping and Match-Forward) all follow a similar pattern across the various accuracy requirements where the proportion of notes hit increases greatly at the larger requirements. Conversely, the methods that use a backward calculation step (WTW and Match-Back) have a greater relative performance at the more narrow requirements but hit less notes accurately at larger requirements. As such we can 6 For a larger set of results covering more local constraint combinations, please visit http://www.eecs.qmul.ac.uk/∼robertm/rtdtweval.html
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Fig. 8. This table and the graphics above it show the accuracy results for the Two-Step path finding method for various combinations of local constraints. The graphics show the constraints used with the white boxes representing the points in the similarity matrix from which the black point can be reached. The black points are aligned with their respective columns in the table. The rows in the table represent the different constraints for the path’s movement constraint and the columns represent the path’s cost constraint. The results are from both datasets combined at the 2000 ms accuracy level.



deduce the backward-based DTW paths provide an advantage in refining the initial paths to give more accurate score-aligned results. Both Match methods, perform better with the Mazurka data than with the MIREX 06 data, which is most likely because the Match methods use a different (multi-octave) feature that is geared more towards classical piano music than the varied instruments used in the MIREX 06 data. Of the other path strategies, the OTW-Constrained and OTW-Jumping methods show mid-range results whose closeness could be explained by their similar coverage of the similarity matrix. For situations that require zero latency, OTW-Constrained and OTW-Jumping offer the best return on accuracy. As expected, the weakest methods are the greedy/two-step path finding algorithms, which trades accuracy for speed. Figure 10 shows a comparison of how the path search width affects 3 of the methods. This figure shows that WTW has a straightforward correlation between the area covered and the accuracy provided. However, for OTW-Jumping and OTW-Constrained, after a certain point, an increased search width can result in lower accuracies. This is because these methods don’t utilise a typical DTW cost path and each path step calculation is based on the information from one row or column of the cost-matrix. Larger areas increase the chance of providing low cost alignment points far from the desired path and therefore can have a negative impact on the path found. C. Reference Type Evaluation Finally, in Figure 11, we compare the agreement rates between all the methods and the various reference data types. The results show that the methods perform their highest at the 25 ms accuracy requirement when compared against the Combined reference data, an average of 3.7% higher than the DTW reference data and a further 5.6% over the



Fig. 9. Accuracy rates of the methods evaluated for each of the datasets with the combined references. The WTW, OTW-Jumping and OTW-Constrained methods bounding limits are set at 10 seconds. For the Greedy, Two-Step and Windowed tests, movement constraint F and cost constraint G were used.



Manual data. This could either be due to the greater accuracy achieved by combining references, or because the filtering out of “disputed” points leaves a subset of points which are easier to identify accurately. At the lower levels of accuracy, the methods perform equally with all three of the reference data types. These results suggest the reference data types that make use of the automatic method are more reliable at the finer



SUBMITTED TO IEEE TRANSACTIONS ON AUDIO, SPEECH AND LANGUAGE PROCESSING



9



Fig. 10. Onset accuracy rates (at the 200ms accuracy requirement) and the area of the similarity matrix covered at various bounding limits for the methods WTW, OTW-Jumping and OTW-Constrained. As the bounding limit increases, the area of the similarity matrix increases, which has different effects on the algorithms accuracy.



Fig. 11. Average accuracy rates across all seven methods for the three datasets used.



accuracy requirement range which suggest automatic test data is helpful for evaluating algorithms at such high accuracies. During testing it was apparent that in some cases the automatic alignment failed completely, and thus we argue that the manual referencing will always be required to validate automatically produced data. V. C ONCLUSION The original Dynamic Time Warping method of aligning two time series was restricted to offline and non-timecritical situations. FastDTW [21] offered lower computational complexity, but was not causal, and OTW [15] introduced efficient causal and non-causal alignment algorithms based on DTW. We extend this work with several more efficient algorithms which are suitable for real-time applications, such as score following, and large-scale batch processing, as in this evaluation. The mixed results of the two datasets and modification factors such as local constraints demonstrate the importance of tailoring score following systems to their specific application. The presented methods have different balances of accuracy and response time so where one method with low latency, such as OTW-Constrained, might be suitable for applications requiring immediate feedback, another such as Windowed Time Warping, may be useful for large off-line database



alignment. Experimentation with local constraints has shown that the usual Type I and Type II cost constraints used are not always the most appropriate and we have shown that larger constraints can improve accuracy rates by up to 5% alone. We have also explored the relationship between accuracy rates and the proportion of the similarity matrix covered and found how aspects of the dynamic programming affect a path alignments accuracy at the large and narrow scale. Producing ground-truth data for automatic alignment methods is a difficult and time consuming procedure. Methods proposed in this work, supported by a visual reference checking tool, allow large datasets to be checked in a semi-supervised manner. Whilst hand annotation is essential for grounding the data, automatic methods of generating annotations can identify onset times more precisely than human tapping, and a combination of the two can be used to correct errors in either method, such as missed notes or the failure of an alignment method, which would otherwise compromise the data. This method could lead to the production of larger and more accurate evaluation datasets for score following and alignment systems. The results from this evaluation into real-time DTW suggest DTW can be used to drive score following applications, such as automatic page turners and automatic computer accompaniment. Real-Time DTW could become applicable in a wide variety of contexts not covered here. Ratanamahatana and Keogh [33] spoke of the need for improving the speed of DTW for datamining applications and the timing results of WTW look very promising for such a purpose. ACKNOWLEDGMENT The authors would like to thank Arshia Cont, Craig Stuart Sapp, Chris Harte, Nick Cook and Dan Ellis who have indirectly contributed greatly to this work. R EFERENCES [1] R. B. Dannenberg and C. Raphael, “Music score alignment and computer accompaniment,” Communications of the ACM, pp. 38–43, 2006.
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