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Abstract We consider deterministic evolutionary dynamics under imitative revision protocols. We allow agents to have different aspiration levels in the imitative protocols where their aspiration levels are not observable to other agents. We show that the distribution of strategies becomes statistically independent of the aspiration level eventually in the long run. Thus, long-run properties of homogeneous imitative dynamics hold as well, despite heterogeneity in aspiration levels.
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Introduction



In standard evolutionary dynamics, every agent follows the same revision protocol, i.e., they use the same rule to choose a strategy according to the current payoff vector and aggregate behavior. If heterogeneity in revision protocols is allowed, evolution of behavior would depend on the composition of strategies across heterogeneous types and the analysis of such dynamics could be complex. On this note, we consider populations of agents who have different imitative revision protocols but cannot observe others’ protocols. We show that, despite the heterogeneity, the dynamic of the aggregate behavior becomes independent of the detailed composition in the long run if the revision protocols are within a class of imitative dynamics. This finding allows us to bring long-run properties of homogeneous imitative dynamics into heterogeneous ones. The heterogeneity we consider is of aspiration level in imitative revision protocol (Sandholm, 2010). In an imitative dynamic, an agent is randomly matched with another agent, observes his strategy, and may or may not imitate it. Imitation is a commonly observed behavior of human decision making. One of key determinants in the decision is aspiration level.1 Aspiration level refers to the degree to which an agent has a favorable or unfavorable evaluation of the strategy under consideration. Aspiration level can vary across agents, and it would be hard to distinguish agents with different aspiration levels. Evolution of aggregate behavior generally depends on the composition of behavior across different aspiration levels, because aspiration level affects the likelihood to adopt the observed strategy. However, we prove that, in this class of imitative protocols, the distribution of strategies becomes statistically independent of the aspiration level eventually in the long run, whatever the underlying game is and whether or not the aggregate distribution converges to a certain distribution. Thus, we can predict the long-run aggregate behavior and apply well-known long-run properties such as Nash stability of homogeneous imitative dynamics to our dynamics. Technically, the driving force of our results is the Wright manifold. It is a subset of the space of joint strategy-type distributions, in which the distribution of strategies is statistically independent of the type (aspiration level). Our main theorem is global asymptotic stability of the Wright manifold. To show the global stability, we construct the measurement of the difference between the current state and the Wright manifold, called asymmetry index, and show that it is a strict Lyapunov function in the dynamic. This result is important because, unless it is in the Wright manifold, our dynamic does not necessarily satisfy standard properties of an evolutionary dynamic, e.g. positive correlation.2 To illustrate it, we 1 See



Siegel (1957) for example. correlation is that the payoffs are positively correlated with the transition of each strategy.
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discuss another formulation of heterogeneity, in which the positive correlation holds but the asymmetry index does not decrease over time. The Wright manifold is not globally asymptotically stable and general analysis of such dynamic would be cumbersome. Our technical contribution is to show that the Wright manifold can be a nice tool to analyze a dynamic of heterogeneous populations. In the literature on evolutionary dynamics, Cressman (2003) applies the Wright manifold to analyze evolution in extensive form games, and Berger (2001, 2006) does to role games, in which an agent first picks which player’s role to play and then chooses the strategy of the player. They first establish convergence to the Wright manifold and then to analyze the reduced dynamic on the manifold. We apply the technique to settings with heterogeneous revision protocols. The most closely related paper to our paper is Schuster, Sigmund, Hofbauer, Gottlieb, and Merz (1981). They consider games in which two populations interact with themselves and with each other. The two populations use the same imitative protocol, but these have the different sets of strategies. We consider different settings where finite populations have the same set of strategies and distinct revision protocols. Sandholm (2005) considers that each agent uses multiple revision protocols, e.g. a replicator dynamic and a best response dynamic, with different intensities. Although the paper also considers multiple revision protocols, its settings are different from ours. We consider settings of populations using different imitative protocols, while Sandholm (2005) considers settings of a population of homogeneous agents mixing different protocols. Sandholm (2010, Theorem 5.7.1) suggests that positive correlation is kept in homogeneous mixture, but we present that it is not in heterogeneous mixture. It makes a contrast between these two ways to mix multiple revision protocols. Golman (2009, Chapter 5) combines the best response dynamic and the replicator dynamic in both homogeneous and heterogeneous mixtures. First, he proves that local stability of a pure-strategy Nash equilibrium is kept in both mixtures, whenever it holds under each of the two dynamics alone. But, his focus shifts to an example where homogeneous mixture of the two dynamics brings the aggregate strategy distribution to different long-run outcomes than the outcome in each dynamic alone.3 While this suggests difficulty to analyze combined dynamics in general, we present a sufficient condition for the positive result that heterogeneity becomes irrelevant to long-run outcomes. Golman (2011a) considers settings with agents employing a logit choice rule with 3 Precisely



speaking, he considers the ”imitate the best” dynamic, instead of the best response dynamic, where the best response is not taken if it is not used by any agent. See also Golman (2011b), though the local stability is only mentioned in Appendix in this version. The shift of his focus to the negative result is natural and consistent with his another paper (Golman and Page, 2010), which argues the difference in basins of attraction between the best response dynamic and the replicator dynamic.
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different error rates. Two differences from ours are (i) the choice rule is a logit response, and (ii) Golman (2011a) focuses on static settings and equilibria with heterogeneous agents therein, while we focus on the dynamic induced by heterogeneous agents. In the next section, we define the game and the imitative dynamic with heterogeneous aspiration levels. In Section 3, we introduce the Wright manifold and investigate the dynamic on the manifold. Section 4 is the highlight of the note, where we verify global asymptotic stability of the Wright manifold by using the asymmetry index as a Lyapunov function. In Section 5, we discuss another formulation of heterogeneity in the relation with the asymmetry index and the positive correlation between payoffs and transitions of strategies. For simplicity of presentation we assume through Section 4 that players have the same payoff functions, but this assumption is readily removed as we also discuss there.
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Model



A society consists of a unit mass of agents who play a symmetric population game. Each agent chooses a strategy from a finite set S = {1, . . . , n}. The empirical distribution of strategies in the society is called the (aggregate) social state and denoted by x¯ = ( x¯1 , . . . , x¯ n ) ∈ Rn+ where x¯i is the mass of agents choosing strategy i. Let X¯ = {x¯ ∈ Rn+ : ∑i∈S x¯i = 1} be the set of all feasible social states. The payoff of strategy i ∈ S is determined from the aggregate state and thus given by function Fi : X¯ → R; let F = ( Fi )i∈S : X¯ → Rn . We consider heterogeneity in continuous-time imitative evolutionary dynamic and its consequences on the social state. While every agent in the society revises strategy at the same revision rate and uses an imitative revision protocol, the agents differ in their “aspiration levels.” More specifically, the society is divided into P populations, P = {1, . . . , P}; agents p in population p ∈ P form a continuum of mass m p > 0, and ∑ p∈P m p = 1. xi is p the mass of agents choosing strategy i in population p; we call x p = ( xi )i∈S the p population-p’s state. Let X p = {x p ∈ Rn+ : ∑i∈S xi = m p }. The social state x aggregates the population states as x¯ = ∑ x p . p∈P



In contrast, we call xP := (x1 , . . . , x P ) the population state configuration; X P := ∏ p∈P X p is the set of all feasible configurations. Note that the configuration xP has P × n dimensions while the aggregate x¯ has only n dimensions. Revision opportunities for an agent follow the Poisson process with arrival rate 1.
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Assume that an agent in population p has been playing strategy i ∈ S and receives a revision opportunity when the payoff vector is π = (πi )i∈S ∈ Rn and the aggregate social state is x¯ ∈ X. Then, the agent switches to strategy j ∈ S with probability p



p



Rij (π, x¯ ) = x¯ j rij (π, x¯ ). Term x¯ j reflects the idea that a revising agent randomly samples one agent from the entire society and takes his strategy as her candidate strategy. She then switches to the candidate strategy with probability that is proportional to the value of imitation rate p function rij : Rn × X¯ → R+ . Agents in different populations have different imitation rate functions. We assume that the heterogeneity appears in an additively separable term in the function and the heterogeneous term is independent of the agent’s choice of strategy. It is a key assumption for our results; with it the aggregate dynamic can be written as a function of the current aggregate population state, once the configuration falls into the Wright manifold which we introduce later. p



Assumption 2.1. For all i, j ∈ S and p ∈ P , the imitation rate function rij satisfies that p



rij (π, x¯ ) = rij (π, x¯ ) + K p (π, x¯ ), where rij : Rn × X¯ → R and K p : Rn × X¯ → R. rij denotes a common switching rate in populations, while K p denotes an aspiration level of population p. Those depend on π and x¯ . All populations have a common switching rate rij . The actual rates are adjusted by aspiration level K p , where we allow heterogeneity over populations. This functional form generalizes various imitation protocols. Heterogeneous aspiration levels allow agents to have different reference points to be compared with the payoff gain from revision. Below, we illustrate examples which satisfy Assumption 2.1.4 The first shows K p denoting the degree to which she has an unfavorable evaluation of her current strategy. In the second, K p denotes the degree to which a new strategy is favorable. In the last, K p is a rate of switching to a new strategy regardless of its payoffs. We interpret it as the degree to which an agent prefers breaking status quo. Imitation driven by dissatisfaction (Hofbauer, 1995). The imitation rate is proportional to dissatisfaction, i.e., difference between the aspiration level D p and the p payoff of current strategy πi : rij (π, x¯ ) = D p − πi . (rij = −πi , K p = D p .) Imitation of success (Bjornerstedt ¨ and Weibull, 1996). The imitation rate is proportional to success, i.e., difference between the payoff of new strategy π j and the 4 For



the examples, see also Examples 4.3.2, 5.4.4 and 5.4.2 of Sandholm (2010).
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p



aspiration level S p : rij (π, x¯ ) = π j − S p . (rij = π j , K p = −S p .) Pairwise proportional imitation with mistakes (Schlag, 1998). While an agent imitates sampled strategy j when it is better than the current strategy i, he may also p mistakelnly switches to it regardless of the payoffs: rij (π, x¯ ) = [π j − πi ]+ + ε p .5 (rij = [π j − πi ]+ , K p = ε p .) In population game F, the imitation rate from i to j at the social state x is indeed p for population p. We assume that rij always takes a positive value in the game: p rij (F(x¯ ), x¯ )



¯ Assumption 2.2. In any aggregate social state x¯ ∈ X, rij (F(x¯ ), x¯ ) + K p (F(x¯ ), x¯ ) > 0



∀i, j ∈ S and p ∈ P .



With an appropriate law of large number, aggregation of agents’ recurrent revision processes yields the mean dynamic of the population state for each population p ∈ P : p



x˙ i =



∑ x j x¯i {r ji (F(x¯ ), x¯ ) + K p (F(x), x)} − xi ∑ x¯ j {rij (F(x¯ ), x¯ ) + K p (F(x¯ ), x¯ )}. p



p



j 6 =i



j 6 =i



The first summand captures agents in population p switching to strategy i. The second summand captures those switching from i to other strategies. The evolution of the aggregate social state follows x¯˙ = ∑ p∈P x˙ p . In imitative dynamics, an unused strategy remains unused regardless of its payoff (no innovation), because there is no player of the strategy to imitate. Following the literature, we focus on interior paths where all strategies are taken at time 0: Assumption 2.3. At time 0, x¯i > 0 for any strategy i ∈ S .
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Symmetric states and Wright manifold



In general, the transition of the social state dx¯ /dt depends on the population state configuration xP := (x1 , . . . , x P ), not only the aggregate social state x¯ = ∑ x p itself. But, if the population states are identical across all populations (upto the population size), the population dynamics aggregates to the social dynamic that is described only by the social state itself. We call such a configuration a symmetric state. Definition 3.1 (Symmetric state). The population state configuration xP is in a symmetric state if p xi q = x¯i = ∑ xi ∀i ∈ S and p ∈ P . (1) mp q∈P 5 Here



[ a]+ = a if a > 0 and 0 otherwise.
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p



We can rephrase this definition in terms of probability, by seeing xi /m p as the probability of playing strategy i conditional on population p; if we were to randomly choose an agent in a symmetric state, the probability that she is playing i is independent of which population she belongs to. The set of such configurations of conditional probabilities/population states is called the Wright manifold. If the population state configuration xP is in a symmetric state, the population dynamic can be written as p



x˙ i =



∑ m p x¯ j x¯i (r ji (F(x¯ ), x¯ ) + K p (F(x¯ ), x¯ )) − m p x¯i ∑ x¯ j (rij (F(x¯ ), x¯ ) + K p (F(x¯ ), x¯ )) j 6 =i



j 6 =i



= m p x¯i ∑ x¯ j (r ji (F(x¯ ), x¯ ) − rij (F(x¯ ), x¯ )) j 6 =i



The aggregate dynamic x¯˙ is thus written as x¯˙i =



∑



p∈P



p



x˙ i =



∑



p∈P



m p x¯i ∑ x¯ j (r ji (F(x¯ ), x¯ ) − rij (F(x¯ ), x¯ )) j 6 =i



= x¯i ∑ x¯ j (r ji (F(x¯ ), x¯ ) − rij (F(x¯ ), x¯ )).



(2)



j 6 =i



Once Equation (1) is satisfied and the population state falls in the Wright manifold, it never leaves the manifold and the population state satisfies (1) forever. To see this, let x p (t) be the population state for p in time t, and x¯ (t) the aggregate state in time t. Suppose that population states satisfy (1) in time t. Observe that p xi (t + ∆t)



= x¯i (t) +



Z t+∆t p



p



t



= m x¯i (t) +



x˙ i (τ )dτ



Z t+∆t s



m p x¯˙ i (τ )dτ



p



= m x¯i (t + ∆t). In words, for any t0 > t, with the state for one population in hand, we can figure out the aggregate state and the state for the other population. Theorem 3.2. Suppose Assumption 2.1. The Wright manifold is forward invariant. On the Wright manifold, the population dynamic can be written as x˙ i = m p x¯i ∑ x¯ j (r ji (F(x¯ ), x¯ ) − rij (F(x¯ ), x¯ )) p



∀i ∈ S , p ∈ P .



j 6 =i



and the social dynamic reduces to x¯˙i = x¯i ∑ x¯ j (r ji (F(x¯ ), x¯ ) − rij (F(x¯ ), x¯ )) j 6 =i
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∀i ∈ S .



Remark 3.3. Because of no innovation, a rest point of an imitative dynamic is not necessarily a Nash equilibrium unlike other standard evolutionary dynamics such as the best response dynamic. Aggregate state x¯ ∈ X¯ is called a restricted equilibrium if it is a Nash equilibrium of the restricted game where strategies are limited to the support of x¯ , i.e., if x¯i , x¯ j > 0 ⇒ Fi (x¯ ) = Fj (x¯ ). With an additional assumption of monotonicity as below, the set of restricted equilibria coincides with the set of rest points in the reduced social dynamic on the Wright manifold.6 Assumption 3.4. Net conditional imitation rates are monotone: for all i, j, k ∈ S , x¯ ∈ X¯ π j ≥ πi



⇔



rkj (π, x¯ ) − r jk (π, x¯ ) ≥ rki (π, x¯ ) − rik (π, x¯ ).



The monotonicity implies that the reduced social dynamic is a monotone selection. See Sandholm (2010, Observation 5.4.8, Theorem 8.1.1).
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Asymmetry index and stability of Wright manifold



We prove that any interior path eventually converges to the Wright manifold; so we can analyze the long-run evolution of the aggregate state only from the aggregate social dynamic, ignoring the detailed population state configuration. To show the stability, we first define an index to capture the difference between the current population state configuration and the would-be symmetric state. Then, we verify that this index works as a Lyapunov function.



4.1



Asymmetry index



Say the aggregate state is x¯ . If the population state configuration is in a symmetric p state, the population p’s state should be m p x¯ . The following function yi : X P → R measures the difference between this would-be symmetric population state and the actual state for population p ∈ P and strategy i ∈ S : p



p



yi (xP ) = m p x¯i − xi . p



p



p



q



Let y p = (y1 , . . . , yn ) and yP = {y1 , . . . , y P }. Note that ∑ j∈S y j (xP ) = ∑q∈P yi (xP ) = 0 for all p ∈ P , i ∈ S and xP ∈ X P , and that yP (xP ) = 0 if and only if xP is in a symmetric state. Its dynamic is given by p p y˙ i = m p x¯˙i − x˙ i .



6 See



Sandholm (2010, Theorem 5.4.13).
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Define asymmetry index L : X P → R+ as L(xP ) =



∑ ∑ [yi (xP )]+ . p



p∈P i ∈S



Lemma 4.1. Suppose Assumptions 2.1. i) The population state configuration xP is in a symmetric state if and only if L(xP ) = 0. ii) L(xP t ) is Lipschitz continuous in t ∈ R+ on a Lipschitz continuous path of the population state configuration {xP t } t ∈R+ . The second part relies on the following version of Dankin’s envelop theorem. Lemma 4.2 (Hofbauer and Sandholm, 2009: Theorem A.4). For each element z in a set Z, let gz : [0, ∞) → R be Lipschitz continuous. Let g∗ (t) = max gz (t) and Z∗ (t) = argmax gz (t). z∈ Z



z∈ Z



Then g∗ : [0, ∞) → R is Lipschitz continuous, and for almost all t ∈ [0, ∞), we have that g˙ ∗ (t) = g˙ z (t) for each z ∈ Z∗ (t). p



Proof of Lemma 4.1. (i) Observe that L(xP ) = 0 ⇔ yi (xP ) = 0 for all i ∈ S and p ∈ P . p p p p (ii) Let S+ = {i ∈ S : yi (xP ) > 0} and S− = S \ S+ . xP being in a symmetric p state means S+ = ∅ for all p ∈ P . For each p ∈ P and an arbitrary subset of strategies p S p ⊂ S , define function L p [S p ] : X P → R as L p [S p ](xP ) := ∑i∈S p yi (xP ). Then, for any xP , p L(xP ) ≡ ∑ L p [S+ ](xP ) ≡ max ∑ L p [S p ](xP ). S1 ,...,S P ⊂S p∈P



p∈P



As long as {xP (t)}t∈R+ is Lipschitz continuous in time t ∈ R+ , so is L p [S p ](xP (t)). Then, Lemma 4.2 guarantees that L(xP (t)) is Lipschitz continuous in t ∈ R+ .



4.2



Stability of Wright manifold



Now we prove that the asymmetry index decreases over time toward zero and thus works as a Lyapunov function. As the asymmetry index takes zero only in the Wright manifold, this implies that the population state configuration converges to the manifold. Observe that ! p



x˙ i =



∑ xk x¯i rki − ∑ xi x¯k rik + K p ∑ xk x¯i − ∑ xi x¯k p



k 6 =i



p



p



k 6 =i



k 6 =i
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p



k 6 =i



∑ xk x¯i rki − ∑ xi x¯k rik + K p yi , p



=



p



k 6 =i



p



k 6 =i



and thus x¯˙i =



∑



p



x˙ i =



p∈P p



∑ x¯ j x¯i r ji − ∑ x¯i x¯ j rij + ∑



p∈P



j 6 =i



j 6 =i



p



K p yi .



p



With yi = m p x¯i − xi , these imply that p



p



y˙ i + y˙ j =



+



∑



yk x¯i rki − yi



∑



p yk x¯ j rkj



p



k6=i,j



k6=i,j



∑



x¯ k rik + m p



∑



x¯ k r jk + m p



p



p − yj



∑ K q yi − K p yi q



p



q



p



q∈P



k6=i,j



∑



q∈P



k6=i,j



(3)



Kq yj − K p yj .



We first prove the following lemma to focus on the smallest aspiration level. p



Lemma 4.3. Let Pi+ = { p ∈ P : yi > 0}. We have that



∑+



" mp



∑



q∈P



p∈Pi



# q K q yi



p − K p yi



∑+ y i , p



≤ −K



p∈Pi



where K = min p K p .7 Proof. Let Pi− = P \ Pi+ and mi+ = ∑ p∈P + m p ∈ [0, 1]. Observe that i



∑+



p∈Pi



" mp



∑ K q yi − K p yi q



q∈P



p







#



=















∑+ m p  ∑+ Kq yi + ∑− Kq yi  − K p yi  q



p∈Pi



q



q∈Pi



q∈Pi







= mi+ 







∑+ Kq yi + ∑− Kq yi  − ∑+ K p yi q



q∈Pi



= mi+



q



q∈Pi



∑− Kq yi − (1 − mi+ ) ∑+ K p yi q



p



p∈Pi



∑− Kyi − (1 − mi+ ) ∑+ Kyi q



p



p∈Pi



q∈Pi



= −K



p



p∈Pi



q∈Pi



≤ mi+



p



∑+ y i . p



p∈Pi



p



q



For the last equality, we use the fact that ∑q∈P − yi + ∑ p∈P + yi = 0. i



i



L(xP t ) decreases over time toward zero,



With Lemma 4.3 in hand, we can show that which implies that any interior path converges to the Wright manifold, according to the following version of the Lyapunov stability theorem.



P = 2, we can replace K with K˜ := m1 K2 + m2 K1 and relax Assumption 2.2, because K˜ > K as long as K1 6= K2 . 7 If
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Lemma 4.4 (Zusai, 2014: Theorem 7). Let A be a closed subset of a compact space X and A0 ˜ :X →R be a neighborhood of A. Suppose two continuous functions W : X → R and W ˜ (x) ≥ 0 for all x ∈ X and (ii) W −1 (0) = W ˜ −1 (0) = A. satisfy (i) W (x) ≥ 0 and W In addition, assume that W is Lipschitz continuous in x ∈ X with Lipschitz constant K ∈ (0, ∞). If any solution {x(t)}t∈R+ starting from A0 satisfies ˙ (x(t)) ≤ −W ˜ (x(t)) W



for almost all t ∈ [0, ∞),



then A is asymptotically stable and A0 is its basin of attraction.8 Theorem 4.5. Suppose Assumptions 2.1–2.3. L(xP t ) is a Lyapunov function and the Wright manifold is interior globally asymptotically stable. p



p



p



p



Proof. Let S+ = {i ∈ S : yi > 0} and S− = S \ S+ . Observe that L˙ (xP ) =



∑ ∑p



p∈P i ∈S +



p



y˙ i











=



∑ ∑p x¯i ∑p yk rki − yi ∑p x¯k rik + m p ∑ Kq yi − K p yi  p



p∈P i ∈S +



q



p



k ∈ S−



q∈P



k ∈ S−











≤



∑ ∑p x¯i ∑p yk rki − yi ∑p xk rik  − ∑ ∑+ Kyi p



p∈P i ∈S +



p



k ∈ S−



p



i ∈S p∈P i



k ∈ S−







=







∑ ∑p x¯i ∑p yk rki − yi ∑p x¯k rik  − ∑ ∑p Kyi p



p∈P i ∈S +



p



p



k ∈ S−



p∈P i ∈S +



k ∈ S−







=



p







∑ ∑p x¯i ∑p yk (rki + K) − yi ∑p x¯k (rik + K) . p



p∈P i ∈S +



p



k ∈ S−



k ∈ S−



We obtain the second equality by (3). In the inequality, we use Lemma 4.3. The last p p equality is due to the fact that ∑k∈S p yk + ∑k∈S p yk = 0 and ∑i∈S p x¯i + ∑ j∈S p x¯ j = 1. + − + − Let   L˜ (xP ) :=



∑ ∑p x¯i ∑p yk (rki + K) − yi ∑p x¯k (rik + K) . p



p



p∈P i ∈S +



k ∈ S−



k ∈ S−



p



Assumptions 2.2 and 2.3 guarantee that r·· + K > 0 and x¯ · > 0. Due to that yk ≤ 0 for p p all k ∈ S− , L˜ (xP ) = 0 if and only if S+ = ∅ for all p ∈ P , namely, xP is in a symmetric state; otherwise, L˜ (xP ) is strictly negative. With Lemma 4.1, this verifies that L and − L˜ 8 In



Zusai (2014), this version of the Lyapunov stability theorem is proven more generally for a Carath´eodory solution path of a differential inclusion. In our dynamic, L may not be differentiable at some moments of time, while the standard version as Sandholm (2010, Corollary 7.B.6) requires a Lyapunov function to be differentiable at every moment of time.
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satisfy the assumptions in Lemma 4.4. Therefore, the Wright manifold is asymptotic stable and {xP ∈ X P : x¯ = ∑ x p > 0} is its basin of attraction. On the Wright manifold, the dynamic of the aggregate social state reduces to the aggregate dynamic (2) as we saw in Theorem 3.2. The aggregated dynamic (2) takes the same form as the imitative dynamic of a single homogeneous population. For homogeneous imitative dynamics, numerous authors have established appealing results such as the stability of Nash equilibrium. By Theorems 3.2 and 4.5, we can import their results to our heterogeneous imitative dynamic.9 Corollary 4.6. Suppose Assumptions 2.1–3.4. i) No interior path converges to a rest point that is not a Nash equilibrium. ii) On an interior path, a strictly dominated strategy i ∈ S is extinguished in the long run, i.e., x¯i → 0. iii) If F is a potential game, any interior path converges to the set of Nash equilibria.



5



Discussion



5.1



Non-monotonic change of aggregate payoff



It is natural to expect the transition of a strategy’s share to be positively correlated with its payoff: x¯˙ 0 F(x¯ ) > 0 whenever x¯˙ 6= 0. Such a property is called positive correlation (PC) and held in a quite wide class of evolutionary dynamics and used to show global asymptotic stability of Nash equilibria in potential games. One of the difficulties of analyzing our model is that the dynamic does not necessarily satisfy PC. For our dynamic, observe that p



p



x˙ i = xi



∑ xk (rki − rik ) −xi ∑ x¯k rik − xi K p + x¯i ∑ xk rki + x¯i m p K p . p



p



k



k



|



p



p



{z



}|



Only this term appears in a standard protocol.



k



{z



Additonal terms in our protocol.



}



Due to the additional terms above, the dynamic does not exhibit monotone percentage



9 See



Sandholm (2010). In homogeneous setting, i) is established by Samuelson and Zhang (1992), ii) by Nachbar (1990), and iii) by Sandholm (2001).
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Figure 1: α = 1.05 and β = 3.75 growth rate unlike a homogeneous imitative dynamic: p



p



x˙ i



p



xi



≥



x˙ j



p



xj



if and only if πi ≥ π j .



It is a key property in order to show that a dynamic satisfies PC.10 p



Example 1. Suppose that P = {1, 2}, S = {1, 2}, rij = K p − πi with K1 = α and ¯ K2 = β, and that F1 (x¯ ) = 0, F2 (x¯ ) = 1 for all x¯ ∈ X. Let x1 = (0.9, 0), x2 = (0, 0.1). Observe that x˙ 11 = −0.09α,



x˙ 21 = 0.09α,



x˙ 12 = 0.09( β − 1),



x˙ 22 = −0.09( β − 1).



For sufficiently large β > 0, we have that x¯˙ 0 π < 0. Figure 1(a) shows the asymmetry index and aggregate payoffs for α = 1.05 and β = 3.75. Since x¯˙ (t)0 F(x¯ (t)) < 0 at around t = 0, x¯ (t)0 F(x¯ (t)) is decreasing initially. Then, at around t = 2, the asymmetry index reaches zero. Theorem 3.2 implies that the dynamic will satisfy (PC) since then. Thereafter, we see that x¯ (t)0 F(x¯ (t)) is always increasing. Figure 1(b) shows the population state configuration. As the asymmetry suggested, the state becomes a symmetric one at around t = 2.



10 See



Sandholm (2010) for the deviation of PC from monotone percentage growth rate (Theorem 5.4.9) and for the proof of Nash stability in potential games (Theorem 7.1.2).
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5.2



Non-additively separable heterogeneity in imitative dynamics



Assumption 2.1 means that heterogeneity lies in an additively separative term in imitation protocol. Our analysis depends on this assumption; if heterogeneity is not additively separable, even the invariance of the Wright manifold may not hold. To simplify the analysis, we restrict our attention to two populations. We consider a class of revision protocols in which a common switching rate in Assumption 2.1 differs across populations. We first show a positive result, and then illustrate the difficulty with imitative dynamics beyond Assumption 2.1 by an example. p



p



Assumption 5.1. For all i, j ∈ S and p ∈ P , the rate function rij satisfies that rij (π, x¯ ) = C p rij (π, x¯ ), where rij : Rn × X¯ → R+ and C p ∈ R+ . rij (π, x¯ ) is a common switching rate, while C p denotes the difference of speeds across populations. Revision protocols satisfying the above are one of the simplest protocols which depart from Assumption 2.1. One of such protocols is a pairwise imitation protocol, i.e., rij = [π j − πi ]+ . Without loss of generality, we let C1 > C2 . Proposition 5.2. Suppose that r ji /C1 > rij /C2 if πi > π j . Then, the dynamic satisfies (PC). Proof. Let C˜ i (xP ) = C1 xi1 + C2 xi2 . Observe that F(x)0 x˙ =



∑ Fi (x¯ ) ∑ ∑ x j x¯i C p r ji − xi x¯ j C p rij p



p∈P j∈S



i ∈S



=



∑ ∑ Fi (x¯ )C˜ j (xP )x¯i r ji − ∑ ∑ Fj (x¯ )C˜ j (xP )x¯i r ji



i ∈S j∈S



=



j∈S i ∈S



∑ x¯i ∑ ( Fi (x¯ ) − Fj (x¯ ))C˜ j (xP )r ji



i ∈S



=



p



j∈S



∑ ∑ x¯i ( Fi (x¯ ) − Fj (x¯ ))C˜ j (xP )r ji + x¯ j ( Fj (x¯ ) − Fi (x¯ ))C˜ i (xP )rij .



i ∈S j>i



Observe that C2 x¯i < C˜ i (xP ) < C1 x¯i . If Fi (x¯ ) > Fj (x¯ ) and x¯i , x¯ j > 0, we have that x¯i ( Fi (x¯ ) − Fj (x¯ ))C˜ j (xP )r ji + x¯ j ( Fj (x¯ ) − Fi (x¯ ))C˜ i (xP )rij



> x¯i x¯ j ( Fi (x¯ ) − Fj (x¯ ))(C2 r ji − C1 rij ) > 0. The last inequality comes from the assumption of the theorem. Similarly, we can show that the term is strictly positive if Fj (x¯ ) > Fi (x¯ ) and x¯i , x¯ j > 0. Otherwise, the term is zero. This implies that F(x¯ )0 x¯˙ is non-negative for any x¯ and strictly positive if there are i, j such that x¯i , x¯ j > 0 and Fi (x¯ ) 6= Fj (x¯ ), i.e., if x¯ is not a restricted equilibrium and thus not a rest point. Remark 5.3. Proposition 5.2 still holds if C p maps π, x¯ to the speed of adoption for population p, i.e., C p : Rn × Rn → R+ . The hypothesis of the proposi14
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Figure 2: C1 = 1 and C2 = 10 ¯ r ji / max{C1 (π, x¯ ), C2 (π, x¯ )} > tion should be interpreted as that, for all x¯ ∈ X, rij / min{C1 (π, x¯ ), C2 (π, x¯ )} if πi > π j . The proposition is a positive result for protocols satisfying Assumption 5.1. Thanks to positive correlation, global convergence to Nash equilibria is guaranteed in potential games. However, Theorem 3.2 does not hold for such dynamics. We cannot reduce a dynamic of populations to a dynamic of the aggregate population following an imitative protocol; general analysis of long-run outcomes would be difficult beyond stability in potential games. Not only the stability of the Wright manifold but also its invariance can be violated: even if the dynamic reaches the Wright manifold, it may leave there at some point. The next example illustrates it. p



Example 2. Suppose that P = {1, 2}, S = {1, 2, 3}, rij = C p [π j − πi ]+ . Payoffs are ¯ Let such that F1 (x¯ ) = x¯3 − 2x¯2 , F2 (x¯ ) = x¯1 − 2x¯3 , and F3 (x¯ ) = x¯2 − 2x¯1 for all x¯ ∈ X. x1 = x2 = (.3, .175, .025). The current state is a symmetric state. Observe that x˙ 11 ≈ −.12C1 ,



x˙ 21 ≈ .13C1 ,



x˙ 31 ≈ −.01C1 ,



x˙ 12 ≈ −.12C2 ,



x˙ 22 ≈ .13C2 ,



x˙ 32 ≈ −.01C2 .



It is obvious that the dynamic exits the set of symmetric states if C1 6= C2 . Figure 2(a) shows the asymmetry index for C1 = 1 and C2 = 10. The asymmetry index is zero initially, then it moves upward, starts to oscillate and never reaches zero again. Thus, the dynamic never reaches any symmetric state for t > 0 even though it starts from a symmetric state at t = 0. Figure 2(b) shows the population state configuration. At some point, the state starts to cycle. Population-2’s state oscillates more wildly than population-1’s does. It is intuitively consistent to that C1 < C2 . 15



5.3



Multi-player normal form games



We have assumed symmetric normal form games so far. It is straightforward to extend our results to Q-player asymmetric normal form games where player q is represented by Pq populations of agents. S q = {1, . . . , nq } denotes player q’s strategy set. Let N = ∑1≤q≤Q nq . A social N : x¯ q is the mass of agents state is denoted by x¯ = ( x¯11 , . . . , x¯ n1 1 , . . . , x¯1Q , . . . , x¯ nQQ ) ∈ R+ i q N : ¯ q choosing strategy i ∈ S q . Let X¯ = {x¯ ∈ R+ x = 1 ∀ 1 ≤ q ≤ Q} be the set of ∑i∈S i feasible social states. The payoff of strategy i ∈ S q is given by Fi : X¯ → R. Let P q = {1, . . . , Pq } denote player q’s populations. Let Q = {P 1 , . . . , P Q }, the set of players’ populations. The population state configuration is redefined as xQ = {xP }P ∈Q ; X Q := ∏P ∈Q ∏ p∈P X p is the set of all feasible configurations. Note that the configuration xQ has ∑q Pq × nq dimensions. When an agent in population p ∈ P q playing i ∈ S q receives a revision opportuq p nity, she switches to j ∈ S q with probability x¯ j rij (π, x¯ ) where π is a current payoff p vector and rij : R N × X¯ → R+ . Assumption 2.1 should be reinterpreted as below. p



p



Assumption 5.4. For all i, j ∈ S , p ∈ P q and P q ∈ Q, function rij satisfies that rij (π, x¯ ) = q q q rij (π, x¯ ) + K p (π, x¯ ) where rij : R N × X¯ → R and K p : R N × X¯ → R. rij denotes a common switching rate in player q’s populations, while K p denotes an aspiration level of population p. Define asymmetry index for multi-players L : X Q → R+ as L(xQ ) =



∑ ∑ ∑ [yi (xP )]+ . p



P ∈Q p∈P i ∈S



We have a similar theorem for multi-player games. The proof is similar to that of Theorem 4.5 and thus omitted. Theorem 5.5. Suppose Assumption 5.4. L(xQ t ) is a Lyapunov function and the Wright manifold is interior globally asymptotically stable.
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