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Exhaustive Metropolis Monte Carlo Sampling and Analysis of Polyalanine Conformations Adopted Under the Inﬂuence of Hydrogen Bonds Alexei A. Podtelezhnikov* and David L. Wild Keck Graduate Institute of Applied Life Sciences, Claremont, California



ABSTRACT We propose a novel Metropolis Monte Carlo procedure for protein modeling and analyze the inﬂuence of hydrogen bonding on the distribution of polyalanine conformations. We use an atomistic model of the polyalanine chain with rigid and planar polypeptide bonds, and elastic ␣ carbon valence geometry. We adopt a simpliﬁed energy function in which only hard-sphere repulsion and hydrogen bonding interactions between the atoms are considered. Our Metropolis Monte Carlo procedure utilizes local crankshaft moves and is combined with parallel tempering to exhaustively sample the conformations of 16-mer polyalanine. We conﬁrm that Flory’s isolated-pair hypothesis (the steric independence between the dihedral angles of individual amino acids) does not hold true in long polypeptide chains. In addition to 310- and ␣-helices, we identify a kink stabilized by 2 hydrogen bonds with a shared acceptor as a common structural motif. Varying the strength of hydrogen bonds, we induce the helix– coil transition in the model polypeptide chain. We compare the propensities for various hydrogen bonding patterns and determine the degree of cooperativity of hydrogen bond formation in terms of the Hill coefﬁcient. The observed helix– coil transition is also quantiﬁed according to Zimm–Bragg theory. Proteins 2005;61:94 –104. ©



2005 Wiley-Liss, Inc.



Key words: loop-closure; rebridging; parallel tempering; polypeptide; 310-helix; ␣-helix; helix– coil transition; -bulge INTRODUCTION For many years, computer simulations have been indispensable in studying protein structure.1,2 Computer simulations continue to shed light on the dynamics of protein folding, help in searching for the lowest energy conformation of a protein with unknown tertiary structure, and unravel protein function phenomena. Structural protein modeling continues to face 2 major challenges: one is the development of an efﬁcient sampling technique for rapid search through the enormous conformational space; the other is the derivation of the energy function describing molecular interactions for the problem at hand. In this work, we propose a new exhaustive sampling technique and adopt a simpliﬁed energy function to validate it through a study of polyalanine conformations. ©
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Monte Carlo (MC) simulations, along with molecular dynamics, are among the most commonly used methods of sampling conformational space. To reduce the number of degrees of freedom, MC simulations are often performed in the space of dihedral – angles. In an efﬁcient Metropolis MC procedure, the conformations of just a few amino acids are perturbed locally on each step, leaving the rest of the chain intact. Metropolis MC with local moves in the dihedral space requires solving the so-called “loopclosure,” “ring-closure,” or “rebridging” problem3 (i.e., special moves have to be designed and computed at each step of the procedure). The solution of this problem is not trivial and is computationally expensive.4 –11 We propose a new Metropolis MC procedure that avoids computationally expensive “rebridging” at the price of an extra degree of freedom per amino acid in addition to the – angles. The important feature of our model is the ﬂexibility of the ␣ carbon (C␣) valence geometry. With ﬂexible C␣ valence angles, we are able to use local crankshaft moves inspired by earlier Metropolis MC studies of large-scale DNA properties.12,13 We believe that the simplicity of our Metropolis MC procedure is well worth the adding of an extra degree of freedom to our model. We also draw on parallel tempering (replica exchange)14 to speed up equilibration of the system. Identifying and calibrating the interatomic interactions that ultimately control protein folding and function remain the most challenging aspects of protein science (see review15). The ﬁrst and probably the most successful model describing interatomic interactions is the hardsphere model. This model alone is responsible for the Ramachandran plots,16,17 the concept of surface accessible area,18 and tight protein packing.19 Second, hydrogen bonds play a central role in stabilizing the secondary structure of proteins.20,21 Finally, hydrophobic22 and electrostatic23 interactions are also important in determining protein structure.24,25
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METROPOLIS SAMPLING OF POLYALANINE



Here, our primary focus is on the inﬂuence of hydrogen bonding on the structure of the 16-mer polyalanine. Polyalanine chains have long been considered an attractive model system with which to study polypeptide structure; see Nguyen et al.25 and references therein. Our polyalanine model accounts only for hard-sphere repulsion and hydrogen bonding. Although we do not include any explicit interactions with solution, we vary the strength of hydrogen bonds that mimics the effect of different solvent conditions. We have chosen not to take electrostatic and hydrophobic interactions into consideration to facilitate interpretability of the results. Perhaps surprisingly, even with this simpliﬁed force ﬁeld, our simulations recapitulate many experimentally observed motifs of protein secondary structure. The Methods section contains a detailed description of the algorithm and the force ﬁeld used in this work. Using our algorithm, we were able to perform exhaustive sampling of polyalanine conformations in continuous (off-lattice) space. We conﬁrmed the earlier ﬁnding that Flory’s isolated-pair hypothesis does not hold true.26 We observed the predominant formation of 310- and ␣-helices in polyalanine under the inﬂuence of hydrogen bonds. The formation of ␤-hairpins was not reliably detected. Our simulated Ramachandran plots resemble the Ramachandran plots observed in actual crystal structures in the ␣-helical region, including the region around  ⫽ ⫺120° and  ⫽ ⫺40°.27–30 In our simulations, these (second most populated) conformations were found in the stable kink between the helices, where 2 hydrogen bonds formed with single-backbone oxygen. We were able to compare the relative propensities for different structural motifs. Varying the strength of hydrogen bonds, we observed and quantiﬁed the classical helix– coil transition31–33 in our model polypeptide. These and other observations are presented in the Results and Discussion section. METHODS Polypeptide Chain Model In our model, the primary descriptors of the polypeptide chain conformation were the orientations of the peptide bonds in the laboratory frame [Fig. 1(A)]. For a chain of N amino acids, the orientations of the peptide bonds were speciﬁed by the orthonormal triplets, (xi, yi, zi), i ⫽ 0, …, N. The vector zi pointed in the direction from C␣i (C␣ of amino acid i) to C␣i ⫹ 1. The distance between the C␣’s was ﬁxed and equal to 3.804 Å, that is, r(C ␣i ⫹ 1) ⫽ r(C ␣i ) ⫹ 3.804z i,



(1)



i ␣



where r(C ) is the position of the C␣ in the laboratory frame, i ⫽ 1, …, N. We used Eq. (1) to calculate the positions of C␣’s iteratively. The peptide bond atoms lay on the yz planes. Speciﬁcally, the positions of the backbone atoms were calculated as follows: r(C i) ⫽ r(C i␣) ⫺ 0.534y i ⫹ 1.428zi r(O i) ⫽ r(C␣i ) ⫺ 1.745yi ⫹ 1.648zi r共Ni兲 ⫽ r(Ci␣) ⫹ 0.377yi ⫺ 1 ⫺ 1.408zi ⫺ 1



(2)
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Fig. 1. (A) Polypeptide model. The orientations of perfectly planar and rigid peptide bonds are given by the orthonormal triplets (x, y, z), with z pointing along the C␣OC␣ direction. Other peptide bond atoms lie in the plane yz. The position of the side-chain atoms R is speciﬁed by the vectors n and c. (B) Local Metropolis moves. Two types of moves are used in this work: a crankshaft rotation around the line connecting 2 C␣ atoms in the middle of the chain, and a random rotation at the termini around a random axis passing through the C␣ atom.



r(H i) ⫽ r(C i␣) ⫹ 1.328y i ⫺ 1 ⫺ 1.648z i ⫺ 1, where the coordinates are given in angstroms. This backbone geometry corresponds to the classical average bond lengths and angles from Engh and Huber.34 Note that the terminal triplets (x0, y0, z0) and (xN, yN, zN) speciﬁed only the coordinates of N- and C-terminal atoms, rather than the complete set of the backbone atoms. Each side-chain was represented by a single pseudoatom R in our model. The length of the C␣OR bond, b, was stipulated by the amino acid type. The direction of the bond corresponded to the direction of the ␤ carbon, with the chirality of L-amino acids preserved. To derive the position of the pseudoatom R, we assumed ideal tetrahedral valence geometry at C␣, with all valence angles equal to arccos(⫺1/3). Speciﬁcally, b b 冑3 r(R i) ⫽ r(C ␣i ) ⫹ (n i ⫺ ci) ⫺ ni ⫻ ci, 2 2



(3)



where ni and ci are the unit vectors in the direction of the NOC␣ and C␣OC bonds, respectively [Fig. 1(A)]. According to Eq. (2), these 2 vectors are deﬁned by the orientations of the corresponding peptide bonds. Thus, r(Ri) was unambiguously determined by the 2 adjacent triplets. In the case of alanine, the position of the pseudoatom R corresponded to the position of the ␤ carbon, C␤, with the C␣OC␤ bond length b ⫽ 1.531 Å.34 In our simulations, the adjacent peptide bonds (the triplets) were allowed to rotate relative to each other.
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These rotations resulted in alterations in dihedral angles i and i. The angles were unambiguously determined by the peptide bond orientations and calculated as follows:



冉



 i ⫽ arctan



冊



pi ⫺ 1 䡠 关ni ⫻ ci] [pi ⫺ 1 ⫻ ni] 䡠 [ni ⫻ ci]



冉



i ⫽ arctan



冊



[ni ⫻ ci] 䡠 pi , [ni ⫻ ci] 䡠 [ci ⫻ pi]



(4)



where pi is the unit vector in the direction of the CiONi⫹1 bond [Fig. 1(A)]. The signs of the numerator and the denominator in Eq. (4) deﬁne the quadrant of the angles. We readily calculated the angles using the standard C library function atan2.35 The axes of rotations of adjacent peptide bonds i ⫺ 1 and i relative to each other were not constrained to vectors ni and ci. It is important to note that we did not hold ﬁxed the valence geometry of the C␣ atoms, but rather restricted it with bending energy terms. Namely, the valence angles NOC␣OC, i ⫽ arccos(⫺ ni 䡠 ci), were permitted to slightly diverge from ideal value of arccos(⫺1/3) as a result of the peptide bond rotations. We still applied Eq. (3) to calculate r(Ri) in the deformed amino acids. As follows from Eq. (3), the valence angles NOC␣OR and ROC␣OC were also ﬂexible and coupled to the variations of the angle i. To summarize, in our model, there are 3 independent degrees of freedom per amino acid of the peptide chain: the valence angle, , and 2 traditional dihedral angles,  and . The former was ﬁrmly restrained by the bending energy. The latter 2 were controlled by other interatomic interactions.



r(B). We used values of hard-sphere atomic radii close to the lower limit of the range set in the literature16,26,37,38: r(C␣) ⫽ r(C␤) ⫽ 1.57 Å, r(C) ⫽ 1.42 Å, r(O) ⫽ 1.29 Å, r(N) ⫽ 1.29 Å. Note that in our model the backbone hydrogen atoms were excluded from the collision analysis but were important in identifying hydrogen bonds. Hydrogen bonds were introduced as nonlocal interactions between the backbone oxygen and hydrogen atoms only. The energy of the hydrogen bonds was given by square-well potentials, E ijHB ⫽ ⫺ nhH,



where nh is the number of hydrogen bonds between the amino acids i and j; H is the strength of each hydrogen bond. We considered the hydrogen bond formed when r(O, H) ⬍ 2.1 Å, ⬔OHN ⬎ 150°, and ⬔COH ⬎ 90°. Symbol ⬔ denotes the angle between the 3 atoms. The lower boundary on the separation between the atoms [r(O, H) ⬎ 1.8 Å] was implicitly set by the hard-sphere collision between oxygen and nitrogen. This deﬁnition of a hydrogen bond captures the most important characteristics of hydrogen bond geometry observed in crystal structures.39 – 44 We varied the strength of hydrogen bonds H in order to examine their importance in the formation of helices and other structural motifs in peptides. Although we left out a more detailed description of hydrogen bonds, we believe that this description is sufﬁcient for the purposes of our simulations. To summarize, the total energy of a polypeptide chain conformation was calculated as follows:



Model Interactions



E iB ⫽



冘 N



To restrict the valence angle NOC␣OC, i, to the values near the ideal tetrahedral geometry, we introduced a special local bending energy given by ε 关 ⫺ arccos共 ⫺ 1/3兲兴2, 2 i



(5)



where ε is the bending rigidity equal to 250 kcal/(mol 䡠 rad2). In our simulations at room temperature, T ⫽ 300 K, with this value of bending rigidity, the standard deviation of i was approximately equal to 2.8°, in agreement with the deviation observed in crystal structures. This valence angle is the most diverse angle in crystal structures.34 Also, this angle variability was shown to play an important role in some peptide conformations.17,26,36 Since the valence angles NOC␣OR and ROC␣OC are not independent parameters in our model, we did not introduce any other bending energy terms besides Eq. (5). To mimic van der Waals repulsions between the atoms, we used hard-sphere potentials: E ijvdW ⫽ ncW,



(6)



where nc is the number of collisions between the atoms of amino acids i and j; W ⫽ 15 kcal/mol is the prohibitively large positive cost of collisions. Two atoms, separated by at least 3 chemical bonds, collided when the distance between them, r(A, B), was less then the sum of their radii, r(A) ⫹



(7)
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i⫽1



冘冘 N



E iB ⫹



i



共EijvdW ⫹ EijHB兲.



(8)



i⫽1 j⫽1



Our model force ﬁeld does not include other energy terms such as electrostatic and hydrophobic interactions, and other interactions with solution. We used interatomic energy terms that were inspired by the classical force ﬁelds but greatly simpliﬁed for the purposes of our simulation. Metropolis Monte Carlo Procedure To obtain the canonical ensemble of polypeptide conformations, we developed a novel Metropolis MC procedure. Each new chain conformation was generated from the previous one by applying a move to a randomly chosen chain segment containing 1 or 2 adjacent peptide bonds. Each move was local, and the conformation of the rest of the chain was not altered. Local moves are extremely important to achieve efﬁcient sampling of the polypeptide conformational space.5,8 There were 2 types of moves in our procedure. The move of the ﬁrst type was a crankshaft rotation12 of the peptide bonds i and i ⫹ 1, where i was picked randomly. The rotation axis was the line connecting C␣’s i and i ⫹ 2 given by the difference r(C␣i ⫹ 2) ⫺ r(C␣i ) [Fig. 1(B)]. The rotation angle was uniformly distributed over the range [⫺␣0, ␣0]. We applied the rotation to the triplets (xi, yi, zi) and (xi⫹1, yi⫹1, zi⫹1) and then calculated the new
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positions of the atoms using Eqs. (1) through (3). As a result, the backbone atoms of the peptide bonds i and i ⫹ 1, and the entire amino acid i ⫹ 1 were rotated as a rigid body. Since this rotation was not necessarily around one of the NOC␣ or C␣OC bonds, this move could alter all the dihedral angles i, i, i⫹2, and i⫹2, as well as the valence angles i and i⫹2. It also likely changed the positions of side-chains i and i ⫹ 2. The rest of the chain and its geometry remained intact. The move of the second type involved a rigid-body rotation of 1 or 2 peptide bonds at one of the chain termini picked randomly [Fig. 1(B)]. The rotation axis passed through the C␣ and had a random direction. The rotation angle was uniformly distributed over the same range [⫺␣0, ␣0]. This move altered the conformation of the polypeptide terminus in a manner similar to that described above. Since the direction of these rotations was random (unlike the rotations of the ﬁrst type), the C␣ atoms at the N- and C-terminus were able to move in space. To equalize the chances for each chain segment to be moved, moves of the ﬁrst type were proposed with the probability of (N ⫺ 2)/(N ⫹ 2), while moves of the second type were attempted with the remaining probability of 4/(N ⫹ 2). In our Metropolis MC procedure, forward and reverse rotations were proposed with equal probabilities. The Jacobian of the transformation, which is a combination of rotation matrices, is equal to 1. The proposed rotations from original to trial states conserve the volume element in the space of peptide bond orientations. Therefore, to satisfy the principle of microscopic reversibility, trial rotations were accepted with the standard Metropolis probability45: P共old 3 new) ⫽ min兵1,exp(⫺␤⌬E兲其,



(9)



where ⌬E is the energy difference between the trial and the old conformations given by Eq. (8), and ␤ ⫽ 1/RT is the reciprocal product of the gas constant and the absolute temperature. The rotation amplitude, ␣0, was selected so that approximately half of the trial rotations were accepted. This Metropolis procedure would be impossible without making the C␣ valence geometry ﬂexible in our model. Our local moves do alter the valence angles . Designing the local moves that keep this angle ﬁxed is a geometrically complex and computationally expensive problem often referred to as “loop-closure” or “rebridging” in the literature.5,7,8,11 At the price of 1 degree of freedom per amino acid, we avoided solving this problem at each step of the simulation procedure. Also, in this formulation, the acceptance function given by Eq. (9) does not require evaluation of the Jacobian correction, which is necessary in the space of dihedral angles.4,6,9,10 We believe that 3 instead of 2 degrees of freedom per amino acid is a small price to pay for the simplicity of our implementation. Parallel Tempering Scheme Besides using local moves in the Metropolis MC procedure, to further improve the efﬁciency of sampling, we used parallel tempering.14,46 In this method, S replicas of



our model polypeptide are simulated at different temperatures Ti, i ⫽ 0, …, S ⫺ 1, starting from room temperature and up. The systems at higher temperatures evolve faster, because they can more easily escape from local energy minima. In addition to the normal set of Metropolis moves performed in each system, swapping moves occasionally exchange the temperatures of 2 randomly chosen replicas.47 The temperature swaps are accepted with the following probability: P共swap) ⫽ min兵1,exp(⫺⌬␤⌬E兲其



(10)



where ⌬␤ ⫽ ␤i ⫺ ␤j ⫽ 1/RTi ⫺ 1/RTj. When the system at room temperature is involved in the swap, its counterpart becomes the new room temperature system that we follow closely in our simulations. Although the difference in the energies of the systems ⌬E can be very large, 2 systems with close temperatures (small ⌬␤) can still swap with high probability. As a result, the large conformational changes that happen at higher temperatures propagate to lower temperatures. To balance the swapping probabilities between all replicas, their temperatures must have equal relative separation (or be evenly spaced on a logscale). Given the size of available multiprocessor cluster or the total number of replicas S, the choice of the temperatures for the replicas is governed by 2 conﬂicting requirements: the large value for the highest temperature and a small spacing between the neighboring temperatures. To balance between these requirements, we used the following initial iterative assignment:



冉



␤ i⫹1 ⫽ ␤ i 1 ⫺



冊



log 2共S ⫹ 1兲 , 2S



(11)



with ␤0 corresponding to room temperature. In this scheme, the highest temperature grows asymptotically linearly with S, while the separation between the temperatures is approximately reciprocal to S. The frequency of the temperature swap attempts was arbitrarily set to once per 16,384 regular Metropolis steps. We veriﬁed that the room temperature replica successfully participated in a temperature swap at least 100 times in a typical simulation. Validation and Performance To validate the principle of microscopic reversibility in our Metropolis MC procedure, we tested the distribution of the backbone dihedral (torsion) angles. This distribution should be uniform in the absence of hard-sphere repulsion (W ⫽ 0) and hydrogen bonding (H ⫽ 0). This sensitive test has been used in earlier studies.4,10 Figure 2 shows the histograms of  and  angles obtained in the special simulation run using Eq. (4). The unbiased sampling of dihedral angles within statistical error demonstrates that the microscopic reversibility principle is indeed satisﬁed in our procedure. The performance of our Metropolis procedure was evaluated by measuring the average step size. In our typical simulation run with H/RT ⫽ 3, approximately 50% of the proposed rotations were accepted when we chose the
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tempering improved mixing between helical and extended conformations, which is unlikely at low temperatures because of the high energetic barrier. To demonstrate the efﬁciency of mixing, we traced the Shannon entropy of the reduced 2-state distribution of the amino acid conformations:



冘 N



h共p,q兲 ⫽ ⫺



共p i log 2pi ⫹ qilog2qi兲,



(13)



i⫽1



Fig. 2. Distribution of dihedral angles in the simulation without hardsphere repulsion and hydrogen bonding. The solid horizontal line corresponds to the theoretical uniform probability density. The 48-bin normalized histograms for the  (solid line) and  (dotted line) angles were obtained from 6000 octa-peptide conformations. The deviations from the theoretical value are within the statistical error of about 3.2%.



amplitude of proposed rotations ␣0 ⫽ 14°. The standard deviation of the rotation angles in each step was equal to 4.5°. We found that the step size was controlled by the C␣ elasticity and reciprocal to the value of bending rigidity, ε. We also calculated that each step of our procedure resulted in an average absolute change of a single dihedral angle  or  by approximately 2°. This value indicates improvement in comparison with the earlier Metropolis sampling procedures, where the dihedral angle step size was less than 1°.10 We estimated the statistical inefﬁciency of our procedure as determined by the variance of an observable, 2(A), and the variance of its block averages, 2(An): n2共An兲 , 2 n 3 ⬁  共A兲



I共A兲 ⫽ lim



(12)



where the block averages An are taken from the consecutive adjacent blocks of size n.2 The statistical inefﬁciency deﬁnes the size of uncorrelated blocks or how often a particular observable should be sampled in the procedure. For the 16-mer polyalanine with H/RT ⫽ 3, we calculated that I(cos 8) was approximately equal to 2 䡠 105. Given the accessible space of 160° for a  angle, the step size of 2° in our procedure, with 8 being randomly altered each eighth step, we can estimate a theoretical lower bound for the inefﬁciency 8 䡠 (160/2)2 ⫽ 51,200. Thus, the statistical inefﬁciency of our procedure is consistent with the theoretical estimate. Parallel tempering played a crucial role in our Metropolis procedure. At high hydrogen bond strengths, parallel tempering provided more efﬁcient mixing between numerous stable hydrogen bonding patterns. In addition, parallel



where the sum is taken over N amino acids. The probabilities of helical and extended conformations of the amino acid i, pi, and qi, respectively, were estimated from their frequencies in the samples collected so far. We considered any conformation inside the contiguous region with  ⰻ [0°, 120°] and  僆 [⫺120°, 60°] as helical. All the other conformations were considered as extended (i.e., by deﬁnition pi ⫹ qi ⫽ 1). Figure 3(A) demonstrates the Shannon entropy trace in the special simulations of 16-mer polyalanine with H/RT ⫽ 3. The total of 65 million Metropolis steps were performed using 1, 4, 8, or 16 parallel replicas. The simulation with a single replica failed to reach equilibrium altogether. The simulations with multiple replicas all reach equilibrium with the Shannon entropy of approximately 15.6. Increasing the number of replicas resulted in faster equilibration. Figure 3(B) shows which of the 16 replicas was evolving at room temperature at a given Metropolis step. The successful temperature swaps with a room temperature replica occurred 68 times in the course of this simulation, or about 13.6% of the time. To summarize our method in its entirety, we simulated up to S ⫽ 32 parallel replicas of our model system at temperatures given by Eq. (11). We attempted 1 temperature swap move per 16,384 regular Metropolis steps. We started each computer experiment from extended polypeptide conformations. In the case of the strongest hydrogen bonding considered in this work (H/RT ⫽ 8), after initial 524,288 “burn-in” steps, we collected 2000 conformations separated by 524,288 Metropolis steps. Thus, we carried out more than 1 billion Metropolis steps in our longest computer experiment. The convergence of our procedure was validated by comparison of the results of 2 independent runs. On a Sun Netra X1 Cluster Grid, we achieved a performance of 20 million Metropolis steps per hour for each replica. Our longest simulation required 52 h to complete. Our program was written in standard C. We used MPI (Message Passing Interface) for parallel communications between replicas and relied on the Sun MPI implementation. RESULTS AND DISCUSSION Ramachandran Plot Analysis In this work, we simulated an equilibrium ensemble of 16-mer polyalanine conformations. In a helical conformation, the amino acids in the middle of the chain form 2 hydrogen bonds, while the terminal amino acids can only have 1 hydrogen bond. We disregarded 4 terminal amino acids at each end of the chain. We collected 2000 model conformations and examined the combined distribution of
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aries of the regions are blurry, because the valence angle NOC␣OC is allowed to slightly deviate from the ideal tetrahedral values in our simulations (see Methods section). The distribution of the  and  angles is almost uniform within each region away from the boundaries. This indicates that the chain adopts random coil conformations when there are no hydrogen bonds formed. We also compared the observed distribution with the distribution for the middle amino acid in model trialanine. In trialanine, the probability density was identical in both extended and compact helical conformations (data not shown). In the long model chains, we found that the extended conformations were about 70% more likely than the compact helical ones. This dissimilarity between the distributions contradicts Flory’s isolated-pair hypothesis (the steric independence between the dihedral angles of individual amino acids). This hypothesis was also proven invalid in earlier studies.26 As the strength of the hydrogen bond grows, the region corresponding to the 310 and ␣-helices becomes more and more populated, eventually overcoming the bias toward the extended conformations and taking over the overwhelming majority of the conformations (Fig. 4). The formation of ␤-hairpins, although theoretically possible, was not reliably detected in our simulations. Our simulations show that the right-handed helical structures are more favorable, as they provide saturated hydrogen bonding more readily. Hydrogen Bond Donors



Fig. 3. (A) Shannon entropy trace in the simulations with 1, 4, 8, and 16 replicas. Different lines correspond to the different number of available replicas as speciﬁed in the legend. (B) Temperature swaps in the course of the simulation with 16 replicas. The panel shows which replica is evolving at room temperature at a given step of the simulation.



the dihedral angles  and  for the 8 middle amino acids. Figure 4 shows the simulated distribution of the dihedral angles (Ramachandran plots) for 6 different values of the hydrogen bond strength, H from Eq. (7). The panels are labeled by the H/RT values in the top right corner. The highest value of the hydrogen bond strength in the ﬁgure corresponds to 4.8 kcal/mol. When H/RT ⫽ 0.0, the conformations of our model polypeptide chain are only deﬁned by hard-sphere clashes between the atoms. Not surprisingly, on the simulated Ramachandran plot (Fig. 4, top left) we observed 2 major sterically allowed regions that correspond to the extended conformations and the compact helical ones. The bound-



Because the values of  and  angles for 310 and ␣-helix are close, it is impossible to distinguish between these structures using Ramachandran plots and precisely quantify the number of amino acids in each conformation. To analyze the distribution between the structures for different values of hydrogen bond strengths, we determined the patterns of hydrogen bonding between backbone atoms. In forming a hydrogen bond, each amino acid in the chain can be a donor (of hydrogen) or an acceptor (at oxygen). The conditions under which we considered a hydrogen bond to be formed are given in the Methods section [see Eq. (7)]. In our simulations, we observed that the patterns of hydrogen bonding were asymmetric for donors versus acceptors. Namely, each amino acid could be a donor in only 1 hydrogen bond, while it could be an acceptor in 1, 2, or 3 hydrogen bonds. This asymmetry was due to the fact that, in our model, oxygen had a ﬁnite hard-sphere radius, while we did not assign any radius to hydrogen atoms. Therefore, hydrogens from multiple donors could come close enough to form several hydrogen bonds with a single acceptor. We routinely observed “double” and, more rarely, “triple” hydrogen bonds. When the hydrogen bonds were weak, the model polyalanine chain largely adopted random coil conformations, where traditional secondary structure assignment48 is impossible. Since each amino acid can be a donor in only 1 hydrogen bond, it is more discriminatory to analyze hydrogen-donating patterns rather than hydrogen-accepting patterns. Based on this information, we were able to
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Fig. 4. Simulated Ramachandran plots. The combined distribution of  and  angles for the amino acids in the middle of the chains was obtained for different values of hydrogen bond strengths. The panels are labeled at their top-right corners by the value of H/RT. The total of 16,000 data points is shown in each panel.
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TABLE I. Number of Donors in Different Hydrogen Bond Patterns Depending on the Hydrogen Bond Strength H/RT



None



i 3 i ⫺ 3 (310)



i 3 i ⫺ 4 (␣)



i 3 i ⫺ 5 ()



Other



0.0 1.0 2.0 3.0 3.5 4.0 4.5 5.0 6.0 7.0 8.0



15,980 15,946 15,748 14,767 12,285 10,532 7217 3259 1328 848 369



13 45 193 834 2638 3950 6282 9192 11,205 11,541 11,607



3 3 41 301 908 1397 2031 3233 3333 3531 3931



0 1 7 63 109 67 461 309 105 67 64



4 5 11 35 60 54 9 7 29 15 29



TABLE II. Number of Acceptors in Different Hydrogen Bond Patterns Depending on the Hydrogen Bond Strength H/RT



None



i 4 i ⫹ 3 (310)



i⫹3 i 4 i⫹4 (310,␣)



i 4 i ⫹ 4 (␣)



i 4 i ⫹ 5 (*)



Other



0.0 1.0 2.0 3.0 3.5 4.0 4.5 5.0 6.0 7.0 8.0



15,987 15,948 15,764 15,249 13,693 12,482 9556 5051 3376 2764 2723



11 39 176 503 1387 2195 3996 7227 8658 9118 8594



0 4 23 145 687 987 1233 2053 2020 2218 2572



1 4 23 44 91 145 339 1100 1303 1359 1714



0 1 7 36 87 120 776 541 635 499 355



1 4 7 23 55 71 100 28 8 42 42



*Majority of acceptors participating in -like hydrogen bonds also participated 310- and/or ␣- like hydrogen bonds. The number of acceptors participating in -like hydrogen bonds includes acceptors participating in multiple hydrogen bonds.



reasonably assign a helix type to a given amino acid. This deﬁnition is more suitable and convenient for our simulations. We counted the number of donors forming different types of hydrogen bonds among the middle 8 amino acids in the ensemble of 2000 conformations of 16-mer polyalanine. The results for different hydrogen bond strengths are presented in Table I. The overwhelming majority of formed hydrogen bonds could be classiﬁed as 310-, ␣-, or -helical. The data shown in Table I demonstrate that the 310 helix is the most favorable structure of polyalanine adopted under inﬂuence of hydrogen bonds. It is worth noting that, independent of the hydrogen bond strength, there are roughly 3 times as many amino acids in the 310-helical conformation as in the ␣-helical one. We did not detect any appreciable dependence of the proportion on the selected criteria of hydrogen bond formation. Since all the hydrogen bond types have the same strength in our model, the 3-to-1 ratio of probabilities translates to a difference in entropy for these hydrogen bonds of S(310) ⫺ S(␣) ⬇ R. This entropy difference is close to an earlier estimate obtained using rejection MC sampling.49 The formation of 310 helices in alanine-based peptides has also been detected experimentally.50,51 The experimental evidence and our simulations suggest that both 310 and ␣-helices can coexist and interchange. The experimental estimates of the exact proportion of these conformations vary in the literature.



Hydrogen Bond Acceptors Unusual hydrogen bonding patterns, where bifurcated and double hydrogen bonds are observed, are common in helices52,53 and helix capping motifs.54 Our model only permits multiple hydrogen bonds with a shared acceptor, and we observed such bonds during our simulations. We counted the number of acceptors forming different single or multiple hydrogen bonds among the 8 middle amino acids of 16-mer polyalanine. The results are presented in Table II. While acceptors preferably form 310-like hydrogen bonds, we found that the next most common type of hydrogen i⫹3 bond was the double bond i 4 i⫹3 . When it was formed, the amino acid i ⫹ 3 adopted the conformation with  ⫽ ⫺120° and  ⫽ ⫺40°. The increased population in this region is clearly visible on the Ramachandran plots (see Fig. 4). The amino acid i ⫹ 2 often deviated towards  ⫽ ⫺100° and  ⫽ 10°, which is also visible on the Ramachandran plots. In some instances, the amino acid i ⫹ 3 terminated one helix and initiated the other, forming a kink. The axis of the helix at the kink deﬂects by approximately 45°. The structure of the kink between two 310 helices is presented in Figure 5. We also detected similar kinks between ␣-helices. To our knowledge, this is the ﬁrst computational observation of the spontaneous formation of such stable kinks. Two previous analyses of Ramachandran plots for
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Fig. 5. Double hydrogen-bonded kink between 310 helices. The 2 hydrogen bonds with a shared acceptor are shown by dotted lines on the stereo pair.



the proteins in the current Protein Data Bank55 (PDB) indicate that these structures are common in real proteins: at the C-cap of the helices (see Fig. 2D in Ho et al.29) and in the intrahelical -bulges (see Figure 2C in Cartailler and Luecke30). While some acceptors in our model form multiple hydrogen bonds, others do not ﬁnd a matching donor even at very high hydrogen bond strengths. As a result, at H/RT ⫽ 8.0, a signiﬁcant number (17%) of acceptors remained unbonded, while almost all donors found their match. This is another indication of asymmetry in hydrogen bonding between backbone atoms. Helix–Coil Transition In our simulations, we observed the classical helix– coil transition32 with changes in hydrogen bond strength. Figure 6 shows the decrease in the fraction of the amino acids in the non-hydrogen-bonded conformations with the increase of hydrogen bond strength. Our data demonstrate the cooperative transition from random coil to hydrogen bonded structures between H ⫽ 2.1 kcal/mol to H ⫽ 3.1 kcal/mol. The midpoint of the transition with a 50% fraction of amino acids in a hydrogen-bonded conformation corresponded to H ⫽ 2.6 kcal/mol. Both the midpoint and the width of our simulated transition are in agreement with earlier MC studies.26 In the framework of Zimm–Bragg theory, the helix– coil transition is described in terms of the propagation parameter, s, and the entropic coast of the helix nucleation, .31,32,56 The fraction of random coil residues in this theory is given by 1 1⫺s . ⫽ ⫹ 2 2 冑共1 ⫺ s兲 2 ⫹ 4s



(14)



The elongation parameter for our model can be expressed as s ⫽ s0exp(H/RT) and determines the midpoint of the helix– coil transition. The parameter  describes the cooperativity level and determines the width of the transition. We were able to obtain an excellent ﬁt of the observed transition by Eq. (14) with 2 adjustable parameters s0 ⫽



Fig. 6. Helix– coil transition under the inﬂuence of hydrogen bond strength. The fraction, , of donors (ﬁlled symbols) and acceptors (hollow symbols) that do not participate in hydrogen bonding is shown as a function of the hydrogen bond strength H/RT. The ﬁtting procedure is described in the text.



0.013 and  ⫽ 0.3. The reviews of experimentally determined values of s(0°C) range from 1.3 to 2.2 for alaninebased peptides.25,33 In the framework of our model, this corresponds to a hydrogen bond strength H between 2.5 and 2.8 kcal/mol. There is no consensus regarding the experimentally determined values of , which have been reported to range from 0.002 to 0.01.25,33,57 There is even less agreement between simulated values. Our estimate of  agrees with the values determined in earlier simulations; see Nguyen et al.25 and references therein. We have observed that the hydrogen bonding criteria inﬂuence the helix– coil transition parameters (data not shown). We therefore believe that it is possible to select the hydrogen bonding criteria that will bring the  values in better agreement with experimental observations. Such calibration of hydrogen bonding criteria will be the subject of our future work. Alternatively, the sigmoid curve for the cooperative helix– coil transition can be characterized by modiﬁed Hill equation ⫽



1 , K nH ⫹ 1



(15)



where the equilibrium constant of hydrogen bond formation, K, can be expressed as K ⫽ K0exp(H/RT) and the cooperativity parameter nH is the Hill coefﬁcient,32 which can be interpreted as the average number of simultaneously formed hydrogen bonds. We were able to ﬁt our simulation data for hydrogen bond donors by Eq. (15) with 2 adjustable parameters K0 ⫽ 0.013 and nH ⬇ 1.7. This means that, in our model, during the helix– coil transition, approximately 2 hydrogen bonds are formed or broken cooperatively. The fraction of hydrogen bond acceptors
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(Fig. 6) was ﬁtted in a similar fashion. The quality of ﬁtting by both methods was comparable.



13.



CONCLUSIONS In this work, we used a simpliﬁed model of the polypeptide chain featuring only hard-sphere repulsions between the atoms and hydrogen bonding deﬁned by the angular and distance constraints, similar to those used by Pauling et al. more than 50 years ago.20 Using our efﬁcient Metropolis MC procedure, we were able to perform exhaustive sampling of the polyalanine conformations. Our longest computer experiments were carried out in the reasonable time of about 52 h. Our atomistic model permitted the formation of 310 and ␣-helices, kinks between them, and other structural motifs with unusual hydrogen bonding patterns. We simulated helix– coil transition and were able to assess propensities for the different structures under the inﬂuence of hydrogen bonding. The secondary structures observed in our simulations were dominated by 310 helices, in agreement with experimental observations.50 It is remarkable that in the framework of this simpliﬁed model, our simulated Ramachandran plots capture all the important characteristics of helical conformations. For the ﬁrst time, to our knowledge, we report the spontaneous formation of stable kinks between the helices, which are common in the crystal structures of real proteins.29,30
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