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Abstract of Thesis Presented to the Graduate School of the University of Florida in Partial Fulfillment of the Requirements for the Degree of Master of Science EXPERIMENTAL DEMONSTRATION OF STRUCTURE ESTIMATION OF A MOVING OBJECT USING A MOVING CAMERA BASED ON AN UNKNOWN INPUT OBSERVER By Sujin Jang August 2012 Chair: Carl D. Crane III Cochair: Warren E. Dixon Major: Mechanical Engineering The problem of estimating the structure of a scene and the camera motion is referred to structure from motion (SFM). In this thesis, an application and experimental verification of an online SFM method is presented to estimate the structure of a moving object using a moving camera. Chapter 2 describes the basic kinematics of the camera motion, the geometric image formation and a point tracking algorithm. The perspective camera model is used to describe the relationship between the camera and moving object. Based on this model, a nonlinear dynamics system is developed in Chapter 3. The method of least squares is used to optimize the camera calibration matrix. A KLT (Kaneda-Lucas-Tomashi) feature point tracker is used to track a static and moving point in experiments. In Chapter 3, an unknown input observer is designed to estimate the position of a moving object relative to a moving camera. The velocity of the object is considered as an unknown input to the perspective dynamical system. The Lyapunov-based mehods are used to prove the exponential or the uniformly ultimately bounded stability result of the observer. The observer gain design problem is formulated as a linear matrix inequaility problem. The velocity kinematic analysis of a robot manipulator is introduced in Chapter 4. In the experiments, the forward kinematic analysis is used to determine the position and orientation of
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the end-effector of the robot manipulator. The joint velocities of the robot manipulator are related to the linear and angular velocity of the end-effector to control motion of the robot. In Chapter 5, the unknown input observer is implemented for the structure estimation of a moving object attached to a two-link robot observed by a moving camera attached to a PUMA robot. Series of experiments are performed with different camera and object motions. The method is used to estimate the structure of the static object as well as the moving object. The position estimates are compared with ground-truth data computed using forward kinematics of the PUMA and the two-link robot.
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CHAPTER 1 INTRODUCTION Vision sensors provide rich image information and rarely have limits on sensing range. Based on these image data, numerous methods have been developed to estimate and reconstruct the structure of a scene. These methods have been implemented in various robotics applications such as navigation, guidance and control of an autonomous vehicle, autonomous surveillance robots and robotic manipulation. One of the intensively studied approaches to solve the estimation problem is structure from motion (SFM) which refers to the process of reconstructing both the three-dimensional structure of the scene and the camera motion. A number of approach to solve the SFM problem in a dynamic scene have been studied in the past decade [1–8]. In [1], a batch algorithm is developed for points moving in straight lines or conic trajectories given five or nine views, respectively. In [2], a batch algorithm is presented for object motions represented by more general curves approximated by polynomials. In [3], assuming a weak perspective camera model, a factorization-based batch algorithm is developed for objects moving with constant speed in a straight line. An algebraic geometry approach is presented in [4] to estimate the motion of objects up to a scale given a minimum number of point correspondences. In [5], a batch algorithm is developed to estimate the structure and motion of objects moving on a ground plane observed by a moving airborne camera. The method relies on a static scene for estimating the projective depth, approximated by the depth of feature points on a static background assuming that one of the feature points of the moving object lies on the static background. In [6], a batch algorithm is developed by approximating the trajectories of a moving object using a linear combination of discrete cosine transform (DCT) basis vectors. Batch algorithms use an algebraic relationship between 3D coordinates of points in the camera coordinate frame and corresponding 2D projections on the image frame collected over n images to estimate the structure. Hence, batch algorithms are not useful in real-time control algorithms. For visual servo control or video-based surveillance tasks, online structure estimation algorithms are required. Recently, a causal algorithm is presented in [7] to estimate the structure
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and motion of objects moving with constant linear velocities observed by a moving camera with known camera motions. A new method based on an unknown input observer (UIO) is developed in [8] to estimate the structure of an object moving with time-varying velocities using a moving camera with known velocities. The contributions of this work are to experimentally verify the unknown input observer in [8] for structure estimation of a moving object and to prove the uniformly ultimately bounded (UUB) result for the observer where an additive disturbance term is considered in the nonlinear system. A series of experiments are conducted on a PUMA 560 and a two-link robot. A camera is attached to the PUMA and the target is attached to the moving two-link robot. The camera images are processed to track a feature point while camera velocities are measured using the joint encoders. The camera calibration matrix is optimized using a least-squares method to reduce the error in camera parameters obtained using a Matlab camera calibration routine. To obtain the ground truth data, the distance between the origin of the PUMA and origin of the two-link robot is measured and positions of the camera and moving object with respect to respective origins are obtained using the forward kinematics of the robots. The estimated position of the object is compared with ground-truth data. The experiments are conducted to estimate the structure of a static as well as a moving object keeping the same observer structure. The experiments prove the advantage of the observer in the sense that a-priori knowledge of object state (static or moving) is not required.



13



CHAPTER 2 PERSPECTIVE CAMERA MODEL AND FEATURE TRACKING This chapter describes the basic kinematics of the camera motion (Section 2.1) and the geometric image formation (Section 2.2). The optimization of camera matrix is presented in Section 2.3. Also a commonly used feature point tracking technique is introduced in Section 2.4.



Figure 2-1. A perspective projection and kinematic camera model.



2.1 Kinematic Modeling Considering a moving camera observing an object, define an inertially fixed reference frame, F : {o; Ex , Ey , Ez }, and a reference frame fixed to a camera, C : {oc ; ex , ey , ez } as shown in Fig. 2-1. The position of a point p relative to a point o is denoted by rp . The position of oc (origin of C) relative to point o (origin of F) is denoted by roc . In the following development every vector and tensor are expressed in terms of the basis {ex , ey , ez } fixed in C 1 . The position



In Chapter 2, it is assumed that {·}e is omitted in vector representation where {·}e{denotes } the column-vector representations of the vector in the basis {ex , ey , ez } (i.e. F Vp = F Vp e ) . 1
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of p measured relative to the point oc is expressed as ]T



[



rp/oc = rp − roc = X(t) Y (t) Z(t)



(2–1)



where X(t), Y (t) and Z(t) ∈ R. The linear velocity of the object and the camera as viewed by an observer in the inertial reference frame are given by F



F



[ ]T d (rp ) = vpx vpy vpz ∈ Vp ⊂ R3 , dt [ ]T d (ro ) = vcx vcy vcz ∈ Vc ⊂ R3 . dt c



F



Vp = F



Voc =



(2–2) (2–3)



Using Eqs. 2–1 through 2–3, the velocity of p as viewed by an observer in C is given by C C



Vp/oc = Vp/oc =



C



C



[ ]T d ˙ ˙ (rp − roc ) = X(t) , Y˙ (t) Z(t) dt Vp − C Voc = F Vp − F Voc +C wF × (rp − roc )



(2–4)



where C wF denotes the angular velocity of F as viewed by an observer in C. The angular [ ]T velocity of the camera relative to F is expressed as F wC = ωx ωy ωz . Since C wF and F



wC are related as C wF = −F wC , [ C



]T



F



w = −ωx −ωy −ωz



.



Substituting Eqs. 2–1 through 2–3 into Eq. 2–4 yields        ˙ ωz −ωy  X(t) X(t) vpx − vcx   0         Y˙ (t)  = v − v  + −ω   0 ωx  cy     py  z   Y (t)  ,        ˙ Z(t) vpz − vcz ωy −ωx 0 Z(t)    vpx − vcx + ωz Y (t) − ωy Z(t)     =  vpy − vcy + ωx Z(t) − ωz X(t)   vpz − vcz + ωy X(t) − ωx Y (t)
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(2–5)



(2–6)



[



]T



The inhomogeneous coordinates of Eq. 2–1, m(t) ¯ = m ¯ 1 (t) m ¯ 2 (t) 1 [ m(t) ¯ ,



∈ R3 , are defined as



]T X(t) Z(t)



Y (t) Z(t)



.



1



[



(2–7) ]T



Considering subsequent development, the state vector x(t) = x1 (t) x2 (t) x3 (t)



∈ Y ⊂ R3



is defined as [ x(t) ,



]T X Z



Y Z



1 Z



.



(2–8)



Using Eqs. 2–6 and 2–8, the time derivative of Eq. 2–8 can be expressed as ˙ − X Z˙ XZ Z2 ( )( ) X vpz − vcz + ωy X − ωx Y vpx − vcx + ωz Y − ωy Z = − Z Z Z



x˙ 1 =



x˙ 2



= vpx x3 − vcx x3 + ωz x2 − ωy − x1 (vpz x3 − vcz x3 + ωy x1 − ωx x2 ) , Y˙ Z − Y Z˙ = Z2 ( )( ) Y vpz − vcz + ωy X − ωx Y vpy − vcy + ωx Z − ωz X = − Z Z Z



(2–10)



x˙ 3



= vpy x3 − vcy x3 + ωx − ωz x1 − x2 (vpz − vcz + ωy x1 − ωx x2 ) , Z˙ = − 2 Z vpz − vcz + ωy X(t) − ωx Y (t) = − Z2 = −x3 (vpz x3 − vcz x3 + ωy x1 − ωx x2 ) .



(2–11)



(2–9)



From Eqs. 2–9 through 2–11, the dynamics of the state x(t) can be expressed as x˙ 1 = Ω1 + f1 + vpx x3 − x1 vpz x3 , x˙ 2 = Ω2 + f2 + vpy x3 − x2 vpz x3 , x˙ 3 = vcz x23 + (x2 ωx − x1 ω2 )x3 − vpz x23 , [ ]T . y = x1 x2
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(2–12)



where Ω1 (u, y), Ω2 (u, y) , f1 (u, x) , f2 (u, x) , f3 (u, x) ∈ R are defined as Ω1 (u, y) , x1 x2 ωx − ωy − x21 ωy + x2 ωz , Ω2 (u, y) , ωx + x22 ωx − x1 x2 ωy − x1 ωz , f1 (u, x) , (x1 vcz − vcx )x3 , f2 (u, x) , (x2 vcz − vcy )x3 , f3 (u, x) , vcz x23 + (x2 ωx − x1 ωy )x3 . Assumption 2.1. The velocities of the camera and object are assumed to be upper and lower bounded by constants. Assumption 2.2. Since the states x1 (t) and x2 (t) are equivalent to the pixel coordinates in the image plane, and the size of image plane is bounded by known constants, thus it can be assumed that x1 (t) and x2 (t) are also bounded by x1 ≤ x1 (t) ≤ x1 , x2 ≤ x2 (t) ≤ x2 where x1 , x1 and x2 , x2 are obtained using the width and height of the image plane. Assumption 2.3. The distance between the camera and the object is assumed to be upper and lower bounded by some known positive constants. Thus the state x3 (t) is bounded by x3 ≤ x3 (t) ≤ x¯3 where x¯3 , x3 ∈ R are known constants. 2.2



Camera Model and Geometric Image Formation



In order to describe the image formation process, the geometric perspective projection is commonly used as depicted in Fig. 2-1. The projection model consists of an image plane Π, a center of projection oc , a center of image plane oI , the distance between Π and oc (focal length) and the two-dimensional pixel coordinate system (Ix , Iy ) relative to the upper left corner of the image plane. The pixel coordinates of the projected point p in the image plane Π is given by [ ]T ¯ in Eq. 2–7 are m(t) ˜ = u(t) v(t) 1 ∈ I ⊂ R3 . The three-dimensional coordinates m(t) related to the pixel coordinates m(t) ˜ by the following relationship [9] m(t) ˜ = Kc m(t) ¯
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(2–13)



where Kc ∈ R3×3 is an invertible upper-triangular form of intrinsic camera matrix given by   f 0 cx     Kc =   0 αf cy    0 0 1 where α is the image aspect ratio, f is the focal length and (cx , cy ) denotes the optical center oI expressed in pixel coordinates. To simplify the derivation of the perspective projection matrix, the following assumptions are considered Assumption 2.4. The projection center is assumed to coincide with the origin of the camera reference frame. Assumption 2.5. The optical axis is aligned with the z-axis of the coordinate system fixed in the camera. 2.3 Optimization of Camera Matrix Since the coordinate system fixed in the camera reference frame is considered to be aligned to the basis fixed in the end-effector of a robot manipulator, the projection center of the camera is assumed to be located at the tool point of the robot manipulator (Assumptions 2.4 and 2.5). However, physically, it is hard to define the exact position of the projection center relative to the tool position because of uncertainties in measurement of dimensions (i.e. dimensions of a camera mount, a center of varifocal lens). Considering this problem, a linear Least-squares method is applied to obtain an optimized camera matrix. From Eq. 2–13, a linear regression model can be expressed with n sets of m ¯ and m ˜ as Sθ = β
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(2–14)



where S ∈ R2n×4 is defined as 



 m ¯ 1,1



0



   0 m ¯ 2,1   . .. . S ,  .  .   ¯ 0 m  1,n 0 m ¯ 2,n



1 0 0 .. . 1 0



  1  ..  . ,   0  1



θ ∈ R4 is defined as [ θ ,



]T



f αf cx cy



,



and β ∈ R2n is defined as [ β ,



]T u1 v1 · · ·



un vn



.



To find the optimal solution of θ, the following quadratic minimization problem is considered θˆ = arg min ∥ Sθ − β ∥2



(2–15)



θ



where θˆ denotes a least squares estimator given by θˆ = S† β where S† is the generalized pseudo inverse defined as ( )−1 T S† = ST S S . The solution θˆ to the problem in Eq. 2–15 gives the optimized camera projection center and focal length. 2.4 A point tracking algorithm : KLT (Kaneda-Lucas-Thomasi) point tracker In this section, a point feature tracking algorithm is briefly described. To track a moving object in the image plane, a KLT (Kaneda-Lucas-Thomasi) point tracking algorithm is used (detailed derivation and discussion can be found in [10, 11]). The concept of the KLT tracking
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algorithm is to track features between the current and past frame using a sum of squared intensity difference in a fixed size of local area. The change of intensities in successive images can be expressed as I (u, v, t + τ ) = I (u − ξ(u, v), y − η(u, v), t) where u, v and t are assumed to be discrete and bounded. The amount of intensity changes δ = (ξ, η) is called the displacement of the point at m(u, v) between time t and t + τ . The image coordinates m are measured relative to the center of fixed-size windows. The displacement function is represented as an affine motion field in the following form: δ = Dm + d where a deformation matrix D ∈ R2×2 is given by   duu duv  D= , dvu dvv



(2–16)



(2–17)



and a translation vector d ∈ R2 is given by [



]T



d = dd dv



.



(2–18)



Using Eqs. 2–16 through 2–18, a local image model can be expressed as I1 (Am + d) = I0 (m)



(2–19)



  1 0 where I0 is the first image, I1 is the second image and A is defined as A =   + D. 0 1 As discussed in [11], smaller matching windows are preferable for reliable tracking. Since the rotational motion becomes more negligible within smaller matching windows, the deformation matrix D can be assumed to be zero. Thus, a pure translation model in Eq. 2–19 is considered,
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and Eq. 2–16 can be rewritten as δ = d. The displacement parameters in the vector d are chosen such that they minimize the following integral of squared dissimilarity ˆ ˆ [I1 (Am + d) − I0 (m)]2 ω(m)dm



ϵ=



(2–20)



w



where w is the given local matching windows and ω(m) is a weighting function. As described in [10, 11], the minimization of the dissimilarity in Eq. 2–20 is equivalent to solve the following equation for d when D is set to be zero: Zd = Θ where the vector Θ ∈ R2 is given by ˆ ˆ [I0 (m) − I1 (m)] g(m)ω(m)dm,



Θ= w



and the matrix Z ∈ R2×2 is given by ˆ ˆ g (m) g T (m) ω (m) dm



Z= w



where the vector derived from the truncated Taylor expansion of 2–20, g(m) ∈ R2 is given by [ g=



∂ ∂u



(I



0 +I1 2



)



21



∂ ∂v



(I



0 +I1 2



]T )



.



CHAPTER 3 DESIGN OF AN UNKNOWN INPUT OBSERVER In this chapter, an unknown input observer for a class of nonlinear system is designed to estimate the position of a tracked object as in [8]. The problem of observer gain design is formulated as a linear matrix inequality (LMI) feasibility problem. 3.1



Nonlinear Dynamics



Based on Eqs. 2–6 and 2–8, the following nonlinear system can be constructed x˙ = f (x, u) + g(y, u) + Dd y = Cx



(3–1)



where x(t) ∈ R3 is a state of the system, y(t) ∈ R2 is an output of the system, u(t) ∈ R6 is a [ ]T is nonlinear measurable input, d(t) ∈ R is an unmeasurable input, g (y, u) = Ω1 Ω2 0 [ ]T in y(t) and u(t), and f (x, u) = f1 f2 f3 is nonlinear in x(t) and u(t) satisfying the Lipschitz condition ∥ f (x, u) − f (ˆ x, u) ∥≤ γ1 ∥ x − xˆ ∥ where γ1 ∈ R+ . A full row rank of matrix C ∈ R2×3 is selected as



  1 0 0 C =  , 0 1 0



and D ∈ R3×1 is full column rank. The system in Eq. 3–1 can be written in the following form : x˙ = Ax + f¯(x, u) + g(y, u) + Dd y = Cx



(3–2)



where f¯(x, u) = f (x, u) − Ax and A ∈ R3×3 . The function f¯(x, u) satisfies the Lipschitz condition [12, 13] ∥f (x, u) − f (ˆ x, u) − A (x − xˆ)∥ ≤ (γ1 + γ2 ) ∥x − xˆ∥ where γ2 ∈ R+ .
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(3–3)



3.2 Design of an Unknown Input Observer The goal of design is to achieve an exponentially stable observer. To quantify the objective, an error state e(t) ∈ R3 is defined as e(t) , xˆ(t) − x(t).



(3–4)



Considering Eq. 3–4 and the subsequent stability analysis, an unknown input observer for the nonlinear system in Eq. 3–2 is designed to estimate the state x(t) in the presence of an unknown disturbance d(t) z˙ = N z + Ly + M f¯(ˆ x, u) + M g(y, u) xˆ = z − Ey



(3–5)



where xˆ(t) ∈ R3 is an estimate of the unknown state x(t), z(t) ∈ R3 is an auxiliary signal, the matrices N ∈ R3×3 , L ∈ R3×2 , E ∈ R3×2 , M ∈ R3×3 are designed as [14] M = I3 + EC N = M A − KC L = K (I2 + CE) − M AE ( ) E = −D(CD)+ + Y I2 − (CD)(CD)†



(3–6)



where (CD)† denotes the generalized pseudo inverse of the matrix CD. The gain matrix K ∈ R3×2 and matrix Y ∈ R3×2 are selected such that ( ) Q , N T P + P N + γ12 + γ22 P M M T P + 2I3 < 0



(3–7)



where P ∈ R3×3 is a positive definite, symmetric matrix. Using Eq. 3–6, the following equality is satisfied N M + LC − M A = 0,



(3–8)



M D = (I3 + EC)D = 0.



(3–9)
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Taking the time derivative of Eq. 3–4 yields e˙ = z˙ − (I3 + EC) x, ˙ e˙ = N z + Ly + M f¯(ˆ x, u) − (I3 + EC) Ax − (I3 + EC) f¯(x, u) − (I3 + EC) Dd.



(3–10)



Using Eqs. 3–6, 3–8 and 3–9, Eq. 3–18 can be expressed as ( ) e˙ = N e + (N M + LC − M A)x + M f¯(ˆ x, u) − f¯(x, u) − M Dd, ( ) e˙ = N e + M f¯(ˆ x, u) − f¯(x, u)



(3–11)



3.3 Stability Analysis The stability of the observer is proved using the Lyapunov-based method. The exponential stability of the observer is proved as in [8] and the uniformly ultimate boundness of the state estimates error is proved where the nonlinear system contains the additive disturbance term. Theorem 3.1. The nonlinear unknown input observer given in Eq. 3–5 is exponentially stable in the sense that ∥e(t)∥ → 0



as t → ∞



iff the inequality in Eq. 3–7 is satisfied. Proof. Consider a Lyapunov candidate function V(t) : R3 → R defined as V(t) = eT (t)P e(t)



(3–12)



where P ∈ R3×3 is a positive definite matrix. Since, P is positive definite, the Lyapunov function is also positive definite satisfying following inequalities λmin (P ) ∥ e ∥2 ≤ V ≤ λmax (P ) ∥ e ∥2
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(3–13)



where λmin , λmax ∈ R are the minimum and maximum eigenvalues of the matrix P . Based on Eq. 3–11, the time derivative of Eq. 3–12 yields ( ) ( ) V˙ = eT N T P + P N e + 2eT P M f¯(ˆ x, u) − f¯(x, u) , ( ) V˙ = eT N T P + P N e + 2eT P M (f (ˆ x, u) − f (x, u)) −2eT P M A(ˆ x − x), ( ) V˙ ≤ eT N T P + P N e + 2γ1 ∥ eT P M ∥∥ e ∥ +2γ2 ∥ eT P M ∥∥ e ∥



(3–14)



where the positive constant γ1 and γ2 are respectively defined as a Lipschitz constant and norm of A matrix. From Eq. 3–13, the following inequalities can be obtained 2γ1 ∥ eT P M ∥∥ e ∥ ≤ γ12 ∥ eT P M ∥2 + ∥ e ∥2 , 2γ2 ∥ eT P M ∥∥ e ∥ ≤ γ22 ∥ eT P M ∥2 + ∥ e ∥2 .



(3–15)



Using Eqs. 3–14 and 3–15, Eq. 3–14 can be upper bounded by ( ) V˙ ≤ eT N T P + P N e + (γ12 +γ22 ) eT P M M T P e + 2eT e, ( ) V˙ ≤ eT N T P + P N + (γ12 +γ22 ) P M M T P + 2I3 e, V˙ ≤ eT Qe.



(3–16)



If the condition in Eq. 3–7 is satisfied, V˙ < 0. Using Eqs. 3–12, 3–13 and 3–16, the upper bounds for V(t) can be expressed as V ≤ V(0)exp(−ξt) where ξ =



−λmax (Q) λmin (P )



∈ R+ , and the upper bound for the estimation error is given by ∥ e(t) ∥≤ ψ ∥ e(t0 ) ∥ exp(−ξt)
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(3–17)



where ψ =



λmax (P ) λmin (P )



∈ R+ . Using Eq. 3–17, it can be shown that ∥e(t)∥ → 0



t→∞



as



∀ e(t0 ).



If the number of unknown inputs denoted by nd is less than or equal to the number of outputs denoted by ny , the conditions in Section 3.4 are necessary and sufficient conditions for the stability of an unknown input observer for a linear time-invariant system [14, 15] 1 . However the observability and the rank conditions do not necessarily guarantee the stability of the observer for a general nonlinear system when nd ≤ ny [16]. For the stability of the nonlinear unknown input observer, the number of unknown inputs nd should be less than the number of outputs ny (nd < ny ). If ny is equal to nd , then the unknown disturbance in Eq. 3–1 can be represented as Dd(t) = D1 d1 (t) + D2 d2 (t) where d1 (t) includes (nd − 1) number of unknown inputs, an additive disturbance term d2 (t) includes remaining unknown input and D1 , D2 ∈ R3×1 are full column rank. The error dynamics of the system in Eq. 3–11 becomes ( ) e˙ = N e + M f¯(ˆ x, u) − f¯(x, u) − M D2 d2 .



(3–18)



To describe performance of the observer where the additive disturbance term d2 (t) is defined in the Eq. 3–18, a theorem is stated and proved. Theorem 3.2. The nonlinear unknown input observer given in Eq. 3–5 shows the uniformly ultimately bounded state estimation error e(t) such that ∥e(t)∥ ≤ ϵ



1



The necessary and sufficient rank condition for a LTI system: (1) rank (CD) = rank (D) = [ ] sIn − A D nd , (2) rank = nd + n, ∀s ∈ C where n is the order of state vector. C 0
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where ϵ ∈ R+ is proportional to the norm of the additive disturbance d2 (t) iff the following inequality is satisfied ( ) Q + I3 = N T P + P N + γ12 + γ22 P M M T P + 3I3 < 0. Proof. The Lyapunov candidate function defined in Eq. 3–12 is used here. Using the upper bound result in Eq. 3–16 and Eq. 3–18, the time derivative of V can be expressed and upper bounded as ( ) ( ) V˙ = eT N T P + P N e + 2eT P M f¯(ˆ x, u) − f¯(x, u) ) ( −eT P (M D2 d2 ) − dT2 D2T M T P e, ( ) V˙ = eT N T P + P N e + 2eT P M (f (ˆ x, u) − f (x, u)) −2eT P M A(ˆ x − x) − 2eT P (M D2 d2 ) , V˙ ≤ eT Qe + 2 ∥e∥T ∥P M D2 d2 ∥ , V˙ ≤ eT Qe + ∥e∥ 2 + ∥P M D2 d2 ∥ 2 ( ) = eT (Q + I3 ) e + dT2 D2T M T P P M D2 d2 .



(3–19)



Based on Assumptions 2.1, 2.2 and the expression of unknown disturbance in Eq. 3–22, d2 (t) can be upper bounded by a known positive constant. It is also given that the matrices P, M, D2 are known and constant. Thus the last term on right hand side of Eq. 3–19 can be upper bounded by a known positive constant as ( ) ∥P M D2 d2 ∥ 2 = dT2 D2T M T P P M D2 d2 ≤ ρ1 where ρ1 ∈ R+ . Eq. 3–19 can be rewritten using ρ1 as V˙ ≤ eT (Q + I3 ) e + ρ1 .
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If Q + I2 < 0, then using Eqs. 3–12, 3–13 and 3–19, the upper bounds for V(t) can be expressed as V ≤ V(0)exp(−ρ2 t) + where ρ2 =



−λmax (Q+I2 ) λmin (P )



∈ R+ , and the upper bound for the estimation error is given by



∥ e ∥≤ where ρ3 =



λmax (P ) λmin (P )



1 (1 − exp(−ρ2 t)) ρ1 ρ2



√ ρ3 ∥ e(0) ∥2 exp(−ρ2 t) + ρ4 (1 − exp (−ρ2 t)).



∈ R+ and ρ4 =



1 λmin (P )ρ1 ρ2



(3–20)



∈ R+ . From Eq. 3–20, it can be concluded that



the estimation error is uniformly ultimately bounded and the ultimate bound is given by ϵ=



√



ρ4 (1 − exp(−ρ2 t))



where ϵ ∈ R+ is proportional to the norm of the disturbance d2 (t). 3.4



Condition on A matrix



If the inequality condition in Eq. 3–7 is satisfied, the pair (M A, C) is observable [14]. Then the gain matrix K can be chosen such that N = M A − KC is Hurwitz. Since rank(CD) = rank(D) = 1, the following rank condition is equivalent to the observability of the pair (M A, C) [14]



  sI3 − A D rank   = 4, ∀s ∈ C. C 0



(3–21)



Thus, the matrix A should be chosen to satisfy Eq. 3–21 so that the pair (M A, C) is observable. 3.5



Condition on object trajectories



Considering the dynamics in Eq. 2–12 and the nonlinear system in Eq. 3–1, the unknown input d(t) can be expressed as ]T



[ d(t) =



vpx x3 vpy x3



−vpz x23



.



(3–22)



Since the number of unknown components of d(t) in Eq. 3–22 is larger than the number of outputs, the disturbance input cannot be directly expressed in the form of Dd(t). To resolve this problem, the following assumption is imposed on the motion of the moving object.
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Assumption 3.1. The linear velocity of the moving object in the Z-direction of the camera is zero; vpz (t) = 0 2 , or the linear velocity of the tracked object either in the X or Y -direction and the Z-direction of the camera is zero; vpy (t) = vpz (t) = 0 or vpx (t) = vpz (t) = 0 3 . Some practical scenarios satisfying Assumption 3.1 can be considered in many applications under constrained object motions: 1. an object moving along a straight line or moving along a circle and 2. an object moving in a circular motion with time-varying radius on a plane. Consider range detecting applications as people or ground vehicles move on the ground plane while they are observed by a downward looking camera fixed in an aerial vehicle. The Z-axis of the inertial reference frame is considered to be perpendicular to the ground plane and the X and Y -axis are in the ground plane. Since the Z-direction of camera is perpendicular to the ground plane and the object moves on the ground plane, the linear velocity of the object in Z-direction of the camera vpz is zero. If the object moves on a straight line in the ground plane observed by the camera in translational motion or the object moves on a circle in the ground plane observed by the camera in a circular motion, choice of the unknown disturbance becomes d(t) = vpx x3 or d(t) = vpy x3 . If the object moves on an unknown time-varying radius of circle observed by the camera in a circular motion, the unknown disturbance term is selected to be Dd(t) = D1 vpx x3 + D2 vpy x3 or Dd(t) = D1 vpy x3 + D2 vpx x3 . 3.6



LMI Formulation



To find E, K and P , Eq. 3–7 is reformulated in terms of a linear matrix inequality (LMI) as [8, 17]











 X11 βX12  


2



Dd(t) = D1 vpx x3 + D2 vpy x3



3



d(t) = vpx x3 or d(t) = vpy x3 .
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(3–23)



where X11 = AT (I3 + F C)T P + P (I3 + F C) A + AT C T GT PYT +PY GCA − C T PKT − PK C + 2I3 X12 = P + P F C + P F C + PY GC PY



= PY



PK = P K √ γ12 + γ22 β = ( ) where F = −D (CD)† and G = Y I2 − (CD)(CD)† . To solve LMI feasibility problem in Eq. 3–23, the CVX toolbox in Matlab is used [18]. Using P , PK and PY obtained from Eq. 3–23, K and Y are computed using K = P −1 PK and Y = P −1 PY . If the additive disturbance term d2 (t) is considered in the error dynamics, the LMI in Eq. 3–23 is defined with slightly changed X11 term as 



 ′ X11



βX12     < 0 T βX12 −I3 ′ where X11 = X11 + I2 .
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CHAPTER 4 VELOCITY KINEMATICS FOR A ROBOT MANIPULATOR In this chapter, the velocity kinematic analysis is described. The forward kinematic analysis determines the position and orientation of the end-effector of a robot manipulator for given joint variables (Section 4.1). To control the motion of the robot manipulator, the joint velocities are related to the linear and angular velocity of the end-effector as described in Section 4.2. 4.1



Forward Kinematic Analysis



Given the joint variables, the specific position and orientation of the end-effector can be determined by a forward kinematic analysis [19]. The homogeneous matrix which transforms the coordinates of any point in frame B to frame A is called a transform matrix, and is denoted as   A A PB0   BR A T =  , B 0 0 0 1 3×3 where the matrix A is the orientation of frame A relative to frame B and the vector BR ∈ R A



PB0 ∈ R3 represents the coordinates of the origin of frame B measured in frame A. For a 6-link



manipulator (i.e., PUMA 560 used in experiments), the transform matrix between the inertial reference frame F and the 6th joint is given by F 6T



=



F 1 2 3 4 5 1 T 2 T 3 T 4 T 5 T 6 T,



where the general transform matrix between ith and j th joint is given by   c −sj 0 aij   j   sj cij cj cij −sij −sij Sj    i  jT =    cij Sj  sj sij cj sij cij   0 0 0 1



(4–1)



(4–2)



where cj = cos(θj ), cij = cos(αij ), sj = sin(θj ) and sij = sin(αij ). The term aij is the link length of link ij and the term sj is the joint offset for joint j [19]. The inertial reference frame is defined as having its origin at the intersection of the first joint axis and the line along link
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Table 4-1. Mechanism parameters for the PUMA 560. Link length (cm) Twist angle (deg) Joint offset (cm) a12 = 0 α12 = −90 a23 = 43.18 α23 = 0 S2 = 15.05 a34 = −1.91 α34 = 90 S3 = 0 a45 = 0 α45 = −90 S4 = 43.31 a56 = 0 α56 = 90 S5 = 0



Joint angle (deg) ϕ1 = variable θ2 = variable θ3 = variable θ4 = variable θ5 = variable θ6 = variable



a12 . The Z-axis of the inertial reference frame is parallel to the first joint axis direction. The transformation between the inertial reference frame and the first joint is given by   cos(ϕ1 ) − sin(ϕ1 ) 0 0      sin(ϕ1 ) cos(ϕ1 ) 0 0   F  1T =    0 1 0  0   0 0 0 1 where ϕ1 is the angle between the X-axis of the fixed coordinate system and the vector along link a12 . With Eq. 4–1, the position of the tool point measured in the inertial reference frame is given by  F











 Ptool    = 1



6



F  6 T



 Ptool  , 1



(4–3)



where the vector F Ptool ∈ R3 denotes the position of the tool point measured in the inertial reference frame and the vector 6 Ptool ∈ R3 denotes the position of the tool point measured from the origin of the 6th joint 1 . In Table. 4-1, the mechanism parameters for the PUMA 560 is represented. The kinematic model of the PUMA 560 is illustrated in Fig. 4-1. The vector S6 in Fig. 4-1 is assumed to be aligned with the optical axis (see Assumption 4.) and the vector a67 is assumed to be aligned with the X direction of the camera.



In Chapter 4, it is assumed that all quantities are expressed using the basis {Ex , Ey , Ez } fixed in the inertial reference frame F. 1



32



Figure 4-1. Kinematic model of PUMA 560. 4.2



Velocity Kinematic Analysis



The kinematic velocity analysis is used to generate desired trajectories of the PUMA robot and to calculate the camera velocities as viewed by an observer in the inertial reference frame F. The velocity relationships between the joint velocities and the end-effector are defined [20] as   F  V6  (4–4)   = Jq˙ F 6 w where F V6 ∈ R3 denotes the linear velocity of 6th joint measured in the inertial reference frame, F



w6 ∈ R3 denotes the angular velocity of 6th joint relative to the inertial reference frame, the the



joint velocities vector q˙ ∈ R6 is defined as [ q˙ =



]T F



ω1



1



ω2



2



ω3
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3



ω4



4



ω5



5



ω6



where i ω j ∈ R denotes the joint velocity of the j th joint relative to the ith joint. The matrix J ∈ R6×6 in Eq. 4–4 denotes the Jacobian, and is defined as  {F (F )}T F S × P − P 1 6 1  {  F S × (F P −F P )}T 6 2 2  { ( )}T  F F F S × P − P  3 6 3 JT ,  ( )}  {F  S4 × F P6 −F P4 T  {  F S × (F P −F P )}T 5 6 5  { ( )}T F S6 × F P6 −F P6



{F



S1



}T







 }T  S2   {F }T   S3   {F }T  S4   {F }T  S5   {F }T  S6



{F



where F Si is the ith joint axis measured in F and F Pi is the origin of the ith joint relative to F. F The first three elements of the third column of F i T is identical to the vector Si and the first three F elements of the fourth column of F i T is identical to Pi . From Eqs. 4–3, 4–4, and the given joint



˙ the velocities of the tool point can be obtained as velocities q,     F F F 6 F  Vtool   V6 + w × Ptool    =  . F tool F 6 w w



(4–5)



Based on the inverse velocity analysis, the joint velocities q˙ can be calculated with the desired tool point velocities using Eqs. 4–4 and 4–5 







F



 V6  q˙ = J−1   F 6 w   F F 6 F  Vtool − w × Ptool  = J−1  . F tool w



(4–6)



Unless the Jacobian matrix J is non-singular, its inverse matrix J−1 exists [20], and q˙ can be obtained to generate the desired velocities of the tool point using Eq. 4–6.
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CHAPTER 5 EXPERIMENTS AND RESULTS To verify the designed unknown input observer for real-time implementation, two sets of experiments are conducted on a PUMA 560 serial manipulator and a two-link planar robot. The first set is performed for the relative position estimation of a static object using a moving camera. The second set is performed for position estimation of moving object. A schematic overview of experimental configuration is illustrated in Fig. 5-1. 5.1 Testbed Setup The testbed consists of five components: (1) robot manipulators, (2) camera, (3) image processing workstation (main), (4) robot control workstation (PUMA and two-link), and (5) serial communication. Figure 5-2 shows the experimental platforms. A camera is rigidly fixed to the end-effector of the PUMA 560. The PUMA and the two-link robot are rigidly attached to a work table. Experiments are conducted to estimate the position of the static as well as the moving object. A fiduciary marker is used as an object in all the experiments. For experiments involving a static object, the object is fixed to the work table. For experiments involving a moving object, the object is fixed to the end-effector of the two-link robot which follows a desired trajectory. The PUMA 560 is used to move the camera while observing the static or moving object. A mvBlueFox-120a color USB camera is used to capture images. The camera is calibrated using the MATLAB camera calibration toolbox [21] and is given by   560.98005 0.000000 303.91196    Kc =   0.000000 749.53852 345.99906 .   0.000000 0.000000 1.000000 A Core2-Duo 2.53 GHz laptop (main-workstation) operating under Windows 7 is used to carry out the image processing and to store data transmitted from the PUMA-workstation. The image processing algorithms are written in C/C++, and developed in Microsoft Visual Studio 2008. The OpenCV and MATRIX-VISION API libraries are used to capture the images and to implement a KLT feature point tracker (Section 2.4). Tracked static and moving points using KLT tracking
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Figure 5-1. An overview of the experimental configuration.



Figure 5-2. Platforms.
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(a) FRAME=45



(b) FRAME=90.



(c) FRAME=135.



Figure 5-3. A tracked static point (dot in solid circle).



(a) FRAME=45



(b) FRAME=90



(c) FRAME=135



Figure 5-4. A tracked moving point (dot in dashed circle).
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algorithm are illustrated in Figs. 5-3 and 5-4. Sub-workstations (PUMA and two-link) are composed of two Pentium 2.8 GHz PCs operating under QNX. These two computers are used to host control algorithms for the PUMA 560 and the two-link robot via Qmotor 3.0 [22]. A PID controller is employed to control the six joints of the PUMA 560. A RISE-based controller [23] is applied to control the two-link robot. Control implementation and data acquisition for the two robots are operated at 1.0 kHz frequency using the ServoToGo I/O board. The forward velocity kinematics [19, 20] are used to obtain the position and velocity of the camera and tracked point. The camera velocities computed on the PUMA-workstation are transmitted to the mainworkstation via serial communication at 30 Hz. The pose (position and orientation) of the tracked point and the camera are computed and stored in the sub-workstations at 1.0 KHz. The position of the camera and the point are used to compute the ground truth distance between the camera and object as [ ]−1 { } robj/cam e = {R}E {robj − rcam }E e 3×3 where {R}E is the rotation matrix of the camera with respect to the inertial reference e ∈ R



frame. The least-squares method (Section 2.3) is implemented to find the optimized camera matrix. Corresponding sets of (m ¯ 1i (t), m ¯ 2i (t)) and (ui (t), vi (t)) obtained from a static point are used. The optimized camera parameters are obtained using data in Set 1 of Experiment I. The result matrix is given by



ˆc K



  551.9794 0.000000 304.0282   . =  0.000000 737.5125 331.5052     0.000000 0.000000 1.000000



The position estimation results using the original camera calibration matrix and the optimized camera calibration matrix are compared in Tables. 5-1 and 5-2. Table 5-1 shows the comparison of the RMS (root-mean square) error of the steady-state position estimation, using Set 2 of Experiment I, with and without the use of the optimized camera matrix. Table 5-2 presents
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another comparison of the RMS error of the steady-state position estimation using set 1 of ˆ c is used for the entire experiments. experiment II. The matrix K Table 5-1. Comparison of the RMS position estimation errors in set 2 of Experiment I. w/o optimization of KC



w/ optimization of KC



x (m)



0.0121



0.0119



y (m)



0.0349



0.0179



z (m)



0.0958



0.0800



Table 5-2. Comparison of the RMS position estimation errors in set 1 of the Experiment II. w/o optimization of KC



w/ optimization of KC



x (m)



0.0172



0.0172



y (m)



0.0248



0.0170



z (m)



0.0548



0.0519



5.2



Experiment I : Moving camera with a static object



In this section, the structure estimation algorithm is implemented for a static object observed using a moving camera. Given the angular and linear velocity of the moving camera, the position of the static object relative to the moving camera is estimated. A tracked point on the static object is observed by a downward-looking camera as shown in Fig. 5-3. Since vpx , vpy and vpz are zero for a static object, the unmeasurable disturbance input d(t) is zero. 5.2.1



Set 1



In this experiment set, the observer is tested with constant camera velocities. The angular and linear camera velocity are given as in Figures 5-5 and 5-6. The matrices A, C and D are given by       1 0.00 −0.05 −0.30   1 0 0       A =  , D =  0 . 0.05 0.00 −1.50 , C =      0 1 0 0 0.00 0.00 0.00
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The matrix Y and gain matrix K are computed using the CVX toolbox in MATLAB [18] as     1.3120 0.0000 0.0000 0.0000         K= 0.0000 1.3120 , Y = 0.0000 −1.0000 .     0.0590 0.0000 0.0000 1.1793 The estimation result is illustrated in Figs. 5-7 and 5-8. The steady-state RMS errors in the position estimation are given in Tab. 5-3.
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Figure 5-5. Camera angular velocity.
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Figure 5-6. Camera linear velocity.
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Figure 5-7. Comparison of the actual (dash) and estimated (solid) position of a static object with respect to a moving camera.
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Figure 5-8. Position estimation error for a static point.



5.2.2



Set 2



Again, the observer is tested with constant camera velocities but with different magnitude. The camera velocities are given as in Figures 5-9 and 5-10. The matrices A, C and D are given
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by       0.00 −0.07 1.15 1   1 0 0      A =  , D =  0.07 0.00 1.30 , C =  0 .     0 1 0 0.00 0.00 0.00 0 The computed matrix Y and gain matrix K are given as     0.0000 0.0000  1.3082 0.0000        K= 0.0000 1.3082 , Y = 0.0000 −1.0000 .     0.0000 −1.2796 0.0896 0.0000 The estimation result is illustrated in Figs. 5-11 and 5-12. The steady-state RMS errors in the
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position estimation are given in Tab. 5-3.
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Figure 5-9. Camera angular velocity
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Figure 5-10. Camera linear velocity.
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Figure 5-11. Comparison of the actual (dash) and estimated (solid) position of a static object with respect to a moving camera.
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Errors in position estimation (m)
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Figure 5-12. Position estimation error for a static object.



5.2.3



Set 3



This experiment set is designed to test the observer with a time-varying linear velocity of the camera. Figures 5-13 and 5-14 show the linear and angular camera velocities. The matrices A, C and D are selected to be



      0.00 −0.10 0.00  1   1 0 0    , C =  0 . A =  , D =   0.10 0.00 −1.50         0 1 0 0.00 0.00 0.00 0



The matrix Y and gain matrix K are computed using the CVX toolbox in MATLAB [18] as     1.3292 0.0000 0.0000 0.0000       , Y = 0.0000 −1.0000 . K= 0.0000 1.3292         0.2016 0.0000 0.0000 2.0161 The estimation result is illustrated in Figs. 5-15 and 5-16. The steady-state RMS errors in the position estimation are given in Tab. 5-3.
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Figure 5-13. Camera angular velocity
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Figure 5-14. Camera linear velocity.
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Figure 5-15. Comparison of the actual (dash) and estimated (solid) position of a static object with respect to a moving camera.
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Figure 5-16. Position estimation error for a static object.



5.2.4



Set 4



This experiment set is designed to test the observer with two time-varying linear velocities of camera. Figures 5-17 and 5-18 show the linear and angular camera velocities. The matrices
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A, C and D are selected to be       0.00 −0.05 −1.00 0   1 0 0    , C =  1 . A =  , D =   0.05 0.00 0.00         0 1 0 0.00 0.00 0.00 0 The matrix Y and gain matrix K are computed using the CVX toolbox in MATLAB [18] as     −1.0000 0.0000 1.3149 0.0000         K= 0.0000 1.3149  , Y =  0.0000 0.0000 .     0.0590 −0.1256 2.5125 0.0000 The estimation result is illustrated in Figs. 5-19 and 5-20. The steady-state RMS errors in the position estimation are given in Tab. 5-3.
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Figure 5-17. Camera angular velocity
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Figure 5-18. Camera linear velocity.
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Figure 5-19. Comparison of the actual (dash) and estimated (solid) position of a static object with respect to a moving camera.
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Errors in position estimation (m)



Table 5-3. RMS position estimation errors of the static point. Set 1 Set 2 Set 3 Set 4 Avg. x (m) 0.0016 0.0040 0.0099 0.0027 0.0046 y (m) 0.0047 0.0065 0.0362 0.0107 0.0145 z (m) 0.0214 0.0284 0.0386 0.0399 0.0221
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Figure 5-20. Position estimation error for a static object.



5.3 Experiment II : Moving camera with a moving object In this section, the observer is used to estimate the position of a moving object using a moving camera. Given the angular and linear velocity of the moving camera, the position of the moving object relative to the moving camera is estimated. A downward-looking camera observes a moving point fixed to the moving two-link robot arm as illustrated in Fig. 5-4. In this case, the object is moving in the X − Y plane with unknown velocities vpx (t) and vpy (t). In the experiment Set 3, the linear velocity of camera has two time-varying velocities to test the observer with more generalized trajectory of the moving camera.
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5.3.1



Set 1



In this experiment set, the observer is tested with constant camera velocities. The camera velocities are given as in Figures 5-21 and 5-22. The matrices A, C and D are given by       0.00 −0.05 1.28  1   1 0 0       A =  , D =  0.05 0.00 −0.38 , C =  0 .     0 1 0 0.00 0.00 0.00 0 The computed matrix Y and gain matrix K are given as     0.0000 0.0000  1.2298 0.0000        K= 0.0000 1.2298 , Y = 0.0000 −1.0000 .     0.3476 0.0000 0.0000 6.9530 The estimation result is illustrated in Figs. 5-23 and 5-24. The steady-state RMS errors in the position estimation are given in Tab. 5-4.



Angular velocity of camera (rad/sec)



0.01



wx wy wz



0 −0.01 −0.02 −0.03 −0.04 −0.05 −0.06 −0.07 0



1



2



3



4 5 Time (sec)



Figure 5-21. Camera angular velocity
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Figure 5-22. Camera linear velocity.
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Figure 5-23. Comparison of the actual (dash) and estimated (solid) position of a moving object with respect to a moving camera.
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Errors in position estimation (m)
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Figure 5-24. Position estimation error for a moving object.



5.3.2



Set 2



In this experiment set, the observer is tested with a time-varying linear velocity of camera along the X direction. The camera velocities are shown in Figs. 5-25 and 5-26. The matrices A, C and D are given by       0.00 −0.05 0.00  1   1 0 0       A =  , D =  0.05 0.00 −0.30 , C =  0 .     0 1 0 0.00 0.00 0.00 0 The matrix Y and gain matrix K are computed using the CVX toolbox in MATLAB and are given as



    0.0000 0.0000  1.2443 0.0000        K= 0.0000 1.2443 , Y = 0.0000 −1.0000 .     0.0000 5.5261 0.2763 0.0000



The estimation result is illustrated in Figs. 5-27 and 5-28. The steady-state RMS errors in the position estimation are given in Tab. 5-4.
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Figure 5-25. Camera angular velocity.
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Figure 5-26. Camera linear velocity.
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Figure 5-27. Comparison of the actual (dash) and estimated (solid) position of a moving point with respect to a moving camera.
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Figure 5-28. Position estimation error for a moving point.



5.3.3



Set 3



In this experiment set, the linear camera velocities along the X and Y direction are timevarying, and the camera angular camera velocity is constant. The camera velocities are depicted
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in Figs. 5-29 and 5-30. The matrices A,  0.00 −0.05  A =  0.05 0.00  0.00 0.00



C and D are given by      −1.00 1  1 0 0     , D =  −0.30 , C =  0 .    0 1 0 0.00 0



The matrix Y and gain matrix K are computed as     0.0000 0.0000  1.2892 0.0000        K= 0.0000 1.2892 , Y = 0.0000 −1.0000 .     0.0000 4.6261 0.2313 0.0000 The estimation result is depicted in Figs. 5-31 and 5-32. The steady-state RMS errors in the position estimation are given in Tab. 5-4.
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Figure 5-29. Camera angular velocity.
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Figure 5-30. Camera linear velocity.
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Figure 5-31. Comparison of the actual (dash) and estimated (solid) position of a moving point with respect to a moving camera.
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Errors in position estimation (m)



Table 5-4. RMS position estimation errors of the moving point. Set 1 Set 2 Set 3 Avg. x (m) 0.0172 0.0291 0.0059 0.0174 y (m) 0.0170 0.0030 0.0208 0.0136 z (m) 0.0519 0.0663 0.0681 0.0621



ex ey ez



0.6 0.5 0.4 0.3 0.2 0.1 0 −0.1 −0.2 0



1



2



3



4 5 Time (sec)



Figure 5-32. Position estimation error for a moving point.
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CHAPTER 6 CONCLUSION AND FUTURE WORK The online SFM method using the unknown input observer in [8] is implemented to estimate the position of a static and a moving object. The observer is tested with different camera and object motions (i.e., constant or time-varying camera linear velocity) to estimate the position of the static or moving object. The conditions on the motion of moving object are presented with practical scenarios in Chapter 3. The Lyapunov-based stability analysis of the observer is described in Chapter 3, and is verified in the two sets of experiments. Experimental results in Chapter 5 show that the observer yields exponentially stable or uniformly ultimately bounded result in the position estimation according to the object motions. For the static object case (Experiment I), the number of unknown inputs are less than the number of measured outputs. Thus, the observer exponentially converges to the true state. Results in Experiment I show that the observer yields the averaged RMS errors within 0.025 m precision. For the moving object case (Experiment II), when the number of disturbance inputs is equal to the number of outputs, the observer yields an uniformly ultimately bounded result (cf., Set 3 of Experiment II). Yet, the observer yields the average of RMS error within 0.065 m precision with the moving object. As seen from the RMS error in each experiments (Tabs. 5-3 and 5-4), the observer yields good performance for detecting the coordinates for the static as well as moving objects in the presence of sensor noise in feature tracking and camera velocities. The optimized camera matrix obtained from the least squares method is used in each experiment. The improved position estimation results with the optimized camera matrix are given in Tabs. 5-1 and 5-2. In the application of the observer for structure estimation, some constraints are imposed on the object and camera motions. Future works should be focused on eliminating the constraints on the camera and object motions. Considering the structure of the nonlinear system equation, the matrix A is designed to include some components of the linear and angular velocity of the
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camera as











 0 ωz −vpx    . A= −ω 0 −v z py     0 0 0 This choice of A matrix and the condition on A matrix described in Chapter 3 restrict the camera motions. Designing an unknown input observer for time-varying A matrix or defining more general choice of A matrix can lift some constraints on the camera motion. To eliminate constraints on the object motion, more information (i.e., image velocities) from the image sequence should be incorporated in the state space dynamics equation in Chapter 2.
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