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Abstract



In today’s world, networks are ubiquitous, e.g. supply chain networks, telecom networks and social networks. In many situations, the individual entities or ‘agents’ that make up these networks need to coordinate their actions in order to make some group decision. Distributed Constraint Optimisation (DisCOP) considers algorithms explicitly designed to handle such problems, searching for globally optimal solutions while balancing communication load with processing time. However, most research on DisCOP algorithms only considers simplified problems where each agent has a single variable, i.e. only one decision to make. This is justified by two problem reformulations, by which any DisCOP with complex local problems (multiple variables per agent) can be transformed to give exactly one variable per agent. The restriction to a single variable has been an impediment to practical applications of DisCOP, since few problems naturally fit into that framework. Furthermore, there has been no research showing whether the standard reformulations are actually effective. In this dissertation, we address this issue. We evaluate the standard reformulation techniques and show that one of them is rarely competitive. We demonstrate that explicitly considering the structure of DisCOPs with complex local problems in the design of algorithms allows problems to be solved more efficiently. In particular, we show the benefits of distinguishing between the public (between agents) and private (within one agent) search spaces. Furthermore, we identify the public variables (those involved in inter-agent constraints) as a critical factor affecting how DisCOPs with complex local problems are solved. From this, we propose a number of novel techniques based on interchangeability, symmetry, relaxation, aggregation and domain reduction. These methods exploit the problem structure and act on the public variables to enable more efficient solving of DisCOPs with complex local problems, thus greatly extending the range of practical problems that can be solved using DisCOP algorithms.
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Chapter 1 Introduction The thesis defended in this dissertation is that: In distributed constraint optimisation, complex local problems should be handled explicitly. More efficient algorithms can be developed using techniques that exploit the problem structure by (i) distinguishing between the public and private search spaces; and (ii) reducing the size of the public search space.



1.1



Distributed Constraint Optimisation



Today, we live in a very networked society. Most people are connected to the internet and have mobile phones; there are many business and social networks. Often, in these networks, it is the individual agents (i.e. people, devices etc.) that have local knowledge and the ability to perform local actions. But, sometimes, we would like to be able to coordinate these actions to make a better group decision. For example, in a manufacturing supply chain, there are many factories each responsible for the production of specific components that are combined into a final product. The factories are geographically distributed and they operate autonomously, each with its own resources, its own staff, and its own procedures. By coordinating their manufacturing and distribution they may be able to more ef1



fectively meet end-user demand and avoid waste, making the entire supply chain more efficient, but how is this coordination achieved? Another example is in telecommunication networks. During disasters, the standard mobile network infrastructure is often over-stretched and has been known to fail. To provide communication facilities for rescue services, it may be necessary to deploy a mobile ad hoc network – a collection of wireless devices (mobile phones, laptops, PDAs etc.) that together form a temporary distributed mobile network. Before the network can function, it must first configure itself. How can each wireless device independently choose its broadcast channel and power level to become part of a coordinated and fully operational network? In fact, there are many examples of combinatorial problems that are naturally distributed over a set of agents: e.g. coordinating activities in a sensor network [BDF+ 05], coordinating vehicle schedules in a transport logistics problem [CN04], or scheduling meetings among a number of participants [WF05]. Distributed Constraint Reasoning (DCR) considers algorithms explicitly designed to handle such problems [YH00]. Each decision that an agent must make is represented as a variable in the problem. The actions that the agent can take for that decision are the domain values of the variable. Constraints act on one or more variables (within the control of a single agent, or across multiple agents) to restrict the allowable combinations of values/actions assigned to the variables/decisions. Thus, the coordination problem is that of finding an assignment of values to variables. Each agent is responsible for the assignment of its own variables, and so the agents communicate in order to find a globally acceptable solution, while balancing communication load with processing time. Following the seminal work of Yokoo et al. [YDIK92], there has been much research in the area. Many algorithms have been proposed and applied to various problems. Most research has focused on distributed constraint satisfaction problems (DisCSP) [YH00, SSHF00, Ham02, BMBM05, ZM05]. More recently, several algorithms for distributed constraint optimisation (DisCOP) have also been proposed [ML04, MSTY05, PF05b, GMZ06]. In a DisCOP, the constraints are functions that allow costs to be specified for different variable assignments. In this case, the agents coordinate to optimise a global objective function. E.g. min2



imise the financial costs in the supply chain; or minimise the energy costs in the mobile network. Despite advances in DCR in recent years, there remains many open research questions and areas of investigation in the field [YH00, FY05]. In particular, little work has been done investigating optimisation problems where each agent has multiple variables, i.e. many decisions to make. It is this issue that we consider in this dissertation.



1.2



Motivation and Goals



Most distributed constraint algorithms assume that each agent controls only a single variable. This limits the applicability of the algorithms and leaves a number of open research questions: when agents have complex local problems (multiple variables per agent) to solve as part of a larger global problem, how do we integrate the local solving process with the distributed search? what communication protocols need to be put in place in order to efficiently allow the agents to combine their local solving process with the distributed solving process? how can we minimise the communication required between agents, while still ensuring that globally optimal solutions can be reached? For example, in a complex supply chain, how do we reconcile low-level scheduling problems with strategic decision making and coordination across the chain? In a telecommunications network, how can devices configure themselves for the good of the network, without flooding the network with administrative traffic? In any constraint optimisation problem, the set of all possible assignments of values to variables is known as the search space of the problem. The most na¨ıve solving approach is to explore the entire search space and generate and test all possible assignments in order to find the assignment that gives the lowest cost. Many centralised search algorithms provide mechanisms that greatly improve on this through the use of techniques that prune (ignore/avoid) parts of the search space. For example, the standard Branch and Bound algorithm maintains at all times an upper bound in the form of the best cost found so far [Dec03]. Any partial assignment that has a cost greater than the best cost found so far can be pruned, i.e. we know that no assignment involving this partial assignment can be part 3



Figure 1.1: Example DisCOP showing 5 agents each with multiple variables. Neighbouring variables (those that share a constraint) are connected with lines. Public variables (those with constraints to other agents) are shaded. of the optimal solution. Many search based distributed constraint optimisation algorithms are based on similar principles [HY97, MSTY05, CS06, GMZ06], using bounds to prune the search space. However, all of these algorithms only consider the single variable case. When we consider complex local problems there are some important additional considerations. In particular, there is natural decomposition of the global problem into specific subproblems (agents), and each of these subproblems has specific constraints with the other subproblems. This means that for each agent, some of the problem variables are local to that agent, while others are remote. In distributed constraint optimisation, there has been little research on exploring the significance of this particular problem structure, and indeed on complex local problems in general. As an example, consider the distributed graph-colouring problem in Fig. 1.1. We can use this simple example to clearly explain a number of general issues that also apply to more realistic scenarios. In the problem, each variable can take two values: red; or green. Each constraint incurs a cost of 1 when neighbouring variables have the same colour. The objective is to minimise the global cost. 4



Agents in the problem have multiple variables, and we can see from Figure 1.1 the natural decomposition of the problem. From looking at the constraints that each agent has with other agents, we can divide their variables into those that are public (variables that have constraints with other agents) and those that are private (variables that do not have constraints with other agents). From this, we can define a public search space consisting of all possible combinations of assignments to all public variables in the problem. Also, each agent also has its own private search space, which consists of all possible assignments to the private variables in its local subproblem. An important observation is that the public variables are the link between the public and private search spaces, i.e. public variables of an agent have constraints both with its private variables, and also with the public variables of other agents. Our main objective in this thesis is to consider the interaction between the public and private search spaces, developing techniques that act on the public variables to exploit the problem structure and provide more efficient algorithms for solving DisCOPs with complex local problems. To begin with, note that any two local assignments of an agent (assignments to that agent’s variables) that have identical assignments to the public variables will result in equivalent costs for the other agents in the problem. Consider agent A from our example, where only the variable A2 has a constraint with another agent. If we keep A2 fixed as green, then all combinations of assignments to the private variables of A will not affect the costs incurred in the rest of the problem, i.e. these local assignments are interchangeable with respect to the other agents in the problem. If we know that the other agents will incur the same costs, then we do not need to perform a search in order to determine this. Therefore, our first goal is to develop an algorithm to exploit this fact in order to prune the search space. We can also consider local assignments from the opposite point of view, i.e. what local assignments are equivalent (incur the same local cost) for an individual agent. E.g. one assignment for agent C is C1 = green, C2 = green, C3 = red, C4 = red, which incurs a local cost of 0. From knowledge of the problem domain, we know that a symmetrically equivalent local solution, would be to reverse the colours, i.e. C1 = red, C2 = red, C3 = green, C4 = green. Since we know that symmetric local solutions incur the same cost, it is wasteful to search for more 5



than one solution from each equivalence set. In centralised constraint problems, symmetries can be broken by adding constraints such that only one solution from each equivalence set is found. However, we cannot do that here, because assignments that are symmetrically equivalent for one agent may be different for other agents in the problem. E.g. the public variables C1 and C3 have different assignments in the two symmetrical solutions, thus may result in different costs for the other agents† . This gives rise to the question of how do we break local symmetries in a DisCOP and avoid unnecessary search, while at the same time not losing solutions that may be needed by other agents in the problem? Our second goal is to provide a symmetry breaking mechanism to deal with this scenario. These first two issues have focused on pruning the existing problem search space by exploiting the problem structure and distinguishing between the public and private search spaces. However, as the dependencies between agents increase, and as the number and domain size of public variables in the problem grows, so too does the public search space. This is crucial, because searching in the public search space requires communication between agents over a network, which is an expensive task. Thus, DisCOPs with larger public search spaces can become increasingly difficult to solve. This motivates the next three issues we discuss – reducing the public search space by removing or reducing the domain size of public variables. One approach to reduce the public search space is to relax (or simplify) the problem by removing or modifying inter-agent constraints. E.g. if we remove a single constraint between D4 and E4 , then 2 public variables become private, thus reducing the public search space and giving us an easier problem to solve. If we solve the resulting relaxed problem, the costs incurred are a lower bound on the costs of the original problem. These bounds can then be used to solve the original problem more efficiently. E.g. assume that during a search of the relaxed problem the variables B5 and E1 are assigned green and red respectively, then the optimal cost for agent D is 1 (considering both intra- and inter-agent constraints, excluding the constraint D4 − E4); then we know that in the original problem †



In this example, all variables of all other agents could also have their colour flipped to produce an identical global cost. However, in a DisCOP, agents do not have knowledge of other agents’ private constraints so cannot make any assumption about the other agents’ costs.
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(including D4 − E4), given the same assignments for both B5 and E1 , the cost incurred by D is at least 1 regardless of the assignment of E4 . Our third goal is to provide an algorithm that uses this technique to solve DisCOPs as they increase in size and complexity. We can also reduce the public search space through aggregation. In aggregation, variables are combined, e.g. B4 and B5 could be combined into one variable B4,5 . In this scenario, assigning a value to B4,5 , can be seen as the same as assigning the same value to both B4 and B5 . E.g. if B4,5 is green, then B4 and B5 are both green. Again, by reducing the number of public variables, we are reducing the public search space. Aggregation simplifies the problem by removing some possible assignments, and the result is an upper bound on the cost of the original problem. This could be useful to solve large problems quickly (although not optimally). Therefore, our fourth goal is to investigate modelling and solving techniques that employ this approach. The final technique that we consider is propagation for public assignment domain reduction. Instead of reducing the number of public variables, we remove values from the domain of public variables, or remove combinations of assignments to groups of public variables. E.g. assume that all constraints involving agent D are in fact ‘hard’ constraints, i.e. they must be satisfied. In this case, D2 and D4 must be assigned opposite colours. By propagating this information to agent E, we can also prune any assignments that involve identical colours for E1 and E4 , thus reducing the public search space. Our fifth goal is to investigate propagation algorithms that enable public assignment domain reduction. In the preceding paragraphs, we have identified five goals or objectives that we believe will enable the design of more efficient distributed search algorithms for DisCOPs with complex local problems. One final goal is to enable these algorithms to benefit from existing research in centralised optimisation when dealing with the local problems of agents. Several techniques exist for solving centralised combinatorial problems such as Constraint Programming (CP), Linear Programming and Mixed Integer Programming. Each of these approaches can be appropriate to use at different times when solving different problems. Therefore, it is desirable that agents should be allowed to model and solve their local problem 7



using any of these suitable and efficient techniques. To this end, all of our investigations are done with this in mind, i.e. it should be possible to use any desired solver for assigning the private variables of the agent’s local problem (thus, we again distinguish between the public and private search spaces). In this section, we have discussed the need for further investigations into the area of complex local problems in DisCOP. We have identified a number of issues that are not addressed by existing DisCOP algorithms, and based on these issues, we have highlighted a number of goals for the research that we will present. These ideas form the central motivation for the thesis defended in this dissertation: In distributed constraint optimisation, complex local problems should be handled explicitly. More efficient algorithms can be developed using techniques that exploit the problem structure by (i) distinguishing between the public and private search spaces; and (ii) reducing the size of the public search space.



1.3



Overview of Dissertation



We begin our work by describing four distinct problems domains on which we will perform our research. We first describe two well studied problems: meeting scheduling; and random DisCOPs. We then introduce two applications that are being modelled as a DisCOP for the first time: supply chain coordination; and minimum energy broadcast for ad hoc networks. Each of these problems involve coordinating the actions of a decentralised group of autonomous agents, where the agents also contain their own complex local problems, and so are appropriate test beds for our algorithms. We next describe the framework in which we implement our algorithms. We present a system for executing distributed constraint algorithms both in simulation single machine mode, and also a physically distributed multi-machine mode. This framework allows standard transformation methods (described later) and custom algorithms for handling complex local problems. It also allows any centralised solver to be plugged in and used for solving agents’ local problems. 8



The first key idea that we introduce in this dissertation is the use of interchangeabilities with complex local problems. We demonstrate that by identifying local assignments in an agent that are interchangeable with respect to sets of other agents, we can reduce both the private search required by that agent and also the search required by the distributed algorithm. The second key idea of this dissertation is the use of symmetry breaking techniques within each agent’s local problem. Two symmetrical/equivalent solutions to an agent’s local problem may not be equivalent with respect to the global problem. We present an approach that allows an agent to break its local symmetries, while still allowing the other agents to consider all sets of equivalent solutions. The third key idea that we present is the use of problem relaxation with complex local problems. When agents have complex local problems, it is common that the costs local to each agent make up a significant portion of the overall problem cost. By relaxing the public problem through removal or modification of interagent constraints, we show how it is possible to quickly find good lower bounds on agent costs. These lower bounds can be used to speed up performance by allowing large portions of the search space to be pruned. The fourth key idea is the use of aggregation technique that combines public variables in order to reduce the public search space, such that the solution found is an upper bound on the optimal solution cost. Aggregation simplifies the problem, but does so in a controlled manner, i.e. critical parts of the problem can remain in their original form, while less important variables are combined. This enables useful feasible solutions to be found for very large problem instances. The fifth and final key idea of this dissertation involves reducing the domain of public assignments that must be considered by each agent. This is done through preprocessing algorithms that propagate information between agents that is relevant for the assignments of the public variables. This allows many infeasible and dominated public assignments to be pruned from the search space. While we present problem specific algorithms, we suggest that such algorithms should always be considered when handling DisCOPs with complex local problems.
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1.4



Contributions



In this dissertation, we make a number of contributions to Distributed Constraint Optimisation with Complex Local Problems. We list these contributions below. • We propose two new problems for distributed constraint optimisation: (i) supply chain coordination (SCC); and (ii) minimum energy broadcast for ad hoc networks (MEB). These benchmarks are useful additions to the literature, as they consider problems where agents have multiple variables. This is in contrast to other existing benchmarks that consider single or very small numbers of variables per agent. • We perform the first detailed analysis of algorithms and techniques for dealing with complex local problems in DisCOP. Using experimental evaluations, we identify in what situations different methods are of use. • By distinguishing between the public and private search spaces, we identify two types of interchangeability that are important to consider when dealing with complex local problems: (i) full interchangeability - find at most one optimal solution for each combination of assignments to the public variables, thus reducing the effective distributed problem size by removing interchangeable and dominated local solutions; (ii) sub-neighbourhood interchangeability – speed up search by identifying local solutions that are interchangeable with respect to specific sets of agents. We propose algorithms that exploit these interchangeabilities resulting in orders of magnitude improvement compared to standard algorithms. • We perform the first investigation of symmetry breaking in DisCOP. We examine symmetries that are local to a single agent, and we propose a novel technique for breaking these symmetries that takes into account the problem structure of DisCOP with complex local problems. We show how this technique can be applied to the supply chain coordination problem. • We propose constraint relaxation methods that are beneficial for complex local problems. By removing inter-agent constraints, public variables be10



come private, thus reducing the public search space. We show that solving the relaxed problem and then subsequently solving the complete problem with the lower bounds from the relaxed problem provides orders of magnitude speed up. • We have proposed an aggregation technique that can be used to simplify DisCOPs with complex local problems. By combining public variables, it is possible to reduce the public search space such that a solution to the resulting problem is an upper bound on the solution of the original problem. Aggregation enables useful and feasible solutions to be found for difficult problems, while giving control over what parts of the problem are simplified. It also allows the possibility to trade-off between solving time and accuracy of results. • We have proposed problem specific propagation algorithms for the supply chain coordination and minimum energy broadcast problems. These preprocessing algorithms significantly reduce the size of the public search space by propagating information relating to the public assignments of agents. While the algorithms we present are domain specific, we argue that as a general principle such algorithms should always be considered for DisCOP with complex local problems.



1.5



Dissertation Structure



This dissertation is organised as follows: Chapter 1, Introduction. We introduce the research topic of this dissertation. We begin by briefly describing Distributed Constraint Optimisation (DisCOP) and then describe the motivations and goals of our research. This is followed by an overview of the dissertation, and a list of the main contributions contained within it. Chapter 2, Background and Related Work. We formally define the Distributed Constraint Optimisation Problem. We then describe existing algorithms 11



that are used when solving DisCOPs, and the metrics that are used to evaluate these algorithms. We also present background information on all other topics relevant to this dissertation. Finally, we define the scope of our research. Chapter 3, Problem Domains. We present four application domains that we use throughout the dissertation to evaluate our research. We first describe two problems taken from the literature: meeting scheduling; and random DisCOPs. We then present two new problems that we are proposing as benchmarks: supply chain coordination (SCC); and minimum energy broadcast (MEB). Chapter 4, Framework for Complex Local Problems. We describe the framework that we use to perform our research. We describe how the standard methods for handling complex local problems and our new algorithms are incorporated into this framework. Chapter 5, Interchangeable Local Assignments. We describe two types of interchangeabilities that occur in DisCOPs with complex local problems. We propose algorithms that take these interchangeabilities into account, and demonstrate how significant performance improvements are gained. Chapter 6, Local Symmetry Breaking. We investigate the problem of breaking the symmetries that exist in the local problem of an agent in a DisCOP. We propose an approach that allows an agent to break its local symmetries, while avoiding losing local solutions that may be required by other agents. We perform an experimental analysis to demonstrate the benefit of this approach, and discuss in what scenarios it is applicable. Chapter 7, Relaxations for Complex Local Problems. We describe a relaxation framework for DisCOPs with complex local problems. We propose several graph-based relaxations and problem specific relaxations that can be used within this framework. We demonstrate how iteratively solving a series of relaxed problems before solving the original problem can result in significant speed-ups. 12



Chapter 8, Aggregations for Complex Local Problems. We describe how some large DisCOPs with complex local problems can be very difficult to solve because of the vastness of the public search space. We demonstrate how aggregation of variables can reduce this search space, thus simplifying the problem. We show how this technique allows us to trade-off between solving time and quality of solution. Chapter 9, Public Assignment Domain Reduction. We describe preprocessing propagation algorithms that we developed for the supply chain coordination and minimum energy broadcast problems that can significantly reduce the domain of public assignments that have to be considered by the agents in these problems. These algorithms work by propagating information relating to the public assignments of agents, and we argue that similar algorithms may also prove useful for other DisCOPs with complex local problems. Chapter 10, Conclusions and Future Work. We conclude the dissertation, summarising the major contributions. We outline the limitations of our work and present directions for future research.
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Chapter 2 Background and Related Work 2.1



Constraint Programming



Constraint Programming is a programming paradigm that combines declarative descriptions of problems with efficient algorithms and solving techniques. It has proved to be particularly useful for solving large combinatorial problems, such as those that occur in the areas of planning and scheduling. In combinatorial problems there are a number of decisions (variables) that must be assigned some action (value). There are also rules (constraints) that impose a restriction on the values that a variable or a combination of variables can take. E.g. In a meeting scheduling problem, we must schedule a time for a meeting between Alan and Betty; the meeting time is the variable, the possible meeting times (e.g. 8am, 9am, 10am, 11am) are the values, constraints might be: “Alan is meeting Charlie at 9am for 1 hour” and “Alan must meet with Betty after meeting Charlie”. As the number of variables and possible values increases, the number of ways of combining assignments of values can grow exponentially. Thus, efficient algorithms are often required to explore the search space of possible assignments in order to find solutions that are feasible and/or optimal. Constraint Programming algorithms enable this through techniques that combine: (i) inference (consistency) – remove infeasible assignments by logically reasoning about the constraints of the problem (e.g. Alan cannot meet Betty at 8am because that is before the meeting with Charlie); 14



and (ii) search – explore the remaining possible assignments following a defined algorithmic process. CP considers several different problem types, but the original basis for all CP research is the Constraint Satisfaction Problem (CSP). Definition 2.1.1 A Constraint Satisfaction Problem P is defined by the triple < X, D, C >: • a set X={x1 , x2 , . . . , xm } of variables; • for each variable xi , a domain Di of values that it may be assigned; • a set of constraints C = {c1 , c2 , . . . , ct }, where each ck acts on a subset of the variables s(ck ) ⊆ X, and defines allowable combinations of assignments to these variables. The goal is to select one value for each variable in the problem such that all constraints are satisfied. There are many applications of CSPs such as scheduling [BLPN01], resource allocation [FF99], production planning [Wal96] and combinatorial auctions [HO04]. However, a CSP is a decision problem – i.e., we search for solutions that satisfy all constraints – and in some cases, we may not want to just find any solution that satisfies all constraints. Instead we might want to find a solution that also optimises some objective function. This has seen the formulism generalised to consider Constraint Optimisation Problems (COP). In addition, constraint programming has more recently been extended to consider problems that arise in Multiagent Systems, with the advent of Distributed Constraint Reasoning (DCR).



2.2 2.2.1



Distributed Constraint Reasoning Motivation and Origins



In Multiagent Systems, many applications involve combinatorial problems that are naturally distributed over a set of agents, e.g, in a disaster rescue scenario, 15



multiple agents with interdependent plans need to have their task schedules coordinated [SMR06]; or, in a network of oil refineries, the usage of shared pipelines must be optimised [MOM07]. Other examples of well studied distributed problems are coordinating activities in a sensor network [BDF+ 05], or scheduling meetings among a number of participants [WF05]. While it might be possible to formulate and solve these problems using centralised constraint programming (or other centralised problem solving techniques), there are several important motivations for using distributed algorithms to find a solution to these problems [FY05, Fal06]: Cost of centralisation: Some distributed problems have no natural central point of control, e.g. sensor networks [BDF+ 05] or meeting scheduling [WF05]. To introduce such a central authority may result in an unwanted modification of the system architecture. Furthermore, gathering all information of the problem in one place may be inefficient if each agent’s internal problem is large and complex [BBDL07], or if there are many agents (possibly even an unbounded number) [FMG05]. Privacy: A distributed architecture allows agents to control what information is shared with other agents. This property is essential when agents representing independent entities (e.g. individuals, businesses, departments) want to coordinate their actions, while keeping their local information private [WF05, GPT06, MPB+ 06]. The alternative approach of centralising the problem may be less secure, with a central authority controlling access to all the problem information. Robustness: Distributed algorithms provide a greater level of robustness than a centralised approach. A centralised solver has a single point of failure, while in a distributed solver if one agent can not be contacted, the other agents may still be able to cooperate to find a solution to the remaining problem without the failed agent’s input. This is also relevant for open and dynamic distributed problems where agents can be added and removed to the network [FMG05]. 16



Locality of information: Each agents local low level problem may be more suited to be solved at that agents location where detailed information is readily available (e.g. one agent’s factory scheduling problem in a supply chain network [BBDL07]). Attempting to centralise all such local information of all agents is impractical, and also unnecessary if the information does not directly affect other agents in the problem. Parallelism: The natural distribution of the problem offers the potential of performing computation in parallel. By taking advantage of the computation power of all the agents involved in the problem, it may be possible to solve problems quicker.



Some of the earliest investigations into coordinated distributed problem solving were carried out in the late 70’s and early 80’s; Smith and Davis [Smi80, SD81] proposed a negotiation framework for distributed task allocation; while Lesser and Corkill [LC81] proposed heuristic approaches that could be applied to distributed traffic light control and distributed planning. Constraint-based approaches to distributed problem solving first emerged in the early 90’s; Sycara et al. [SRSKF91] applied a distributed constrained heuristic search to solving distributed job-shop scheduling problems; and Dechter et al. [CDK91] investigated the feasibility of solving distributed constraint satisfaction problems for networks of uniform agents. The Distributed Constraint Satisfaction Problem (DisCSP) was formalised shortly after by Yokoo et al. [YDIK92], and more recently, a generalisation of this has been proposed, the Distributed Constraint Optimisation Problem (DisCOP) [MSTY05].



2.2.2



Definitions



In this dissertation, we focus primarily on optimisation. Therefore, we now present a formal definition for the Distributed Constraint Optimisation Problem (DisCOP), and then briefly describe how it differs from a Distributed Constraint Satisfaction Problem (DisCSP). 17



Definition 2.2.1 A Distributed Constraint Optimisation Problem P is defined by the 4-tuple < A, X, D, C >: • a set of agents, A={a1 , a2 , ..., an }; • for each agent ai , a set Xi={xi1 , xi2 , . . . , ximi } of variables it controls, such S that ∀i6=j Xi ∩ Xj = ∅; X = Xi is the set of all variables in the problem; • for each variable xij , a corresponding domain Dij of values that it may be assigned; • a set of constraints, C = {c1 , c2 , . . . , ct }, where each ck acts on a subset of the variables (its scope), s(ck ) ⊆ X, and is a cost function, specifying a Q cost for each tuple of assignments to these variables, ck : ij:xij∈s(ck ) Dij → IN ∪{∞}, where a cost of infinity indicates a forbidden tuple. The constraints of the problem define the dependencies (or relationships) between variables and agents in the problem. These dependencies allow us to make an important distinction between the public and private variables of an agent. Let Ci be the set of constraints that agent ai is involved in; Ci = {ck ∈ C : s(ck ) ∩ Xi 6= ∅}. Definition 2.2.2 The intra-agent (or private) constraints p(Ci ) of an agent ai are those constraints involving only variables of ai : p(Ci ) = {ck ∈ Ci : s(ck ) ⊆ Xi }. Definition 2.2.3 The inter-agent (or public) constraints u(Ci ) of an agent ai are the constraints of ai that involve at least one other agent: u(Ci ) = Ci \ p(Ci ). Definition 2.2.4 The private variables p(Xi ) of an agent ai are those variables which are not constrained by other agents’ variables: p(Xi ) = {xij ∈ Xi : ∀ck xij ∈ s(ck ) → s(ck ) ⊆ Xi }. Definition 2.2.5 The public variables u(Xi ) of an agent ai are those variables that have constraints with other agents: u(Xi ) = Xi \p(Xi ). 18



The agent scope, a(ck ), of ck is the set of agents that ck acts upon: a(ck ) = {ai : Xi∩s(ck ) 6= ∅}. An agent ai is a neighbour of an agent aj if they share a constraint: ∃ck : ai , aj ∈ a(ck ), i.e. public variable(s) of ai and aj share a constraint. The goal is to find an optimal assignment of values to variables. A local Q assignment, li , to an agent ai , is an element of j Dij . A global assignment, g, Q is the selection of one value for each variable in the problem: g ∈ ij Dij . Let t be any assignment, and let Y be a set of variables, then t↓Y is the projection of t over the variables in Y . The global objective function, F , assigns a cost to each Q P global assignment: F : ij Dij → IN :: g 7→ k ck (g↓s(ck ) ). An optimal solution is one which minimises F . The solution process, however, is restricted: each agent is responsible for the assignment of its own variables, and thus agents must communicate with each other, describing assignments and costs, in order to find a global solution. DisCOP generalises the Distributed Constraint Satisfaction Problem (DisCSP) by associating cost functions with constraints. In a DisCSP, each constraint ck defines a set of allowable tuples of assignments to the variables involved in that Q constraint: ck : ij:xij∈s(ck ) Dij → {true,false}. A solution s to a DisCSP is an assignment to each variable of a value from its domain such that no constraints Q are violated: s ∈ ij Dij :: g 7→ ∀k ck (g↓s(ck ) ) = true.



2.2.3



Distributed Search



General Concepts Several search-based distributed algorithms have been proposed, and many of them share a number of common features. In most algorithms, during search, each agent in the problem executes as an autonomous entity. While there are a number of possible implementation models [BHM04], in most cases each agent will repeatedly perform three core tasks as part of a single computation cycle: 1. read incoming messages from other agents; 2. (optionally) perform some computation; 19



3. send outgoing messages to other agents. Using a cycle as a basic building block, Brito et al. [BHM04] broadly categorise distributed constraint reasoning algorithms according to three different timing models proposed by Lynch [Lyn96]: 1. synchronous – all agents’ cycles are executed simultaneously, and in some cases only one agent is computationally active at any time, i.e. synchronous algorithms require the actions of agents to be executed in a controlled and deterministic manner; 2. asynchronous – all agents’ cycles are executed in an arbitrary order in parallel, and have arbitrary start times and durations, i.e. no restrictions or assumptions are placed on the timing of agents’ actions in asynchronous algorithms; 3. partially synchronous – all agents’ cycles are controlled, but not as strictly as in the synchronous model, i.e. partially synchronous algorithms require agents to perform certain actions in a specified order, while other actions can be executed in an arbitrary order. Regardless of the execution model, in order to perform a systematic search, it is necessary for complete† DCR algorithms to prioritise the agents of the problem before beginning the search process. In some algorithms, agents are prioritised into a chain, while others prioritise agents into a Depth-First Search (DFS) tree (also known as a pseudo-tree [FQ85]). A DFS tree prioritisation of agents has the property that any two neighbouring agents appear on the same branch of the tree, i.e. for any agent ai in a DFS tree ordering, constraints are only allowed between ai and its ancestors or descendants. Several distributed algorithms for forming DFS trees in a decentralised environment exist, e.g. [CD94, Lyn96, HBQ98]. This prioritisation structure, combined with an algorithm-defined message protocol determines the messages that are sent between agents. While the mes†



For satisfaction problems, a complete algorithm is one that is guaranteed to: find a solution if one exists; and indicate unsatisfiability if no solution exists. For optimisation problems, a complete algorithm is one that is guaranteed to find an optimal solution.
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sages exchanged varies, in most algorithms VALUE messages are sent from higher priority to lower priority agents; and COST messages are sent from lower priority to higher priority agents‡ . VALUE messages typically specify the current assignment of the sending agent (and sometimes the assignments of other higher priority agents). COST messages typically either specify a cost incurred by the sending agent and all lower priority agents (DisCOP); or an infeasible assignment, also known as a nogood (DisCSP). Within the framework defined by the message protocol, agents systematically propose assignments and record costs/nogoods, exploring the search space of possible assignments. This continues until the algorithm finds an an optimal (DisCOP) or feasible (DisCSP) global assignment.



Algorithms for DisCSP Initially, distributed constraint reasoning research focused on satisfaction problems. Algorithms were developed for finding assignments that satisfied all constraints of a problem, or proved unsatisfiability. The simplest algorithm for solving centralised constraint satisfaction problems is a backtracking search. Variables are assigned values sequentially, one at a time, such that all constraints of the assigned variables are satisfied. If it is not possible to find such an assignment to the variable that is currently being examined, then the search backtracks to the previous variable and a new value is chosen for that. A similar algorithm can easily be constructed for DisCSP [YDIK98], where each agent assigns its variable(s) in turn. However, this synchronous approach eliminates one of the key advantages of distributed problems solving; if only one agent executes at a time, then all of the other agents are idle, and the opportunity for parallel computation is lost. For this reason, asynchronous algorithms (that allow agents to act in parallel) have been the focus of most research. Yokoo et al. proposed Asynchronous Backtracking (A BT) [YDIK92], the first ‡



For reasons of clarity, we will use the names VALUE and COST throughout this dissertation as these are message names used regularly in DisCOP (and A DOPT) literature. In practice, the names of messages varies between algorithms, e.g. in DisCSP messages with a similar purpose are commonly known as ok? and nogood messages respectively.
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complete algorithm developed to tackle DisCSP that allowed agents to act asynchronously and concurrently without any global control. Agents are statically ordered, with higher priority agents selecting values and sending them to lower priority agents. If the lower priority agent(s) can not find a consistent assignment to their own value, they then generate a nogood containing the variables/values of the conflict set, and send this to the lowest priority agent involved in the conflict (other than themselves). This agent will then need to backtrack in order to find a new feasible assignment. If an agent receives a nogood message containing an agent that it is not currently connected to, then it adds a link/constraint to that agent. The search proceeds with agents exchanging assignments and nogoods until a feasible assignment is found for all variables in the problem. Bessi`ere et al. [BMBM05] propose a number of variations of A BT, including A BTnot , which does not need to add constraints between agents who are not initially neighbours. This offers increased privacy compared to the standard A BT, but sometimes at a reduced performance. Hamadi et al. [HBQ98] suggested an alternative graphbased distributed backtracking algorithm (D IBT), that also did not require the addition of links and that reduced the need for nogood storage, however, that algorithm has since been shown to be incomplete [BMM01]. A corrected and extended version of D IBT that combines parallel and distributed search in DisCSP has also been investigated [Ham02]. Yokoo also proposed the Asynchronous Weak Commitment (AWC) [Yok95] algorithm. In this approach, a consistent partial solution is constructed for a subset of variables, and then extended by adding the remaining variables one by one, choosing a value that is consistent with all variables in the partial solution and with as many as possible of the variables that are not. If no such value is found, then this partial solution is abandoned and added as a new constraint to the problem. Agents are dynamically ordered, allowing lower priority agents to increase their priority in the case of a constraint violation with variables of higher priority agents. This allows bad decisions to be revised without an exhaustive search. Like A BT, the agents can act asynchronously based on their local knowledge, while guaranteeing the completeness of the algorithm. AWC has been shown to be more efficient than A BT, but requires storage of a potentially exponential number of nogoods. In Asynchronous Aggregation Search (A AS) [SSHF00] an alternative approach is used where constraints are assigned to 22



agents instead of variables. This is particularly useful when privacy is a requirement on the problem. A more recent algorithm is Asynchronous forward checking (A FC) [MZ03], which is based on a synchronous backtracking search. In A FC, a forward checking mechanism is employed that sends copies of the current partial assignment to all unassigned agents. These agents can then act asynchronously to compare the partial assignments against their own constraints and report conflicts at an early stage in the search. A FC has been shown to outperform A BT by a large factor on the harder instances of random DisCSPs. Dynamic Distributed Backjumping (D DBJ) [NSHF04] uses a similar forward checking technique, but in contrast to A FC, agents choose assignments asynchronously, resulting in significant improvements compared to A FC on some problems. Mailler and Lesser [ML06] proposed the Asynchronous Partial Overlay (A PO) algorithm, a novel approach that works by centralising difficult parts of the search space in one agent and then solving it using a centralised algorithm. While the performance of A PO is good, its centralisation technique potentially reduces privacy. Finally, a number of incomplete local search algorithms have also been proposed for DisCSP. In Distributed Breakout (D B) [YH96], in each cycle, each agent tries to reduce the number of constraints violations that it is involved in by exchanging its current value and the possible amount of its improvement among neighbouring agents. The agent whose change will lead to the best improvement is given the right to change its value. The agents iteratively improve their solutions until they find a feasible solution, however as an incomplete algorithm, it may not find the best solution. More recently, Basharu et al. [BAA05] presented D IS P E L, another iterative improvement algorithm that uses penalties to escape dead-ends in the search.



Algorithms for DisCOP Hirayama and Yokoo took the first steps towards optimisation when investigating the Distributed Partial Constraint Satisfaction Problem (DisPCSP) [HY97]. They noted that many real-life applications are often over-constrained, and no solution can be found that satisfies all constraints. In a DisPCSP, solutions are allowed that violate an acceptable number of constraints, and solutions are preferred that minimise the number of violated constraints. This gave rise to the Synchronous 23



Branch and Bound, and Iterated Distributed Breakout algorithms, which are discussed below. The DisPCSP framework has since been generalised further, with cost functions replacing constraints, resulting in the Distributed Constraint Optimisation Problem [MSTY05] defined in the previous section. There are three contrasting approaches to solving distributed constraint optimisation problems: (i) search; (ii) inference; and (iii) mediation. The majority of DisCOP algorithms that have been proposed are search based. The first of these algorithms appear in [HY97]. Synchronous Branch and Bound (S BB) simulates branch and bound in a distributed environment. Agents are prioritised into a fixed order, and a partial assignment is exchanged among agents to be extended until it becomes a complete solution. If an agent cannot find a value such that the cost remains below an upper bound (current best solution), then the agent backtracks. The same paper presents Iterative Distributed Breakout (I DB), which is an extension of the Distributed Breakout algorithm. I DB works by running D B repeatedly for decreasing lower bounds, with the goal in each iteration being to find assignments such that the number of constraint violations become less than the bound. However, I DB, like D B, is not a complete algorithm. A similar incomplete algorithm is the Distributed Stochastic Search Algorithm (D SA) by Zhang et al. [ZWXW05]. D SA also makes iterative improvements based on local knowledge, and in addition includes an element of randomness that allows it to escape local optima by occasionally accepting changes that do not lead to an immediate improvement in solution cost. In recent years, a number of new algorithms have been proposed. Modi et al. proposed Asynchronous Distributed Optimisation (A DOPT) [MSTY05], a complete algorithm that allows agents to work asynchronously. The agents are first prioritised into a DFS tree and then it proceeds by parent agents sending values to children and child agents sending costs to parents. Each agent performs a best-first search, by choosing a value that minimises the lower bound on its constraints with parents and that of its subtrees. As the search progresses, the bounds are tightened until an optimal solution is found. A recent variation on this is B N BA DOPT by Yeoh et al. [YFK07]. B N BA DOPT uses a similar structure to A DOPT, but changes the search strategy to a depth-first search. The No-commitment Branch and Bound (N CBB) algorithm [CS06] is based on
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the centralised branch and bound algorithm, but runs several concurrent search processes in different partitions of the search space, which can result in a significant speed-up. Another recent search-based algorithm is Asynchronous Forward Bounding (A FB) by Gershman et al. [GMZ06], where agents assign their variables and generate a partial solution sequentially and synchronously, and propagate the partial solutions asynchronously. This enables asynchronous updating of bounds on their cost and early detection of a need to backtrack. Agents in search-based algorithms generally send one or more message for each new assignment that they choose. Given that the number of possible assignments in the search space is exponential in the number of variables in the problem, this means that the number of messages that must be exchanged in searchbased algorithms also grows exponentially. An alternative solving approach that attempts to address this is D POP [PF05b], an inference based DisCOP algorithm. In D POP, agents are also first ordered into a DFS tree, and the algorithm then executes in two phases. The first phase begins with leaf agents in the tree calculating the costs for all possible assignments of higher priority neighbours using a dynamic programming technique. These costs are sent to their parents in the tree, who then calculate their own costs including the costs of their children for all possible assignments of higher priority neighbours. Cost information is relayed up through the network of agents in this manner until it reaches the root agent. The second phase begins with the root choosing a value – the cost information that the root has received is sufficient for it to choose an optimal assignment. It sends this assignment to its children, who then choose their optimal assignment, and this process continues until all agents are assigned their correct value. The algorithm requires a linear number of messages, and has been shown to be significantly faster than search based algorithms in a number of problem domains. However, the size of the messages is exponential in the induced width of the DFS tree, which contrasts with algorithms such as A DOPT that require only polynomial space. To combat this, a memory-bounded version, M B D POP [PF07], has also been proposed that combines inference with search. The search is performed in high-width portions of the tree, thus reducing the memory requirements. There are also several other extensions of D POP that consider anytime solutions [PF05a],
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dynamic problems [PF06] and self-interested agents [PFP06]. The final category of DisCOP algorithms use a mediation approach. Optimal Asynchronous Partial Overlay (O PTA PO) [ML04] is a complete algorithm based on partial centralization of the problem. Agents with the most information are chosen as mediators and portions of the DisCOP are centralised within these agents who search for an optimum assignment to the variables in their control. However, it has been suggested that large parts of the problem can be centralised in a small number of agents, thus raising privacy concerns that go against one of the main principals of the DisCOP formalism [DM05]. A similar partial centralisation concept has also been applied to the D POP algorithm (P C D POP [PFM07]). P C D POP provides more more control over what portions of the problem are centralised while also being significantly more efficient than O PTA PO. In this study, we will base our investigations on the search based algorithm A DOPT. A DOPT was the first asynchronous and complete DisCOP algorithm to be proposed. It has been the subject of extensive research and a number of enhancements and additions have been proposed for it [MTB+ 04, AKT05, PMS06, BTY06, DM06]. It has been developed with optimisation in mind but it is also possible to to use it on satisfaction problems. The A DOPT N G [SY06] algorithm has also been proposed to unify A DOPT with the DisCSP algorithm A BT. A DOPT has been successfully applied to a number of real-world applications such as scheduling the transportation of oil derivatives in shared pipelines [MOM07], and coordinating task schedules of autonomous robots in disaster rescue scenarios [SMR06]. Given the significance of the A DOPT algorithm, it is a useful and appropriate base algorithm for our research. However, it should be noted that the work presented in this dissertation is still applicable to other algorithms, and in particular search based algorithms, or hybrid search/inference algorithms. Throughout the dissertation we will indicate where and how our work applies to other algorithms.
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Algorithm 2.1: A DOPT 1 init() 2 CCi ← ∅; ti = 0; terminate ← f alse; 3 forall aj ∈ Li forall li ∈ Di do 4 reset(li , aj ); 5



perf ormComputation(); sendM essages();



6



receiveTerminate() terminate ← true;



7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33



receiveValue((ak , dk ), tk ) if ak == Pi then ti = tk ; update(ti ); CCi ← CCi ∪ {(ak , dk )}; forall aj ∈ Li forall li ∈ Di do . if CX(li , aj ) = 6 CCi then reset(li , aj ); receiveCost(ak , CCk , lb, ub) forall (am , lm ) ∈ CCk and am ∈ / Ni do CCi ← CCi ∪ {(am , lm )}; . if CCk = CCi then CCk ← CCk \ {(ai , di )}; forall aj ∈ Li forall li ∈ Di do . if CX(li , aj ) = 6 CCi then reset(li , aj ); lb(di , ak ) = lb; ub(di , ak ) = ub; CX(di , ak ) ← CCk ; update(t(di , ak )); reset(li , aj ) lb(li , aj ) = 0; lb(li , aj ) = ∞; CX(li , aj ) ← ∅; t(li , aj ) = 0; sendMessages() forall aj ∈ Li do send VALUE[{(ai , li )}; t(li , aj )] to aj ; forall aj ∈ Ki \ Li do send VALUE[{(ai , li )}] to aj ; checkT ermination(); send COST[CCi ; LBi , U Bi ] to Pi ; checkTermination() if ti == U Bi then if terminate or isRoot() then forall aj ∈ Li do send TERMINATE to aj ; exit;
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Algorithm 2.2: A DOPT (continued) 1 2 3 4 5 6 7 8 9 10 11 12 13



performComputation() search(); if ti == U Bi then di ← dUi B ; else if LB(di ) > t then di ← dLB i ; search() dLB ← di ; dUi B ← di ; i forall li ∈ P Di do δ(li ) = j:aj ∈Hi Cij (li , CCi↓xj ); P LB(li ) = δ(li )+fi (li ) + j:aj ∈Li lb(li , aj ); P U B(li ) = δ(li )+fi (li ) + j:aj ∈Li ub(li , aj ); if LBli < LBi then dLB ← li ; i LBi ← LBli ;



14 15 16



2.3



if U Bli < U Bi then dUi B ← li ; U Bi ← U Bli ;



ADOPT



A DOPT [MSTY05] is a complete DisCOP algorithm where agents execute asynchronously (Algorithms 2.1, 2.2). Initially, the agents are prioritised into a DFS tree. In this dissertation, we do this using the Most Constrained Node (MCN) heuristic [MTB+ 04], whereby agents are ordered by the number of constraints that they have. Within the tree, an agent ai has the following relationships with other agents: Ni is the set of all neighbouring agents; Hi is the set of higher priority neighbours (ancestors); Ki is the set of lower priority neighbours (descendants); Pi is the direct parent of ai ; and Li is the set of direct children. Each agent ai maintains a current assignment, di , and also a lower (LBi ) and upper (U Bi ) bound on the cost of its subtree. Using a DFS prioritisation structure means that the lower and upper bounds of the root agent are bounds for the problem as a whole. Each agent stores a current context CCi , which is a record of higher priority neighQ bours’ current assignments: CCi ∈ j:aj ∈Hi Dj . During search, all agents act 28



independently and asynchronously from each other. Each agent ai executes in a loop, repeatedly performing 3 core tasks: 1. read incoming messages from other agents (Algorithm 2.1): • VALUE messages, containing variable assignments, are received from higher priority agents and added to the current context CCi (line 10). The message from Pi , the immediate parent of ai also contains a threshold ti , the best known lower bound for the current assignment of Pi for the subtree rooted by ai . • COST messages, containing lower and upper bounds, are received from children (13) – for each subtree, rooted by an agent aj ∈ Li , ai maintains a lower bound, lb(li , aj ), and an upper bound ub(li , aj ) for each of its assignments li . Each cost is valid for a specific cost context Q CX(li , aj ) ∈ k:ak ∈Hj Dk . If this context contains entries for agents that are not neighbours with ai , these are added to CCi (15) (this ensures the compatibility check in the next step functions correctly). The costs are stored (20) if the cost context is compatible (no conflicting . assignments, denoted =) with the current context (16). Any previously . stored cost with a context incompatible (denoted =) 6 with the current context is reset to have lower/upper bounds of 0/∞ (19). • A TERMINATE message is received from Pi the direct parent of ai when Pi is terminating. 2. perform computation (Algorithm 2.2): • The agent searches for its local assignments that have minimal lower UB and upper bound costs (2). The minimal lower (dLB i ) and upper (di ) bound assignments are first initialised to the current assignment (6) Each local assignment li is then evaluated in turn. Let Cij be the constraint between xi and xj . The partial cost, δ(l), for an assignment of li to xi is the sum of the costs of constraints between ai and higher priority neighbours (8). The lower bound, LB(li ), for an assignment of li to xi is the sum of δ(li ), the agent’s local cost fi (li ), and the currently 29



known lower bounds for all subtrees (9). The upper bound, U B(li ), is the sum of δ(li ), fi (li ), and the currently known upper bounds for all subtrees (10). The minimum lower bound over all assignment possibilities, LBi , is the lower bound for the agent ai (13). Similarly, U Bi , is the upper bound for the agent ai (16). • The agent’s current assignment, di , is updated. If the agent is exploring a new part of the search space, it will take on the assignment that gives it the best potential cost, i.e. minimal lower bound (4). However, if the agent is repeating some search from a previously explored area of the search space, it will either keep the same value or choose the assignment with the minimal upper bound (3). See below for further information on thresholds in A DOPT. 3. send outgoing messages to other agents (Algorithm 2.1): • A VALUE message containing ai ’s current assignment, di , is sent to all lower priority neighbours (25,26). Each direct child aj also receives an individual threshold t(di , aj ) (25). • A COST message containing LBi and U Bi is sent to the direct parent of ai , along with the context to which the costs apply, CCi (28). • As the search progresses, the bounds are tightened in each agent until the threshold (best known lower bound) is equal to the upper bound. If an agent detects this condition, and its parent has terminated, then an optimal solution is found and it may terminate. Before terminating it sends a TERMINATE message to its children (32). The search strategy used in A DOPT is influenced by a threshold mechanism, which is utilised to avoid excessive recomputation of costs. Generally, A DOPT uses a best-first search strategy, and each agent ai , selects the assignment that has A the lowest potential cost, dLB i . Let CCi represent the current context of ai at a particular point in time during search. As ai evaluates different assignments, it stores the costs of subtrees that are valid for the context CCiA However, if the current context changes and becomes incompatible with CCiA , the costs are reset 30



Constraint A A Cost x 1 y 3 Constraint A–B A B Cost x x 1 x y 2 y x 7 y y 8



Constraint B B Cost x 4 y 1 Constraint B–C B C Cost x x 4 x y 5 y x 1 y y 2



Constraint C C Cost x 2 y 4 Constraint A–C A C Cost x x 1 x y 2 y x 2 y y 3



Figure 2.1: Example DisCOP with 3 agents, each with a single variable. Black arrowheads indicate a direct parent child relationship in the priority tree. The number in brackets indicates the level of the agent in the priority tree. (to avoid exponential memory requirements). If in the future, the context CCiA is restored, the agent has to repeat this search. However, ai will receive a threshold ti from its parent indicating the best lower bound cost for ai . Now, since ai knows that there is no assignment that can give it a cost better than ti , it will not switch to the minimal lower bound assignment if the cost of that assignment is less than ti . Therefore, in this case, A DOPT performs a depth-first search as opposed to a bestfirst search until it reaches a new area of the search space. This reduces context switching and search effort. There are a number of steps regarding the maintenance of threshold values in A DOPT, however, since this is not of importance to this dissertation, we will omit these details. For more information on thresholds and their calculation, please refer to [MSTY05].



2.3.1



Search in ADOPT



To more clearly demonstrate the workings of A DOPT, we consider the simple optimisation problem in Fig. 2.1, where each agent has a single variable that can take the value x or y. Since A DOPT is an asynchronous search algorithm, there are many potential execution paths. For the purpose of our example, we consider one possible path – a path that is equivalent to a synchronous execution of the algorithm where all agents’ cycles run concurrently with each other. 31



Table 2.1: Example step-through of A DOPT, assuming cycles of all agents are of identical duration and execute concurrently. A 1 2 3 4 5 6 7 8 9 10



dA



LBA



U BA



CCA



lb/ub/CX(x, B)



lb/ub/CX(y, B)



x x y y x x x x x x



1 2 3 3 6 6 6 6 6 8



∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ 8



∅ ∅ ∅ ∅ ∅ ∅ ∅ ∅ ∅ ∅



0/∞/∅ 1/∞/∅ 5/∞/∅ 5/∞/∅ 5/∞/∅ 5/∞/∅ 5/∞/∅ 5/∞/∅ 5/∞/∅ 7/7/∅



0/∞/∅ 0/∞/∅ 0/∞/∅ 0/∞/∅ 9/∞/∅ 9/∞/∅ 9/∞/∅ 9/∞/∅ 9/∞/∅ 9/∞/∅



B



dB



LBB



U BB



CCB



lb/ub/CX(x, C)



lb/ub/CX(y, C)



1 2 3 4 5 6 7 8 9 10



y y x y y y x x y y



1 5 5 9 9 1 5 5 7 7



∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ 7 7



∅ {(A, x)} {(A, x)} {(A, y)} {(A, y)} {(A, x)} {(A, x)} {(A, x)} {(A, x)} {(A, x)}



C



dC



LBC



U BC



CCC



1 2 3 4 5 6 7 8 9 10



x x x x x x x x x x



2 4 4 8 5 4 4 7 7 4



∞ 4 4 8 5 4 4 7 7 4



∅ {(A, x), (B, y)} {(A, x), (B, y)} {(A, y), (B, x)} {(A, y), (B, y)} {(A, x), (B, y)} {(A, x), (B, y)} {(A, x), (B, x)} {(A, x), (B, x)} {(A, x), (B, y)}



0/∞/∅ 0/∞/∅ 0/∞/∅ 0/∞/∅ 8/8/{(A, y)} 0/∞/∅ 0/∞/∅ 0/∞/∅ 7/7/{(A, x)} 7/7/{(A, x)} – – – – – – – – – – –



0/∞/∅ 2/∞/∅ 4/4/{(A, x)} 0/∞/∅ 0/∞/∅ 0/∞/∅ 4/4/{(A, x)} 4/4/{(A, x)} 4/4/{(A, x)} 4/4/{(A, x)} – – – – – – – – – – –
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In Table 2.1, we step through each cycle.† Initially, agents have no assignment or cost information regarding their neighbours. Therefore, each agent begins by selecting the value that minimises the costs of its local constraints, i.e. A ← x; B ← y; C ← x. Agents A and B, send their assignments to their children, while agents B and C send their lower and upper bound costs to their parents. Consider agent B. In cycle 2, B receives VALUE[{(A,x)}] from A, and adds this to its current context CCB . B also receives COST[CX = ∅, LB = 2, U B = ∞] from C. This results in B updating the lower bound for its current assignment for the subtree rooted by C, i.e. lb(y, C) = 2. B will next perform its computation, and examine the costs of each of its assignments. If it chooses x, it will get a lower bound of 4 + 1 + 0 = 5 (constraint B + constraint AB + lb(x, C)) and an upper bound of 4 + 1 + ∞ = ∞. If it chooses y, it will get a lower bound of 1 + 2 + 2 = 5 (constraint B + constraint AB + lb(y, C)) and an upper bound of 1 + 2 + ∞ = ∞. Since both lower bounds are equal, it remains at its current assignment y. This assignment is sent to agent C: VALUE[{(B, y)}]; and its new bounds are sent to agent A: COST[CX = {(A, x)}, LB = 5, U B = ∞]. Agents A and C choose their assignments and calculate their bounds in a similar manner and so each agent proceeds to its next cycle. The search continues and the agents gradually build up information on the costs that are incurred for different assignments. This information results in the agents switching assignments from time to time, such that they always choose the assignment that gives the lowest potential cost (this is known as an optimistic or best-first search). E.g. in cycle 3, agent A switches its assignment to y after it received a lower bound of 5 from B that applied to the context (A, x); it switches because y (3 + 0) now gives it a better potential lower bound than x (1 + 5). In cycle 5, A then reverts to an assignment of x once the lower bound of y increases. Other agents behave in a similar fashion, but those that have both lower and higher priority neighbours have an additional concern in relation to how costs are stored. To avoid exponential space requirements, only costs compatible with the current context are kept. Incompatible costs are reset to have lower/upper bounds of 0/∞. Therefore, in cycles 4 and 6, when B’s current context changes †



We omit thresholds as they do not play an important part in this example.
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(because of A’s assignment change), its incompatible costs are reset. This ‘context switching’ can be expensive as it means a lot of search can be repeated (although the threshold can be used to reduce this to some extent). The search continues according to Table 2.1, with assignments and costs exchanged until the lower and upper bounds of the root agent (A) become equal. At this point, an optimal solution has been found with the assignments: A ← x; B ← y; C ← x; and with an optimal cost of 8. A sends a TERMINATE message to B, which will in turn notify C, and the algorithm terminates. A final note on our example, is that we consider just a single variable per agent as in the original A DOPT specification. The search() procedure in Algorithm 2.2 is used to find the best lower and upper bound assignment of the agent by evaluating each possible assignment in turn. While this is acceptable if there is a single variable, it becomes impractical as the number of variables grows, because the number of possible assignments grows exponentially. Thus, the standard specification of A DOPT may not be suitable for use in problems where each agent has multiple variables. This limitation of A DOPT (and also other DCR algorithms) provides the key motivation for the research in this dissertation.



2.4



Complex Local Problems



Most DisCSP [YDIK92, Yok95, YH96, HBQ98, Ham02, NSHF04, BMBM05, BAA05, ML06] and DisCOP [HY97, ML04, MSTY05, PF05b, CS06, GMZ06] algorithms, assume that each agent controls only a single variable. This assumption is justified by two standard reformulations [YH00], by which any DCR problem with complex local problems (i.e. multiple variables in each agent) can be transformed to give exactly one variable per agent: Definition 2.4.1 Compilation: for each agent, define a variable whose domain is the set of solutions to the original local problem. Definition 2.4.2 Decomposition: for each variable in each local problem, create a unique agent to manage it. 34



(a) Problem



(b) Agent Prioritisation



Figure 2.2: Example DisCOP showing 4 agents each with 4 variables, and corresponding agent prioritisation used in non-decomposition methods. Public variables (connected to variables belonging to other agents) are shaded.



Neither of these methods scales up well for distributed constraint satisfaction as the size of the local problems increase [YH98], because of (i) the space and time requirements of the reformulation, or (ii) the extra communication overhead. To address these issues, algorithms for handling multiple local variables in DisCSP have been proposed [AD97, YH98, HY02, MB04]. These algorithms are specific to DisCSP, since they reason about violated constraints, and cannot be applied directly to distributed constraint optimisation problems, which are concerned with costs. For DisCOP, the two original reformulations have until recently remained the standard way of handling complex agents [MSTY05], which limits the practical application of DisCOP algorithms. As an example, consider the graph colouring optimisation problem in Fig. 2.2 (a), where each variable can take the value x or y. If connected variables have the same value they incur a cost of 1, and 0 otherwise. We will now use this example to describe the two standard approaches for handling multiple variables in agents (decomposition and compilation), and A DOPT MVA which is a recently proposed approach for handling multiple variables in the A DOPT algorithm. We will then conclude this section with some related work from the DisCSP literature. 35



(a) Decomposition



(b) Compilation



Figure 2.3: Transformations such that each (virtual) agent contains one variable.



2.4.1



Decomposition



To apply the decomposition method: for each variable xij in each agent ai , create a new virtual agent axij to manage that variable. Thus, the problem is reduced to having a single variable per virtual agent. Agent ai is then required to manage the activities of a set of virtual agents AXi={axi1 , axi2 , . . . , aximi } (Figure 2.3 (a)). Implemented in A DOPT [Mod05], each virtual agent runs its own instance of the algorithm. The execution of virtual agents within one agent and the communication between these virtual agents is done synchronously, while each real agent can execute asynchronously. E.g. in the cycle of Agent C, each virtual agent representing one variable of C is handled in turn. First, the virtual agent for variable Ca has control. It reads incoming messages from the variables it is connected to (neighbouring variables within agent C and also the neighbouring variable Ac ). Then, it performs its internal computation, i.e. calculating bounds and choosing a value. Finally, it sends COST and VALUE messages to the appropriate neighbours. Messages to Ac are sent through the network, while messages to other variables of agent C can be stored and transferred internally. Once Ca is finished, control in Agent C passes to the virtual agent representing Cb . Cb then performs the same steps: read messages (including any message just sent by Ca ); perform computation; and send messages. 36



2.4.2



Compilation



To apply the basic compilation method to a DisCOP: (i) for each agent ai , create a new variable zi , whose domain Di is the set of all solutions to the agent’s internal problem; (ii) for each agent ai , add a unary constraint function fi , where ∀li ∈ Di , P fi (li ) = ck ∈p(Ci ) ck (li↓s(ck ) ) (i.e. the cost is the sum of the costs from all constraints which act on ai only); (iii) for each set of agents Aj = {aj1 , aj2 , ..., ajpj }, let Rj = {c : a(c) = Aj } be the set of constraints whose agent scope is Aj , and for each Rj 6= ∅, define a new constraint Czi : Dj1 × Dj2 × . . . × Djpj → P IN :: t 7→ c∈Rj c(li↓s(c) ), equal to the sum of the constraints in Rj (i.e. construct constraints between the agents’ new variables, that are defined by referring back to the original variables in the problem). In an optimisation problem, every set of assignments of values to variables could be a valid solution. Therefore, for each agent ai , the size of its reformulated Q domain is in the worst case |Di | = j |Dij |. The total solution space for the Q reformulated problem is ni=1 |Di |. If we assume all n agents have the same number of variables m, with average domain size d, we require dm space for each agent, and we have a solution space of size dnm . The compiled version of the example problem from Fig. 2.2 is shown in Fig. 2.3(b). There are 24 solutions for each agent, producing a single variable with domain size 16 and giving 164 = 65536 solutions to the global problem.



2.4.3



AdoptMVA



A DOPT MVA [DM06], is an extension to the A DOPT algorithm for handling multiple variables per agent. Instead of transforming the problem, it solves it in its original form (E.g. as in Fig 2.2 (a)). A single process in each agent controls all of that agent’s variables. The VALUE messages sent by an agent ai include the assignments to all of that agent’s variables. The COST messages received by ai are then dependent on its entire local assignment li , which means that for each subtree, ai must maintain lower and upper bounds for every possible combination of assignment to the variables of ai . To choose their local assignments, agents 37



use a centralised branch and bound internal search on their variables. Local variables are assigned, considering the costs of internal constraints and constraints with higher priority agents. Once all variables have been assigned, the cost of subtrees for this assignment can then be included. The search backtracks anytime the current cost is greater than the best cost found so far. Consider once again our example, with the agents prioritised according to Figure 2.2 (b). In one example execution path agent B begins its execution before having received any messages from agent C or D. In this case, it simply finds a solution that optimises its internal problem – {(Ba , x), (Bb , x), (Bc , y), (Bd , y)} – and sends this assignment to D. Agent C does something similar and sends VALUE[{(Ca , x), (Cb , x), (Cc , y), (Cd , y)}] to B and D. Let us assume that D has received both of these messages and so finds its best solution with respect to B and C’s current assignments. One possible optimal assignment for D in this case is {(Da , y), (Db , x), (Dc , x), (Dd , y)}, which produces a lower bound and upper bound of 1. D sends a cost message to B: COST[CX = {(Ba , x), (Bb , x), (Bc , y), (Bd , y), (Ca , x), (Cb , x), (Cc , y), (Cd , y)}; LB = 1; U B = 1]. B reads the VALUE message from C and the COST message from D. It begins its internal search by calculating the cost of its current assignment. This gives a lower bound and upper bound of 1 (cost of constraints with C = 0, cost of private constraints = 0, cost of subtrees = 1). Next, it performs a branch and bound search looking for assignments that give lower costs than this. It begins by assigning Ba ← x, then Bb ← x. At this stage the cost is still 0, but when it assigns Bc ← x, it gives an internal cost of 2 + an additional cost of 1 for its constraint with C – this is not better than its current solution so it backtracks and assigns Bc ← y. The algorithm proceeds in this manner searching for the best internal assignment given the current context. If the search reaches a point where all of B’s variables have an assignment, then the costs of subtrees for this particular assignment are then added (since subtree costs are dependent on a full variable assignment). At the end of the search, the best lower and upper bound costs are known and B will have the best assignment for its variables. It then sends COST and VALUE messages to its neighbours. Each agent executes in a similar manner, searching for and communicating assignments until a globally optimal solution is found.
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2.4.4



Other Related Work



While there has been little research on DisCOP with complex local problems, a number of attempts at extending DisCSP algorithms to handle multiple variables have been proposed. Armstrong and Durfee [AD97] developed an algorithm based on Asynchronous Backtracking and Asynchronous Weak-Commitment that uses dynamic priorities. Each agent tries to find a local solution that is also consistent with the solutions of higher priority agents. Priorities are adjusted using a variety of heuristics when solutions can not be found. This is a similar technique to compilation, but search for local solutions is done as needed instead of finding all solutions at the beginning. Yokoo and Hirayama [YH98] proposed M ULTI AWC, a modified version of AWC to handle multiple local variables. Each variable is assigned a priority (as opposed to each agent) and when a consistent value can not be found for a variable, its priority is increased. This is similar to decomposition in that assigning values to private variables is part of the distributed algorithm, but has been shown to be more efficient than the AWC transformation using decomposition. The Distributed Breakout algorithm is extended to handle multiple local variables for SAT problems in [HY02]. By using restarts, and allowing agents to simultaneously flip variables that are mutually exclusive, M ULTI D B is shown to outperform M ULTI AWC on 3-SAT problems. The agent’s local search process is separate from the distributed algorithm and is done only as needed. Maestre and Bessiere [MB04] presented improvements for handling complex local problems in A BT-like algorithms. Nogood learning is improved by minimising the size of nogoods and employing heuristics to intelligently choose what nogoods to store. Communication is also reduced by (i) trying to preserve the values of variables that are constrained with lower priority agents; and (ii) only sending to each lower priority agent the values that differ from the previous assignment, as these are the only changes that need to be propagated. This work also assumes a black-box centralised solver for performing the local search. Mueller and Havens [MH05] propose a queuing system for dealing with complex local problems. They argue that agents in a DisCSP solver may often be 39



idle and should use this time to find solutions to their local problem that may be useful as the search progresses. Salido [Sal07] uses a similar technique when solving distributed scheduling problems. Agents continue to search for new local solutions, while their current selected local solution is being considered by other agents. They also discuss how different models of a DisCSP can lead to different partitions of variables among agents, thus affecting how the problem is solved. Recent work by Ezzahir et al. [EBBB07a] also uses idle time to find and store local solutions. In addition to this, for each inter-agent constraint they group local solutions such that all those that have identical assignments to the variables involved in the constraint form an equivalence set. Then, when evaluating the constraint, it is sufficient to only consider one local solution from each equivalence set. If this violates the constraint, then so do all others in the set, i.e. the local solutions are ‘interchangeable’ with respect to the constraint. All of the above approaches are aimed at DisCSP and most are not trivial to apply in a DisCOP scenario. E.g. dynamic reprioritisation of variables is not possible because existing DisCOP algorithms store costs based on a static ordering, while M ULTI D B is aimed exclusively at SAT problems. Of most interest for DisCOP and this dissertation is the research described in [MB04, MH05, Sal07, EBBB07a]. Each of these makes a clear distinction between the public and private search spaces, using a centralised solver for dealing with agents’ local problems. It is possible that communication could be reduced in DisCOP algorithms using the same technique as described in [MB04]. While we do not investigate this further, it is a concept that is related to the theme of the dissertation, as it is also based on analysing and exploiting the problem structure. A queuing system similar to those used by [MH05, Sal07, EBBB07a] may also be beneficial for DisCOP. Following the same basic principles, but developed independently, we have performed an initial investigation on interleaving the local and distributed solving in A DOPT [BB06d]. Initial results did not provide any conclusive results, possibly due to the fact that the communication protocol in A DOPT does not leave much idle time in agents. However, this could still be of benefit to other DisCOP algorithms and of benefit to A DOPT for certain problem types, and so remains an interesting direction for future research. The technique proposed in [EBBB07a] is 40



also relevant for DisCOP. The cost incurred for any inter-agent constraint is guaranteed to be the same for any local assignments of an agent that have identical values assigned to variables of that agent involved in the constraint. While we do not use this method in our work, in Chapter 5 we consider other interchangeability techniques that are useful for DisCOP with complex local problems. Finally, the only existing work specific to DisCOP with complex local problems (apart from the work presented in this thesis, some of which we have published previously) is the A DOPT MVA [DM06] algorithm described earlier. This work also investigates various agent and variable ordering heuristics and demonstrates that different orderings can significantly affect performance.



2.5



Exploiting Structure in Constraint Problems



It is clear from the previous section that there is a lack of research dealing with complex local problems in distributed constraint reasoning, and in particular distributed constraint optimisation. A key trait of DCR with complex local problems is the natural decomposition of the problem into subproblems (agents). This decomposition separates the problem into private and public search spaces, and also defines what dependencies (constraints) exist between agents. In this dissertation, we attempt to fill an important gap in the DCR literature by proposing a number of novel techniques that improve the efficiency of handling complex local problems and that are derived through analysis of this particular problem structure. The techniques that we investigate have their roots in centralised constraint programming. Research in CP has grown rapidly in recent years, and many new methods to improve the efficiency of problem solving have been proposed. In this dissertation, we attempt to harness some of these ideas in order to also improve the efficiency of solving DisCOP with complex local problems. In particular, we examine techniques that: • analyse problem structure in order to identify areas of the search space that are equivalent (interchangeability and symmetry); 41



• modify the problem structure in order to simplify the problem (relaxation and aggregation); • exploit the problem structure in order to enable propagation of information through the system (domain reduction). In the remainder of this section we provide relevant background information and related work on the CP techniques that we base our work on.



2.5.1



Interchangeability



In centralised CSPs, the concept of interchangeability [Fre91] involves identifying certain values that are equivalent for certain variables. It takes various forms, including: Definition 2.5.1 Full interchangeability: Two values x and y for a variable V are fully interchangeable (FI), if and only if every solution where x is assigned to V still remains a solution if y is assigned to V. Definition 2.5.2 Neighbourhood interchangeability: Two values x and y for a variable V are neighbourhood interchangeable (NI), if and only if for every constraint C on V, x and y satisfy C for identical sets of assignments to the other variables in C. This concept has been extended in a number of ways, e.g. in [Has93] interchangeable values are found for with respect to individual constraints of a variable as opposed to NI that considers all constraints of a variable. Another example is in [CN98] where two values are considered to be partially interchangeable (PI) if any solution involving one of the values implies a solution involving the other with possibly different values for a specified subset of variables, i.e. while FI and NI consider identical assignments to all other variables, PI allows a subset of variables to take on different values. A localised version, neighbourhood partial interchangeability (NPI), that only considers constraints that act on a single variable is also presented in [CN98]. Interchangeabilities have been shown 42



to have a number of uses, such as: improving search algorithms and heuristics [Has93, CN98]; adapting existing solutions [NF01]; and as a basis for problem abstractions [CFW95]. The definitions are easily extended to optimisation by considering costs instead of satisfaction, i.e. interchangeable solutions must have identical costs. Weaker forms of interchangeability have also been proposed for optimisation, where values that lead to solutions that have costs within certain bounds of each other are considered interchangeable [BFN02]. Interchangeability has also been used in distributed constraint satisfaction. In [PF03], agents try to repair constraint violations using interchangeable values in an attempt to avoid spreading the conflict to other agents. Also, as described in Section 2.4.4, Ezzahir et al. [EBBB07a] identify local assignments that are interchangeable with respect to individual inter-agent constraints. This is closely related to the work that we present in Chapter 5, and that was published in [BB06c].



2.5.2



Symmetry and Weak Symmetry



Centralised combinatorial problems frequently contain symmetries. Symmetry can take a number of forms [CJJ+ 05], but here we will restrict ourselves to the following definition: Definition 2.5.3 Symmetry: for any problem P =< X, D, C >, a symmetry π, on the set of variables X is a transformation (or bijective function) such that any assignment s to X, satisfies the same constraints in C as the assignment s0 , where s0 = π(s). In other words, a symmetry is the transformation of an assignment of values to variables that produces a different assignment with the same properties as the original assignment. E.g. if the original assignment was infeasible, the transformed assignment is also infeasible (satisfaction), or, if the original assignment incurs a particular cost, the transformed assignment also incurs the same cost (optimisation). Symmetries allow assignments to be grouped into equivalence sets. This, in 43



turn, enables large areas of the search space to be pruned by considering only one assignment taken from each equivalence set, i.e. if we discover that an assignment has a particular cost, then we know that all equivalent/symmetrical assignments have the same cost and so do not have to be explored. There are a number of approaches to breaking problem symmetries, such as: reformulating the problem to remove the symmetries; adding constraints to force only a single assignment from each equivalence set to be considered; or using symmetries to guide the search [GPP06]. One limitation to these approaches is that they only consider the symmetry of the initial global problem. However, in some cases the symmetries may only apply to a part of the problem. Weak symmetries are a special case of symmetries that act only on a subset of the variables and the weakly symmetric solutions satisfy only a subset of the constraints of the problem [Mar05]. † Definition 2.5.4 Weak symmetry: for any problem P =< X, D, C >, a weak symmetry π, on a set of variables X 0 ⊂ X is a transformation (or bijective function) such that any assignment s to X 0 , satisfies the same set of constraints C 0 ⊂ C : ∀c ∈ C 0 , s(c) ⊆ X 0 , as the assignment s0 , where s0 = π(s). That is, if a CSP P has a subproblem P 0 where P 0 has a symmetry π that P does not then π is called a weak symmetry on P . Many real-world problems contain weak symmetries, e.g. mine excavation; PC board manufacturing; and gate scheduling for airplanes [Mar07]. The challenge in weak symmetry breaking is to not lose assignments when breaking the symmetries that exist in a subproblem. P 0 may contain several assignments that are symmetrical to it, however, the solutions may not be equivalent with respect to the entire problem P . Therefore, we cannot discard assignments as readily as in regular symmetry breaking. We need a way to represent all these solutions in the search process if we want to break the symmetry. To do this, †



This should not be confused with conditional symmetry (also called local symmetry) [GKL+ 05, BS07]. Conditional symmetry considers the symmetries that occur in subproblems during search as a result of partial assignments that are made by the search algorithm. I.e. given a fixed assignment to certain variables of a problem (the conditions), what symmetries occur in the remaining subproblem?
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(a)



(b) Figure 2.4: Extended Magic Square problem: Subproblem A contains all the variables of the square and row and column constraints will be enforced on these. Subproblem B contains variables that are constrained to be equal to the diagonal variables of subproblem A and the diagonal and anti-diagonal constraints will be enforced on these variables. (a) - by introducing SymVars we can break the column symmetry of subproblem A. (b) - equivalent solutions can then be generated using the SymVars to find a permutation that is also valid for subproblem B’s constraints. a modelling approach proposed by Martin [Mar05] can be used. This approach works by introducing additional variables called SymVars into a problem that can represent all assignments of an equivalence class. Constraints on these variables model the weak symmetry, i.e. define what assignments belong to the equivalence class. When solving the problem, only one assignment from each equivalence class needs to be found for the subproblem P 0 . The SymVars can then be used to generate symmetrical assignments when required. To demonstrate this method, we will use a variation of the magic square problem in an example taken from [Mar05]. In the magic square problem, the numbers 1, . . . , n2 have to be assigned to a n×n square such that the sum of the numbers in 45



each row, in each column and in both main diagonals are equal. The value m for 3 this sum necessarily satisfies m = n 2+n . In our modified scenario, we consider an extended version of the magic square with two subproblems. Subproblem A contains all variables that make up a magic square but only row and column constraints are enforced on this subproblem. Subproblem B, holds variables that are constrained to be equal to the diagonal and anti-diagonal variables of subproblem A. Furthermore the diagonal and anti-diagonal constraints will be enforced on the variables of this subproblem. Consider the column symmetries of subproblem A. Any solution found that satisfies the row and column constraints can be permuted by changing the order of the columns to produce n! symmetrical solutions. This symmetry can be broken by adding a constraint that orders the columns such that the first element in a column is less than the first element of the following column - thus, only one solution of each equivalence set will be found. However, we can not afford to lose these equivalent solutions. It is possible that one valid solution found for A can not be extended to a valid solution in B, while an equivalent solution can be. To avoid losing solutions, we introduce a SymVar for each column in A to represent the permutations of a solution to its subproblem (Figure 2.4). In our example, an assignment to the SymVars will represent one particular permutation of the columns, and the SymVars will be constrained to be alldifferent. For clarity in the figure, we also introduce variables to represent the projected permuted solution. We consider an example execution of a standard backtracking search algorithm. First, we search for a solution to subproblem A (using column symmetry breaking) observing the row and column constraints (Figure 2.4 (a)). Next the SymVars are assigned, which in turn leads to an assignment of the new projected variables. Next, we attempt to assign values to subproblem B’s variables. The constraints on B require that its assignments to its variables must be equal to the corresponding variables of subproblem A. However, by enforcing this it will not have a solution consistent with its internal constraints, i.e. the diagonal and anti-diagonal constraints are not satisfied. Therefore, we must backtrack to subproblem A. We then select a new solution to A using its SymVars, i.e. instead of searching for a new solution to the magic square of subproblem A, we just find a 46



new assignment to its SymVars, which leads to a new assignment to the projected variables (Figure 2.4 (b)). A new non-symmetric solution for the subproblem will only be searched for once all symmetrical solutions have been exhausted. In our example, the new permutation of the original solution produces an assignment to the variables that allow subproblem B’s constraints to also be satisfied, and so a global solution has been found. The benefit of this approach is that finding a new assignment to the SymVars is much less expensive than searching for a new solution to the magic square. We can break symmetries in a standard way, while the SymVars will ensure that equivalent solutions can be generated if required. Weak symmetries act on subproblems within a larger problem. In DisCOP with complex local problems, each agent’s local problem can be seen as a subproblem of the larger global problem. In Chapter 6 we investigate the use of similar weak symmetry breaking techniques for DisCOP with complex local problems.



2.5.3



Relaxation and Lower Bounds



Relaxation is a problem solving technique whereby a problem is simplified, often by modifying or removing constraints. Definition 2.5.5 Relaxation: for any problem P =< X, D, C >, a relaxation of the problem R(P ), is a modification of the P , such that the following properties hold: (i) any assignment that is infeasible for R(P ) is infeasible for P ; and (ii) an optimal solution to R(P ) is a lower bound on the optimal solution to P . In satisfaction problems, relaxation is commonly used for solving over-constrained problems [FLM03]. If the original problem has no feasible solutions, then it is often desirable to find a solution to some relaxed problem instead. Relaxations have been used in a similar manner with DisCSP, where they have also been used to find solutions for over-constrained problems [Yok93, HY00, WZ03]. In optimisation problems, relaxation is strongly related to bounding mechanisms. E.g. in constraint optimisation, relaxation has been used to produce lower 47



bounds that can provide a guarantee of the maximum distance between a given solution and the optimal [dGVS97], while in Integer Linear Programming (ILP), relaxation allows approximations (or lower bounds) to be found that can be used when solving the original problem. The use of bounds is critical in search based optimisation. For centralised optimisation problems, many search algorithms provide mechanisms that prune parts of the search space, using bounds. For example, the standard Branch and Bound [Dec03] algorithm maintains at all times an upper bound on the best cost found so far. Any partial assignment that has a cost greater than the best cost found so far can be pruned, i.e. we know that no assignment involving this partial assignment can be part of the optimal solution. This can be improved even further using heuristic functions. Given a partial assignment n, a heuristic function, h(n), estimates the cost of making assignments to the remaining variables in the problem. If h(n) is calculated through problem relaxation, as is standard, then it returns a lower bound on the actual cost. Thus, by summing the known cost of the partial assignment n with the estimated cost of assigning the remainder of the variables, we have a lower bound on the cost of any possible assignment containing n. If there are a number of possible assignments choices that can be made, then we can choose the assignment that gives the best lower bound. Furthermore, if all of the lower bounds are greater than a known upper bound, then we know that this partial assignment can never lead to an optimal solution and so the search can backtrack. Many centralised optimisation algorithms make use of heuristic functions such as A* [RN95], Russian Doll Search [Dec03] and AND/OR search [MD05]. Search-based DisCOP algorithms also make heavy use of bounds, e.g. S BB, A DOPT, N CBB and A FB. S BB acts like the centralised branch and bound, pruning partial assignments whose costs exceed the currently known best upper bound. A DOPT, N CBB and A FB each take advantage of the asynchronous possibilities of DisCOP to dynamically compute, update and exchange estimated lower bounds during search based on partial information. Heuristic functions have also been proposed for A DOPT [AKT05] and N CBB [CS06], where preprocessing techniques acting on a relaxed version of the problem are used to derive lower bounds 48



for different assignments. However, both of these just consider single variable agents. In Chapter 7, we consider how problem relaxations can be used to generate useful lower bounds for complex local problems.



2.5.4



Aggregation and Upper Bounds



Aggregation is the process of grouping or collecting items into a single entity. With regards to solving constraint problems, aggregation has taken a number of forms. In [RSSS98], a number of aggregation constraints are presented. These constraints act on the values assigned to a group of variables to produce a single aggregated value that can be used by other constraints. Examples of aggregation constraints are sum, max, min, count and average. An alternative aggregation concept is used in [VKK04]. Here, large scale production planning and scheduling problems are investigated. These problems are extremely complicated to solve, but by aggregating resources and operations into larger units, finding a good solution becomes more tractable. This aggregation removes some detail from the problem, by combining multiple variables together into one aggregated ‘super variable’. It is possible to construct these aggregated variables and the constraints on them such that the solution to the aggregated problem can be transformed to a valid solution of the original problem. The transformed solution may not be optimal for the original problem, but it will be an upper bound on the optimal cost. Another form of aggregation has been applied to DisCSP. Agents in the A AS algorithm [SSHF00] combine the assignments of their variables into one aggregated assignment that is then sent to other agents. This aggregation maintains the complete information of the original problem, but allows agents to exchange information concerning groups of variable assignments. In this dissertation, we consider aggregation in a form that resembles closest the aggregation described in [VKK04]. Definition 2.5.6 Aggregation: for any problem P =< X, D, C >, an aggregation of the problem A(P ) =< X 0 , D0 , C 0 >, is a modification of P with the 49



following characteristics: (i) some variables of P are combined to form new aggregated variables in A(P ); (ii) new constraints are added indicating how an assignment to the aggregated variable gets translated to the original variables; and (iii) the constraints added in (ii) ensure that an optimal solution to A(P ) is an upper bound on the optimal solution to P . A key point of this definition is that solving the aggregated problem should produce a valid solution that has an optimal cost that is an upper bound on the optimal cost of the original problem. Thus, in contrast to relaxation, when an aggregated problem is solved, we have a valid solution to the original problem (although perhaps not optimal). In Chapter 8, we investigate using aggregation to simplify DisCOP with complex local problems.



2.5.5



Propagation and Domain Reduction



A key concept of constraint programming is propagation [Dec03, Bes06]. Propagation is a process of logical inference used to reduce the search space of a problem, and can be used before or during search. The aim is to remove values from the domains of variables that can not be used in a feasible solution. If a value violates a constraint, then it can be removed. This removal may result in some assignments to other variables becoming infeasible, thus these values are also removed, which may result in further values not leading to a feasible solution etc. And so the information propagates through the problem. The strength of propagation algorithms is sometimes measured using the concept of consistency. Propagation that leads to arc-consistency ensures that any legal value in the domain of a single variable has a legal match in the domain of any other selected variable. In path-consistency, this is extended to consider sub-networks of size 3. I.e. path-consistency algorithms ensure that any consistent solution to a two-variable sub-network is extendible to any third variable. Consistency is further generalised by algorithms that infer constraints based on sub-networks having k variables: k-consistency algorithms. These guarantee that any consistent instantiation of k − 1 variables is extendible to any k th variable. If a network is k-consistent for all k, it is called globally consistent. 50



Propagation and consistency ideas have been extended to consider constraint optimisation in [BGR00]. If there are hard constraints in optimisation problems, then propagation can work in a similar manner to satisfaction problems, removing infeasible assignments. Additional values can also be pruned in optimisation problems if they are guaranteed to lead to dominated solutions. I.e. guaranteed to lead to a non-optimal solution. Consistency mechanisms for use during search in DisCSP have previously been proposed [Ham99, SSHF01], but have been limited to consider at most pairs of variables (i.e. arc-consistency). Domain bounding and propagation has been applied to DisCOP in [SMR07], where propagation algorithms are proposed for distributed task scheduling problems resulting in over 90% reduction in the problem search space. In Chapter 9, we will investigate domain reduction techniques similar to [SMR07], but with a particular emphasis on complex local problems.



2.6



Metrics



Evaluation and comparison of distributed constraint reasoning algorithms is a nontrivial task. A number of different metrics have been proposed, and this section provides a brief description of those that we make use of in this dissertation. For a more detailed discussion, see [BHM04]. We examine metrics in the context of two different execution models: simulated – we use one machine but each agent runs asynchronously on its own thread; and distributed – each agent runs on a separate machine.



2.6.1



Non-concurrent constraint checks



Non-Concurrent Constraint Checks (NCCC)† [MRKZ02] is used to measure the computation effort in solving a problem and is based on Lamport’s clock synchronising algorithm [Lam78]. The motivation behind the use of NCCC is to count the longest chain of constraint checks in the system from the start of the algo†



Originally known as Concurrent Constraint Checks (CCC).



51



rithm execution until its termination. This allows algorithm asynchronicity and concurrency to be taken into account when measuring performance. A constraint check is defined as being the act of checking the assignment of a value to a variable against a constraint. When calculating NCCC, each agent maintains a counter of constraint checks. The agents include the current value of their constraint check counter in each of their messages to other agents. If an agent receives a counter value that is larger than its current counter then it switches to using the larger value. The final cost of the search is the largest counter held by an agent at the end of the search. To use this metric, control is required over constraint check evaluations in all algorithms that are being compared. I.e. if a third party solver is used in part for one of the algorithms, then, unless a constraint check metric is implemented as we have described, we cannot compare the number of constraint checks that occur. If all algorithms being compared use the same third party solver for the same portions of the problem, then NCCC will remain valid but results should also include metrics provided by the third party solver. This problem can also be overcome by counting computational steps instead of constraint checks [GMZ06]. Here, a computation step should be some clearly defined action of computation that can be easily counted. A possible modification to the original metric is to only update the counter if the message triggers computation [ZM06a], i.e. some messages in distributed constraint algorithms are ignored by agents and do not result in any computation (e.g. COST messages in A DOPT are ignored if their context is not compatible with the receiving agent’s current context). Another variation incorporating message delay is also presented in [ZM06b]. All evaluations in this dissertation follow the original specification [MRKZ02] since: our initial evaluations were conducted prior to publication of the modified versions; and we do not consider message delay. While the counting modification presented in [ZM06a] could cause a reduction in the reported constraint checks for A DOPT, all of the algorithms that we compare in this dissertation are A DOPTbased, and thus are likely to be affected in a relatively similar manner.
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2.6.2



Messages



In distributed algorithms, the network load or the effort required to pass messages between agents can play a significant part in the overall solving time. The cost of message passing can be broken into three parts: sending the message; message transmission; and receiving the message. If we assume relatively fixed costs for each of these aspects, then the number of messages that are passed in the system can be used as a useful metric [MB04].† As well as the number of messages, the size of messages can also be important as this can significantly affect the message transmission speeds. If the algorithms being compared produce different size messages then this metric should be reported as in [PF05b].



2.6.3



Time



When comparing algorithms, we often want to minimise the longest execution time. However, for time to be usable as a metric for comparing performance, algorithms should be run in the same computing environment under the same load conditions and all algorithms should be implemented as efficiently as possible. While NCCC is an accurate measure of an algorithms computation needs, time will consider both the algorithm and all implementation details of an algorithm.‡ If distributed algorithms are run in a simulated environment, then there are further considerations. We are interested in the longest execution sequence in wall-clock time – and so, must take into account the fact that agents can execute in parallel using the algorithm. In asynchronous algorithms, this is not trivial to measure. For this reason, we will only use time as a metric in: (i) real distributed environments; and (ii) when measuring the compilation time of individual agents. †



In this dissertation we count only the number of messages sent between agents. Internal messages, e.g. messages between variables of the same agent such as those used by the decomposition transformation, are not counted. ‡ For the algorithms that we wish to compare this should not be such an important issue. All the algorithms are based on the same basic A DOPT algorithm and share a large amount of the implementation. But, we need to ensure that parts of the algorithms that differ, are implemented in the most efficient way possible.
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2.6.4



Discussion



A number of other metrics have been used in the literature such as synchronous cycles [HY00], cycle-based runtime (CBR) [DM05] and context switches [AKT05], but NCCC and messages have become the standard as they allow consistent measuring of two key aspects in DCR algorithms: computation (NCCC) and communication (messages). Therefore, the majority of the experiments presented in this dissertation consider these two metrics. The exception to this is for experiments on the supply chain coordination problem, where we use time as a metric. For this problem, measuring computation using NCCC is not feasible as we use ILOG OPL [ILO07] for searching for solutions to each agents’ local problem. This solver does not report constraint checks so we are unable to include the local computation in the NCCC metric. Ideally, when using time as a metric, the experiments should be run in a distributed environment. However, an additional problem was that a lack of licences for the commercial solver meant that it could only be used on a single machine. For these reasons, evaluations of the SCC problem take the following form: (i) all solving of agents’ local problems is performed prior to solving the distributed problem, using a compilation preprocessing approach; (ii) the local solutions are transferred to a distributed setting whereby the distributed algorithm is then run; (iii) the final reported time is the sum of: maximum compilation time across all agents (i.e. take into account that agents can execute in parallel); and the distributed solving time. In this scenario, agents may perform more local computation than might be required in a proper setup, however, it only affects the SCC problem and it should still provide adequate measurements for the evaluations in which we use it.



2.7



Scope



The DisCOP representation that we use is based on the definition taken from Modi et al. [MSTY05]. All constraints are cost functions that specify non-negative 54



costs, and the global objective function is to minimise the sum over all constraints in the problem. We consider only static networks of agents, i.e. agents cannot be added or removed from the network during the solving process. The experiments in this dissertation are performed using algorithms based on the A DOPT DisCOP algorithm. However, much of the work is relevant for other DisCOP algorithms, and in particular, tree-based search algorithms. In several cases our ideas are also relevant for DisCSP. In each chapter we provide a discussion on the applicability of the work. We also focus only on complete optimisation, i.e. the search only ends once we have proven optimality. However, the techniques we propose are quite general and also relevant for incomplete methods. Our investigations are restricted by the limitations of the algorithms we use. In particular, the standard version of A DOPT does not cater for non-binary inter-agent constraints, therefore we also do not. However, for local problems we consider any type of constraint that is supported by the central solvers that we use for the local problems.



2.8



Notation



Throughout this dissertation algorithms and techniques are described using standard mathematical notation. In addition, the following conventions apply. For each variable xij of agent ai , its domain is Dij and a single value from within this domain is dij . The act of assigning a value to a variable is denoted by xij ← dij ; while an assignment that has been made to a variable is denoted by (xij , dij ). The assignment of multiple variables can be grouped as a set. E.g. an assignment to the variables of agent ai is denoted by {(xi0 , dij ), (xi1 , dij ), . . . , (xim , dij )}. The number of variables in an assignment X is denoted by |X|. A partial assignment is denoted using a bar over the assignment name. E.g. if li is the assignment to the variables of agent ai , then l¯i is an assignment to a subset of the variables in the set li . The names of messages that are exchanged between agents is written in uppercase typewriter font, e.g. COST. The contents of messages are enclosed in square 55



brackets, e.g. VALUE[{(xi0 , di0 ), (xi1 , di1 )}]. Additional problem specific notation is described in Chapter 3.



2.9



Summary



Constraint programming (CP) is an established method for solving combinatorial problems. Distributed constraint reasoning (DCR) is an extension of CP for multiagent problem solving. In this chapter, we present definitions for two classes of DCR problems: distributed constraint satisfaction (DisCSP) and distributed constraint optimisation (DisCOP). In these problems, agents try to assign values to variables under their control in a coordinated manner in order to meet some global objective. Agents can have complex local problems (multiple variables) consisting of public (constrained with other agents) and private (not constrained with other agents) variables. We review several DisCSP and DisCOP algorithms, and also discuss the fact that most of these make the simplifying assumption that each agent only controls a single variable, which limits the possible applications of the algorithms. While some attempts have been made to address this issue in DisCSP, little research on the topic exists for DisCOP. Using the A DOPT DisCOP algorithm as a base, in this dissertation we develop novel and efficient algorithms that provide greater support for handling complex local problems. In particular, we will consider characteristics of the problem structure that arise due to the division of the search space into public and private variables. With this in mind, we will make use of 5 techniques that have successfully been used in centralised constraint solving: interchangeability; symmetry; relaxation; aggregation; and domain reduction. Each of these methods improves solver efficiency by exploiting the underlying structure of problems. In this chapter, we have provided relevant background information on each of these techniques.
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Chapter 3 Problem Domains 3.1



Introduction



In this dissertation, we apply our research to four different problem domains, each of which is described in this chapter. Two of these, Minimum Energy Broadcast (MEB) and Supply Chain Coordination (SCC), we have introduced as benchmarks to the DisCOP community and so will be described in particular detail. These benchmark problems are a useful addition as they consider scenarios where agents have complex internal problems with many variables. This is in contrast to other existing benchmarks for DCR (e.g. SensorDCSP [BDF+ 05] or Graphcolouring [MSTY05]) that consider single or very small numbers of variables per agent. We also consider two previously investigated problem domains, Meeting Scheduling and Random Distributed Constraint Optimisation Problems, but extend the definitions to consider cases where agents have multiple variables, some of which are private. The structure of this chapter is as follows. In Section 3.2, we describe the Meeting Scheduling problem. This is followed by a description of the Random Distributed Constraint Optimisation Problem in Section 3.3. Definitions for the new problems that we are introducing, Minimum Energy Broadcast and Supply Chain Coordination are given in Sections 3.4 and 3.5 respectively. Finally, we summarise in Section 3.6. 57



3.2



Meeting Scheduling



Meeting scheduling problems, based on the PEAV model described in [MTB+ 04], are a popular domain for DisCOP and are regularly used to evaluate algorithms, e.g. [DM06, PF07]. Each agent owns a variable for each meeting it is involved in. The domain of the variable contains 8 values, each representing a different meeting starting time. Variables in different agents that represent the same meeting are linked with equality constraints. Each agent can also have its own personal tasks it may wish to include in its schedule. Each private task is also represented by a single variable with 8 values. Variables in the same agent are linked with inequality constraints (to ensure that the agent will not have two meetings/tasks at the same time). Agents have preferences, represented as costs, for the values they would like to assign to each meeting/task. The aim is to minimise the overall cost in the problem. It is worth noting that private tasks, while allowable under the PEAV model, have not previously been investigated in the literature. When generating meeting scheduling problem instances, we use 4 parameters: the number of agents, a; either the number of meetings or meeting density, n (all meetings have 2 agents); the maximum number of meetings per agent, m; and the number of personal tasks per agent, t. The exact settings of these parameters that we use when performing different evaluations are described in the relevant experimental sections. When generating problem instances, the specified number of agents are first created. Then, depending on the usage of the parameter n, meetings are generated using one of the following techniques: either (i) pairs of agents are chosen randomly and a meeting (variables and equality constraints) added between them until the desired number of meetings n is reached (only one meeting is allowed between any pair of agents); or (ii) for each pair of agents, a meeting is added with probability n. Next, the specified number of private tasks (single variable for each task) are added to each agent. Finally, inequality constraints are added between all variables within each agent, and unary constraints (preferences) are added to each variable – a preference/cost is added for each timeslot/value and is chosen uniformly from the set {1, 2, 3}. 58



3.3



Random Distributed Constraint Optimisation Problems



To make general insights into algorithms it is useful to consider problem domains that may produce many different types of problem structure. Random Distributed Constraint Optimisation Problems, with constraints added randomly between variables, give us that possibility. Random DisCSP’s are a popular problem domain for evaluating DisCSP algorithms and have previously been used in [MB04, BAA05, BMBM05], among others. For DisCOP, random Max-DisCSP problems were used in [GMZ06]. These can be considered a subclass of random DisCOPs where all constraint costs are 1. Graph-colouring problems are another subclass of random DisCOPs, where all constraints are inequality constraints, and all constraint costs are 1. These have been used previously in [MPT04, MSTY05], and we also use them in this dissertation to aid in the explanation of some concepts. When analysing DisCOP algorithms on problems where agents have multiple variables, there are a number of problem characteristics that may affect the number of messages that are sent, the number of constraint checks that are carried out and the execution run-time. We have identified 7 key parameters to consider in random DisCOPs: (i) number of agents, a; (ii) number of variables per agent, v; (iii) domain size of the variables, s; (iv) the probability that a variable is public, pu ; (v) density of the public graph (i.e. the fraction of all possible inter-agent links between public variables), du ; (vi) density of the private graph (i.e. fraction of all possible links between variables inside an agent), dv ; and (vii) tightness of constraints, t. Varying the settings of these parameters will allow us to properly analyse different algorithms and consider problems instances from across the spectrum. The exact settings used varies in different evaluations, and more details are provided in the relevant experimental sections. When generating problem instances, agents, variables and domains are created according to the relevant parameter settings. Then, each variable of each agent is marked as public with a probability of pu . Next, considering each pair of public variables in the problem (taken from different agents), a binary inter-agent con59



straint is created with a probability of du . Finally, for each pair of variables from within the same agent, a binary intra-agent constraint is added with a probability of dv . When generating the constraints, a fraction t (the tightness) of tuples are given a non-zero cost chosen uniformly from the set {1, 2, 3}. An additional verification step ensures that each generated problem is connected.



3.4 3.4.1



Minimum Energy Broadcast Motivation



A mobile ad hoc network (MANET) is a collection of wireless devices that form a decentralised mobile network that does not rely on any fixed infrastructure. MANETs may be useful for deployment in many situations such as disaster relief, battlefields or in an office building. In some of these cases, the MANET may be static, i.e. a fixed number of devices are deployed to form a temporary network. These devices are stationary, none will leave the network, and no new device will join the network. When the devices comprising a MANET are deployed, they must first selforganise and configure themselves to form a correctly functioning network. Depending on the purpose and desired operation of the network, there are a variety of different configuration tasks that are required. One of these is the Minimum Energy Broadcast (MEB) problem. Since wireless ad hoc networks generally operate in a battery energy limited environment, configurations that can reduce the energy required for broadcast communications increase the lifetime of the network. The aim of the MEB problem, is to find the broadcast tree connecting all nodes in the network that minimises the total energy output of the devices. The Minimum Energy Broadcast problem was first examined by Wieselthier et al. [WNE00, WNE02]. A complete mixed integer programming formulation was proposed in [DESAG02], but this can solve only small instances and is a centralised algorithm. More scalable local search approaches have been devised, one of which is presented in [KP05]. However, this algorithm, like most of the others 60



(a)



(b)



Figure 3.1: (a) Example Minimum Energy Broadcast problem. Red (shaded) indicates the source device. Black lines indicate what devices can communicate with each other when broadcasting at their maximum power level. (b) Optimal result. Green lines indicate minimum energy broadcast tree. Filled black circles indicate devices that are broadcasting to others. proposed, is a centralised algorithm requiring global information. A decentralised local search approach that is capable of finding solutions as good as many of the incomplete centralised methods is described in [CSS03]. The natural distribution of the problem makes it an ideal problem for solving using Distributed Constraint Optimisation and an interesting new benchmark. Modelling it as a DisCOP, and solving using a complete DisCOP algorithm, also represents the first decentralised complete method for solving the problem.



3.4.2



Scenario Description



The Minimum Energy Broadcast problem (MEB) considers a network of nodes with omnidirectional antennas. The aim is to configure the power level in each device such that if a specified source device broadcasts a message it will reach every other device either directly or by being retransmitted by an intermediate device (a broadcast tree is formed). The desired configuration is that which minimises the total energy required by all devices, thus increasing the lifetime of the network. 61



Problem parameters Wj : power required to broadcast to neighbour j, p : the number of allowed parent devices (0 for broadcast node, 1 otherwise), m : the maximum broadcast power of the agent Public decision variables Rj : relationship variable for neighbour j, Rj ∈ {0, 1, 2}, h : hop count variable, h ∈ {0..n − 1}, where n = number of nodes Private decision variables Ej : energy cost variable for neighbour j, Ej ∈ {0..m} Auxiliary variables ξ : the energy cost to the agent



utility function ξ = max Ej



(3.1)



distribute(p, 2, R) Rj = 1 ⇒ Ej = Wj Rj 6= 1 ⇒ Ej = 0



(3.2) (3.3) (3.4)
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Figure 3.2: Minimum Energy Broadcast problem agent model. To formulate the problem as a DisCOP, we have an agent, ai , representing each device in the network. A model for the agent is given in Figure 3.2. The neighbours of ai include all agents that ai can communicate with when broadcasting at its maximum power level. Each agent has three different types of variable. Relationship variables: For each neighbour aj , ai has a public variable Rj , taking one of 3 values, indicating the relationship between the two devices in the current solution (broadcast tree): • 0 ⇒ the devices are not connected in the broadcast tree; • 1 ⇒ ai is parent of aj in the broadcast tree; 62



• 2 ⇒ ai is child of aj in the broadcast tree. An inter-agent constraint between each pair of neighbours ensures that the corresponding variables in neighbouring nodes match up correctly, i.e. both are 0, or else one is 1 and the other is 2. To construct a tree, considering the set of all its relationship variables R, each agent is constrained to have exactly one parent, except the source device, which is not allowed any parents (Equation 3.2).† Power/energy variables: The agents also have a private variable Ej corresponding to each of its public variables Rj . This is set to be the energy cost incurred due to the setting of Rj , i.e. if Rj is 1 then the private variable is assigned the energy cost for broadcasting to that neighbour Wj (3.3), otherwise it is assigned 0 (3.4). Hop-count variable: Each agent also has a hop-count variable, indicating how many hops that device is from the source device. A second inter-agent constraint between neighbouring agents ensures that the hop-count of a child in the broadcast tree is one greater than its parent, thus preventing cycles. As mentioned, the overall objective of the agents in the problem is to coordinate their power levels such that a broadcast tree is formed but the total power usage is minimised. The total cost for each agent ai to broadcast to all of its children is the maximum of the costs in the energy variables (3.1).



3.4.3



Benchmark Parameters



The benchmark specification, including some problem instances, has been submitted to CSPLib [GW07]. Instances can also be generated using the following parameters: a number of devices n; an area with length x and width y in which to place the devices; a maximum power p at which each device can broadcast at; and a path loss exponent exp, which is the rate at which the radio signal attenuates. †



The distribute(x,y,z) constraint states that the value y occurs x times in the set of variables z.
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Each device is placed randomly in the area. To determine the power required for two devices a1 and a2 to communicate with each other, first calculate the disp tance, d between the devices: d = x2 − x1 2 + y2 − y12 . The energy required (w=watts) to broadcast this distance is: w = (dexp ) × 0.0001. If w < p, then the devices can communicate.



3.5 3.5.1



Supply Chain Coordination Motivation



Supply chain management involves planning and coordinating a range of activities across the supply chain. The supply chain typically consists of several interdependent agents (organisations or business units – from the same or different companies), each holding the responsibility for provision of particular components that are combined in a final product. In order to reduce costs, each agent may try to optimise its internal processes (planning, scheduling, etc.); however by making decisions locally and independently, the actions may lead to inefficiencies in the wider supply chain. Thus, there is a need for agents to coordinate their actions: “as market pressures dictate that today’s commercial supply chains provide rapid and efficient supply, the need to coordinate with all organisations within the supply chain is becoming increasingly critical” [XB06]. By coordinating the actions of all participants, more efficiencies can be gained, reducing inventories, lead times and costs and improving quality and service levels. While in some cases the competitive nature of business may restrict coordination possibilities, some environments will allow certain levels of coordination, e.g. (i) coordination of business units within the same company; (ii) an alliance of independent firms who wish to cooperate in order to compete better in the market; or (iii) a dominant firm using its position to encourage cooperation in the supply chain, e.g. the use of Vendor Managed Inventory by Wal-Mart [ESV99]. To optimise the actions of all agents in the supply chain, it is often difficult to centralise the problem because of one or more of the following reasons: (i) each agent is a separate business unit and may be unwilling to share local information; 64



Figure 3.3: Supply chain coordination. Agents produce products (P) from components (C). Goods move up the supply chain such that products from one agent may be components of another. Agents must agree delivery schedules for the goods transfer. Root agent (R) has a fixed demand for its products. Leaf agents (L) have fixed constraints on component availability. Intermediate agents (I) receive components and deliver products from/to other agents in the problem. Agents also have a local production scheduling problem that must be simultaneously solved. (ii) each agent’s internal problem is large and complex, meaning that the cost involved in centralising this information is prohibitive and attempting to solve such a problem centrally leads to large monolithic models of great complexity; (iii) each agent’s local low level problems (such as factory scheduling) are more suited to be solved at that agent’s location where detailed information is readily available. For these reasons, a decentralised approach is necessary.



3.5.2



Scenario Description



Supply Chain Coordination (SCC) involves the planning and coordinating of production and delivery schedules among several agents/business units (Figure 3.3). Each agent is responsible for the production of certain finished goods (products - P) from raw materials (components - C). Goods move up the supply chain between agents such that products from one agent may be components of another agent. Agents in the problem must agree delivery schedules for the movement of 65



the goods. There are 3 types of agents: • a single root agent (R), at the top of the supply chain that has a fixed demand for its products from customers (not other agents) - delivery schedules must be agreed with agents it is receiving components from; • leaf agents (L), at the bottom of supply chain that have fixed constraints on component availability - delivery schedules must be agreed with agents they are sending products to; • intermediate agents (I), that are both receiving components from agents and delivering products to other agents in the problem - delivery schedules must be agreed for both. Each agent also has a local production scheduling problem that must be simultaneously solved. Agents incur a number of financial costs: production costs – daily expense of setting up machines for production use; order costs – expense of delivering a component order; holding costs – expense of storing items, incorporating charges for both excess and obsolete items; and penalty costs – charges for non-delivery of products to external customers. The overall objective of the agents is to coordinate their production and delivery schedules such that the total costs in the supply chain network are minimised. In Figures 3.4 and 3.5, we give a single model that can be used to describe all three agent types. The agent delivers each product i to one or more customers (other agents or external customers), as denoted by the {0,1} matrix Dik . The agent sources each of its components j from one or more suppliers, Sjk . Products/components are delivered in batches (e.g. pallet, container or truckload), p , specifies the where si/j is the quantity/batch size. A single product order Oikt number of batches of a particular product i that must be delivered to agent k in c period t. Similarly, a single component order Ojkt , incurring a fixed order cost yj , specifies the number of batches of a particular component j that will be received by agent k in period t. The agent must coordinate with the other agents in the problem to decide how to schedule the orders/deliveries. However, there is a maximum number of components/products that can be delivered in any period, 66



Problem parameters Dik : a {0,1} parameter indicating if product i can be delivered to agent k, Sjk : a {0,1} parameter indicating if component j can be sourced from agent k, Bij : the number of components j needed to produce one unit of product i, Ct : the factory capacity (total time) available at period t, M : the maximum quantity of products that can be built in any period, Yi0 : the opening inventory level for product i, Ij0 : the opening inventory level for component j, li : the length of time required to build product i, ri : the time taken to deliver an order for product i to a customer, zi/j : the max. number of batches delivered per period for product i/component j, yj : the cost of receiving a single order for component j, si/j : the batch size for product i/component j, hi/j : the holding cost for a single unit of product i/component j for one period, wi : the setup cost for product i, vi : the setup time for product i, pi : the cost of not meeting an order for product i Public decision variables p Oikt : the number of batches of product i delivered to agent k in period t, c Ojkt : the number of batches of component j delivered by agent k in period t Private decision variables ojt : a {0,1} variable indicating if there is an order for component j in period t, bit : a {0,1} variable indicating if any of product i will be built in period t, mit : the quantity of product i manufactured at time t, mit ∈ IN Auxiliary variables ξ : the total cost, qit : the quantity of product i for dispatch in period t, qit ∈ IN , Ajt : the number of component j arriving at period t, Ajt ∈ IN , Yit : the closing inventory level for product i at period t, Yit ∈ IN , Ijt : the closing inventory level for component j at period t, Ijt ∈ IN Figure 3.4: Agent model – input parameters and variables.



zi/j (i.e. a limit on available transportation). When negotiating these schedules, the agents have to consider production constraints. We assume the agent has a single production facility for producing all products, and there is a setup cost, wi , 67



utility function XX X p  XX  ξ= hi Yit +bit wi +pi ((si ojt yj +hj Ijt (3.5) Oikt )−qit ) + ∀t
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production constraints M bit ≥ mit X (li mit + bit vi ) ≤ Ct
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supply/delivery constraints p Oikt ≤ zi × Dik c Ojkt ≤ zj × Sjk X c Ajt = sj × Ojkt
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Yit = Yit−1 + mit − qit



Figure 3.5: Agent model – utility function and constraints. and time vi associated with starting production of a product. Each product takes a specific length of time to build, li . In any period, the agent will decide how much of each product it will build, mit . Given that each product is independent, the sequence of these productions is irrelevant and so can be done one after the other. In this case, there will at be at most one setup cost per period per product, indicated by the {0,1} variable bit which is forced to be correctly set according to Equation 3.6. A capacity constraint (Eqn. 3.7) states that the total production in any period cannot exceed the total factory capacity, Ct , for that period. The closing component inventory in any period is equal to the previous days closing 68



inventory plus the number of components arriving less the number of components used in that period – what components go into each product is defined by the bill of materials, Bij (3.15). The closing product inventory is calculated in a similar manner (3.16). Note that the latter two constraints also have the effect of ensuring that qit is less than or equal to the products available on any particular day. Holding costs, hi/j , are charged daily on the closing inventories for each item in storage. The number of components that arrive is dependent on the assignment to c Ojkt (3.10), which is also constrained by (3.9). The variable ojt is used identify the periods in which order costs are incurred (3.11). The quantity of products dispatched in any period cannot be greater than the demand from other agents on the corresponding delivery date (dispatch date + delivery time) (3.12). The number of batches of products delivered is also constrained by what other agents require the product (3.8). We assume that the agent will deliver its products on time or not at all. However, there is a cost associated with non-delivery (i.e. profits missed out on). The utility function, (3.5), calculates costs that arise for the agent from (i) order costs (ii) holding costs (iii) missed customer orders; and (iv) production setup. The input parameters vary depending on the agent type. The root agent is the only agent that deals with external customers. These customers can be treated as p a single agent in the model. The product order variables of the root agent Oikt are treated as input parameters and specify a fixed demand for each product i for each period t in the planning horizon. The root agent is also the only agent with specific penalty costs, pi for each product i. For all other agents, pi = ∞. This means that the root agent can choose whether or not to deliver products to external customers, while other agents must always plan to meet their proposed delivery schedules with other agents in the problem – if they are unable to do so, then the schedule is infeasible. For leaf agents, external suppliers can be treated as a single c agent in the model. The component order variables Ojkt are then treated as input parameters and specify a fixed amount of each component j that will arrive from external suppliers in each time period t. Agents that do business with each other have equality constraints linking their respective delivery schedules. E.g. if agent p A is supplying product x to agent B, then agent A’s decision variables OxBt must
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Table 3.1: Parameter ranges used for generating problem instances. Symbol H si/j Ct Ij0 ,Yi0 li ri hj hi wi vi oj pi p Oikt c Ojkt



Description planning horizon batch size for product i/component j factory capacity (total time) available at period t opening inventory for components/products time required to build product time taken to deliver a product order holding cost for a single unit of component j for one period holding cost for a single unit of product i for one period setup cost for the production of product i setup time for product manufacturing cost of single order for component j cost of not meeting an order for product i number of batches requested for delivery by external customers to the root agent for product i in period t number of batches scheduled for delivery by external suppliers to leaf agents for component j arriving at period t



Parameter 4–12 80–100 50–100 0–100 1–3 0–2 1–25 P



∀j



Bij hj



+/- 5 hi × 100 5–15 20–50 * sj 100–200 10–100



50–100



c , for all periods t in the planning be equal to agent B’s decision variables OxAt horizon. The overall objective of the agents in the problem is to coordinate their schedules such that the total costs in the supply chain network are minimised.



We make a number of assumptions in this scenario, but it is possible to extend it to consider more details if required. Production scheduling could be extended to allow multiple production facilities, dependencies, etc., if desired. We assume unlimited storage space, but the scenario can easily be extended to include storage limits. Finally, a more sophisticated cost model incorporating late-delivery charges could be included if necessary. 70



3.5.3



Benchmark Parameters



To instantiate the models we provide parameter settings for agents, chosen to be representative of realistic scenarios, in Table 3.1. The ranges for each parameter allow a variety of different SCC instances to be considered, e.g. high/low product demand, under-constrained/over-constrained factory capacities, different ratios of holding cost to penalty cost etc. Using these agents, arbitrary supply chain topologies can be created. The benchmark specification has also been submitted to CSPLib [GW07]. This includes OPL models and a number of problem instances and their solutions.†



3.6



Summary



In this chapter, we presented four problem domains on which we base our research, all of which involve complex local problems. Two of the problem classes are taken from the literature: meeting scheduling [PF05b, DM06, PF07]; and random distributed constraint problems [GMZ06]. The remaining two are new benchmarks that we have introduced for DisCOP: Supply Chain Coordination (SCC); and Minimum Energy Broadcast (MEB). These benchmark problems are a useful addition as they consider realistic problems where agents have multiple variables. Both of these benchmarks have also been added to the CSPLib problem repository.



†



The CSPLib submission is an earlier version that contains some differences. E.g. multiple customers for the same product and multiple suppliers for the same component are not described.
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Chapter 4 Framework for Complex Local Problems 4.1



Introduction



In this chapter we describe the distributed constraint optimisation framework in which we have performed our research. The aim of this framework is to provide a flexible distributed solver suitable for evaluating DisCOP with complex local problems. In particular, a goal of the framework is to allow any centralised solver to be plugged in and used for solving agents’ local problems. This enables us to examine a wide range of problems where the local agent problems have different characteristics. To evaluate algorithms, the framework can be used both in simulation single machine mode, and also a physically distributed multi-machine mode. The chapter is structured as follows. In Section 4.2, we explain the motivations and goals behind the framework that we have developed. This is followed by Section 4.3, where we give an overview of the framework and describe its main features. A summary of the chapter is given in Section 4.4 72



4.2



Motivation



The recent growth of research into Distributed Constraint Reasoning has seen several distributed solving frameworks developed. Some are implementations of specific algorithms [Mod05, GS00], while others are more general frameworks, e.g. FRODO [Pet06], DisChoco [EBBB07b, EBBB07c], Disolver [Ham06] and DCOPolis [SLR07]. With regards to complex local problems, both DisChoco and Disolver incorporate centralised solvers for dealing with agents’ local problems. For the research presented in this dissertation, we have implemented our own distributed solving framework. We took this approach because: (i) most of the above frameworks were not available when this research was initiated; and (ii) most existing work was not aimed towards research in complex local problems. Our implementation is a flexible Java-based framework that allows any DCR algorithm to be implemented in it. The framework allows algorithms to be executed both in simulation single machine mode, and also a physically distributed multimachine mode. The framework is specifically aimed towards complex local problems. To this end, it can dynamically transform problems using the standard problem transformation methods (decomposition, compilation), while also providing support for custom algorithms that are capable of handling multiple variables in each agent. A key component is an interface that allows any centralised solver to be plugged in and used for solving the agents’ local problems. Concrete implementations of this interface have been developed that allow the commercial ILOG software, OPL and JSolver [ILO07], to be used on the problem domains that we investigate in this dissertation. A custom branch and bound algorithm is also included to provide an alternative unlicensed agent solver. Accessibility to software such as OPL and JSolver allows centralised constraint programming, linear programming and mixed integer programming models to be used to solve agents’ local problems. 73



Figure 4.1: Overview of DisCOP framework.



4.3



Framework Description



An abstract representation of the framework is given in Figure 4.1. Each agent runs on their own thread (either on the same or different machines). In our implementation they communicate through a single Mailman.† The Mailman also relays status and metric information from the agents to a single Observer agent that is responsible for collating metrics and displaying results. Each agent (Figure 4.2) holds information on its own local problem (variables, values and intra-agent constraints) and also the inter-agent constraints that it has with other agents in the distributed problem. Each agent may use two types of algorithm: (i) a centralised agent algorithm that can be used for solving its local problem (note that this is not used by the decomposition problem transformation); and (ii) a DisCOP algorithm used for solving the distributed problem. AgentAlgorithm is an interface that can be implemented to allow an agent access to any desired centralised solver, while DisCOPAlgorithm is an implementation of any †



For deployment purposes, it is more correct to allow neighbouring agents to communicate directly with each other. This is because in some problem scenarios, such as in wireless ad hoc networks, there is no single entity that can contact all of the agents. However, for the purpose of evaluating DisCOP algorithms, a single Mailman is acceptable, and indeed is commonly used because it allows a central collection point for metrics and the possibility to simulate message delay [ZM06b].
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Figure 4.2: Breakdown of agent architecture in the DisCOP framework. standard single-variable DisCOP algorithm. DisCOPAlgorithm has a connection to the Mailman through the MailServices interface. As messages arrive from the Mailman they are added to to the messageQueue, which can be accessed on demand by the agent. Messages sent by the agent are forwarded on immediately to the Mailman (except when using decomposition, see below). The use and integration of the two algorithm types depends on the approach that is being used for handling complex local problems. There are three modes of execution: Decomposition: Decomposition requires each variable to be treated as an agent. In this scenario, one DisCOPAlgorithm is created for each variable, i.e. each variable will run its own instance of the DisCOPAlgorithm. During one execution of the agent cycle, each variable will execute in turn their own cycles. Messages sent between variables belonging to the same agent are simply transferred on to the messageQueue by the MailServices instead of being sent to the Mailman (and so are also not included in our message count metric). Compilation: Compilation transforms an agent’s local problem so that each valid local assignment is treated as a single value in a new compiled variable. 75



Algorithm 4.1: Execution cycle of a DisCOP agent 1 execute() 2 while !terminate do 3 for i = 1 to m do // m = # DisCOP algorithm instances 4 algorithm ← getAlgorithm(i); 5 algorithm.readM essages(); 6 algorithm.perf ormComputation(); 7 algorithm.sendM essages();



To find all local solutions, the specified AgentAlgorithm is used. In this scenario, a single DisCOPAlgorithm is created for the agent, and is applied to the new compiled variable. Specialised Algorithm: The DisCOP algorithm used in the previous two modes can be a standard algorithm that executes on a single variable. Our framework also supports extensions of DisCOP algorithms that provide specialised support for complex local problems. In this scenario, DisCOPAlgorithmExtension is a specialised algorithm that handles all variables of the agent, and that uses AgentAlgorithm to perform search on the agent’s local problem. Each agent executes in a loop, where in each cycle it reads incoming messages, performs computation, and sends outgoing messages (Algorithm 4.1). In the case of decomposition, where there are multiple DisCOPAlgorithm instances, the same steps are performed on each instance in turn, i.e. the variables of the agent are processed sequentially.



4.4



Summary



In this chapter we have presented the framework in which we have performed our research. This framework is aimed towards examining complex local problems, and allows execution of the standard tranformation methods (decomposition, compilation) as well as custom algorithms for dealing with such problems. 76



It provides interfaces to allow any centralised solver to be plugged in and used for solving agents’ local problems. During our research we have successfully integrated the commercial ILOG software, OPL and JSolver. A custom branch and bound algorithm has also been implemented to provide an alternative un-licensed agent solver. These implementations allow centralised constraint programming, linear programming and mixed integer programming models to be used to solve the agents’ local problems. Algorithms implemented in the framework can be executed both in simulation single machine mode, and also a physically distributed multi-machine mode.
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Chapter 5 Interchangeable Local Assignments 5.1



Introduction



In DisCOP with complex local problems, each agent has a private search space that is not directly dependent on other agents in the problem. This makes it possible to identify local assignments of an agent that are interchangeable with respect to other agents. In this chapter, we identify two forms of interchangeability prevalent in DisCOPs with complex local problems: (i) interchangeable or dominated local assignments in a single agent, and (ii) local assignments interchangeable with respect to specific neighbouring agents. By exploiting these interchangeabilities, we reduce the problem search space, we improve the basic compilation method, and we develop a novel extension to the A DOPT DisCOP algorithm. We also identify the number and domain size of public variables as key factors in determining the size of the public search space and, subsequently, the search effort involved in solving DisCOPs with complex local problems. The structure of this chapter is as follows. In Section 5.2 we identify interchangeabilities that occur in complex local problems and we describe how they can be exploited to improve search. In Section 5.3, we evaluate our new algorithms experimentally, comparing to the standard problem transformations. We discuss the applicability of our techniques in Section 5.4. Finally, in Section 5.5, we summarise the chapter. 78



(a) Problem



(b) Agent Prioritisation



Figure 5.1: Example DisCOP showing 4 agents each with 4 variables, and corresponding agent prioritisation used in non-decomposition methods. Public variables (connected to variables belonging to other agents) are shaded.



5.2



Interchangeability in Complex Local Problems



In Figure 5.1, we restate the graph colouring optimisation problem from earlier, where each variable can take the value x or y. If connected variables have the same value they incur a cost of 1, and 0 otherwise. Recall that in an optimisation problem, every set of assignments of values to variables could be a valid solution. Therefore, in our example, there are 24 solutions for each agent, giving 164 = 65536 solutions to the global problem. We will now see how interchangeability can be used to reduce this search space. Interchangeability, in general, involves identifying certain values that are equivalent for certain variables. In the context of DisCOP with complex local problems, interchangeability can be expressed in terms of the local assignment to all variables of an agent as opposed to just a single variable in a problem, i.e. two local assignments lx and ly to the variables of an agent ai are fully interchangeable, if every global solution with cost ξ, where lx is assigned to ai still remains a solution with cost ξ, if ly is assigned to ai and vice versa. To exploit these interchangeabilities, we consider the distinction between public and private variables of an agent. For any agent, only public variables have a direct impact on other 79



Table 5.1: Reduced global solution space (256 solutions as opposed to 65536), with one solution for each combination of assignments to public variables, and the local cost incurred (assignments to private variables are not shown – one or more interchangeable private assignments may exist). Agent A Solution Ac p x q y Agent C Solution Ca Cb p x x q x x r x y s x y t y x u y x v y y w y y



Cost 1 1 Cd x y x y x y x y



Cost 2 0 2 2 2 2 0 2



Agent B Bc Bd x x x y y x y y Agent D Solution Db Dc p x x q x y r y x s y y Solution p q r s



Cost 0 2 2 0 Cost 1 1 1 1



agents. Therefore, any local assignments that have identical assignments to those public variables are equivalent with respect to the distributed problem, i.e. they are equivalent with respect to the costs incurred in neighbouring agents, but they might not be equivalent with respect to the costs incurred by the agent itself. If there is more than one optimal local solution with the same assignments to public variables, the solutions are fully interchangeable. Also, assignments with identically assigned public variables but with sub-optimally assigned private variables are strictly dominated and can be ignored. Property 1 Two local assignments, lx , ly are interchangeable with respect to all other agents A\ai , if both assignments contain identical assignments to the public variables, u(Xi ), i.e. lx↓u(Xi ) = ly↓u(Xi ) . This implies that the costs incurred by other agents (all constraints involving any agent other than ai ) are identical for P P both these assignments, k ck (lx↓s(ck ) ) = k ck (ly↓s(ck ) ) : ck ∈ / p(Ci ) From this we can state that during any search of the solution space, we only 80



ever need to find one optimal local solution for each combination of assignments to the public variables. Table 5.1 shows all of the local assignments that are required for solving our example problem – any other local assignments are either interchangeable or dominated. In addition to this, we can identify further interchangeabilities by considering that some of these local solutions may have the same assignments for some of the public variables. For example, consider variable Ca from Fig. 5.1, which is a public variable of agent C linked to agent A. In the reduced solution domain for agent C (Table 5.1), the assignment of x to the variable Ca is represented in four of the solutions {p, q, r, s}. Therefore, with respect to the constraint between agents C and A, the solutions p,q,r and s form an equivalence class, and C could interchange them without affecting A’s cost. We now formalise this idea, and in the next section show how to use it to further reduce search. Definition 5.2.1 Sub-neighbourhood interchangeability: Two values x and y for a variable V are sub-neighbourhood interchangeable† (SNI) with respect to a subset S of the neighbours of V, if and only if for every constraint C between V and variables in S, x and y result in the same costs for C for identical sets of assignments to the other variables in C. Property 2 Let hsi ={xij : ∃c : xij ∈s(c) ∧ a(c) ∩ S 6= ∅} be the set of variables of the agent ai that are adjacent to the agents in S, a subset of the neighbours of ai . Only the assignments to the subset of public variables, hsi , affect the costs incurred by all agents in S. For each agent ai , two local assignments, lx , ly are sub-neighbourhood interchangeable with respect to all agents S, if both assignments contain identical assignments to the public variables hsi , i.e. lx↓hsi = ly↓hsi .



5.2.1



Applying Interchangeability to Compilation



The basic compilation method for handling complex local problems creates a single variable for each agent whose domain is the set of solutions to that agent’s local †



This should not be confused with partial interchangeability or neighbourhood partial interchangeability [CN98], which allow different assignments to other variables.
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problem (see Section 2.4.2 for a formal description). If we compile the problem from Fig. 5.1, there are 24 solutions for each agent, producing a single variable with domain size 16 and giving 164 = 65536 solutions to the global problem. Using Property 1, we can improve on the basic compilation method and reduce the size of the compiled domain by only finding one optimal local solution for each combination of assignment to the public variables. For each ai , create a new Q variable zi0 with domain Di0 = j:xij ∈ui Dij , and add a function fi0 , where ∀li ∈ Di0 , fi0 (li ) =min{fi (t) : t ∈ Di , t↓u(Xi ) = li }. That is, Di0 contains all assignments to the public variables, and their cost is the minimum cost obtained when they are extended to a full local assignment for ai . The new constraints are defined exactly as in the basic compilation (for each set of agents Aj = {aj1 , aj2 , ..., ajpj }, let Rj = {c : a(c) = Aj } be the set of constraints whose agent scope is Aj , then, for P 0 0 0 each Rj 6= ∅, Cz0 0 i : Dj1 ×Dj2 ×. . .×Djp →IN :: t 7→ c∈Rj c(li↓s(c) )), but will act on j smaller sets of tuples. In our reduced compilation, the size of a reduced domain Q is |Di0 | = j:xij ∈u(Xi ) |Dij |, which is a reduction over the basic compilation by Q a factor of j:xij ∈p(Xi ) |Dij |. If we assume n agents, each with m variables with average domain size d, for which p variables are private, we require dm−p space for each agent (a reduction by a factor of dp ), and we have a solution space of size dn(m−p) , which is a reduction by a factor of dnp over the basic compilation. Table 5.1 contains the new domains for the agents in Fig. 2.2 (one solution = one compiled value). The average compiled domain size has reduced from 16 to 4.5. Even for this small problem, the total solution space in the compiled problems has been reduced by more than 2 orders of magnitude (2 × 4 × 8 × 4 = 256). Using SNI equivalence sets (Property 2), we can speed up search between the compiled agents in the A DOPT algorithm. In A DOPT agents send their values to all neighbours lower in the priority tree, and receive costs only from direct children. In our running example, assume the agents are prioritised as in Figure 5.1 (b): C is the root node and has two subtrees; in one its child is A; in the other, its child is B, and B has D as its child. Consider a sample execution path. Assume agent C sets its value to p and sends a value message to its lower priority neighbours, agents A, B and D. Agent C maintains separate costs for each subtree. We consider the subtree with A at its root. A responds with costs for its subtree 82



for the context (C, p), and C updates its stored costs for this subtree/assignment, lb(p, A), ub(p, A). C now consults its SNI set with respect to agent A and sees that values p, q, r and s are all equivalent, i.e. have an equivalent value for Ca . Therefore, the subtree cost for each of these values cannot be different and so agent C can also update its cost information for subtree A, for assignments q, r and s. By inferring this information, agent C no longer has to assign each of these values to find out the associated costs with respect to agent A. To generalise this technique, we consider each subtree separately. Let S be the set of lower priority neighbours of ai , lying in the subtree rooted by as . For each subtree, we partition ai ’s values into SNI sets, such that Φsi (x) is a function returning the SNI set to which x belongs: ∀la , lb ∈ Di , la ≡si lb ↔ Φsi (la ) = Φsi (lb ). Then, we modify A DOPT such that if ai receives costs LBas , U Bas from as with a compatible context, the costs of all values interchangeable with the current value x are updated: ∀l ∈ Φsi (x), lb(l, as ) = LBas , ub(l, as ) = U Bas . Returning to our example, for subtree A, there are two SNI sets: {p, q, r, s} and {t, u, v, w}. For subtree B, agent C must consider the original variables Cb and Cd as both of these have links in this subtree and so affect the costs that are received. The sets {p, t}, {q, u}, {r, v} and {s, w} each have identical assignments to Cb and Cd and so form SNI sets for subtree B. The ability to update several costs at once reduces the number of value choices that have to be made, the number of messages that have to be communicated and ultimately the number of search paths that have to be explored. The use of SNI in compilation will depend on the algorithm but we can state a bound for the space required for this representation. Let Ni = {ni1 , ni2 , ...niqi } be the neighbouring agents of ai . Ni is partitioned into subsets such that interconnected neighbours are grouped together: nij , nik ∈ S ↔ ∃c : nij , nik ∈ a(c). For each subset, there will be a partition of Di into sets of SNI values, hence this requires at most |Ni ||Di | space. Experimental evaluation of these techniques will be shown in Section 5.3, where we will demonstrate that the new techniques are almost always a significant improvement over the basic compilation method routinely recommended in DisCOP research. 83



Algorithm correctness In proving the correctness of the algorithm updates, we will use the notation presented in Chapter 2, and in particular from our definition of A DOPT in Section 2.3. Let S be a set of lower priority neighbours of ai lying in the subtree rooted by as . Cis is the constraint between zi and zs , the compiled variables of ai and as respectively. For any values lia and lib such that lia ≡si lib , the cost of the constraints between ai and all agents in S will also always be the same for these values (since the assignments to the original variables linked to agents in S are the same). Lemma 5.2.1 lia ≡si lib ⇒ ∀as ∈ S,∀ls ∈ Ds , Cis (lia , ls ) = Cis (lib , ls ). Theorem 5.2.1 states that costs received by agent ai from a child as (highest priority agent in S) are equivalent for all values that are sub-neighbourhood interchangeable. Theorem 5.2.1 ∀lia , lib ∈ Di , lia ≡si lib and ai is parent of as ⇒ lb(lia , as ) = lb(lib , as ) and ub(lia , as ) = ub(lib , as ) Proof Consider the hypothesis that lb(lia , as ) = lb(lib , as ). For agent as , these bounds are calculated by calculating LBas , with a context that includes zi = lia or zi = lib . To be guaranteed the same value for LBas , then ∀ls ∈ Ds , LB(ls ) should be identical for zi = lia and zi = lib . LB(ls ) is calculated in three parts. The first part is the calculation of δ(ls ). However, according to lemma 5.2.1, since lia and lib are SNI with respect to as , then Cis (lia , ls ) = Cis (lib , ls ). Therefore, δ(ls ) is also identical for both values. The second part of LB(ls ) adds the private costs fi0 (ls ). By definition, the private constraints of as act only on the variable belonging to as , and so fi0 (ls ) is not affected by the assignment of zi , i.e. fi0 (ls ) is identical for zi = lia and zi = lib . The third part of LB(ls ) sums the lower bounds of all subtrees of as . If ai has no indirect children, then it follows that the costs in these subtrees are not affected by changes in the value of zi , therefore these costs are identical for zi = lia and zi = lib . If ai has indirect children in these subtrees, then by lemma 5.2.1, the cost of the constraints with these agents are identical for values in zi that are SNI with respect to as . Therefore the sums of 84



the lower bounds of all subtrees of as are identical for both values of ai . We have now shown that that lb(lia , as ) = lb(lib , as ) and using similar logic we can show that ub(lia , as ) = ub(lib , as ). 2 Corollary 5.2.1 Our modified version of A DOPT using SNI sets is correct. Proof This follows from the correctness of A DOPT for the basic compilation method, and Thereom 5.2.1 showing that the modification in how costs are updated due to SNI does not affect the accuracy of the costs. 2



5.2.2



An Extension for ADOPT using Interchangeabilities



A drawback of compilation is that it requires local solutions to be found before the distributed search can begin. This can be expensive for very complex local problems and can result in wasteful search of areas that do not belong in the global solution. We now propose an alternative approach that does not require local solutions to be pre-determined. Our algorithm, Adopt Complex Agents (A DOPT CA), is an extension to A DOPT for handling multiple variables per agent. We restrict our description to consider the differences with the standard A DOPT algorithm. In A DOPT CA VALUE messages are modified to include only assignments to variables that have a constraint with the receiving agent. This logic follows from Property 1 and ensures that agents receive VALUE messages containing only the assignments that are relevant for them, thus minimising context changes and the size of messages. i.e. agent C sends VALUE[{(Ca , x)}] to agent A, VALUE[{(Cb , x)}] to agent B etc. COST messages are not changed in A DOPT CA. However, an agent may now receive a COST message with a context that contains assignments to one or more of its variables. As a consequence, costs must be handled differently. In A DOPT, as described earlier, each agent stores lower and upper bound costs for each of its subtrees for each of its possible value assignments. When there are multiple variables, then there is an exponential number of possible assignments in an agent (dv , where d is the domain size and v is the number of variables). To avoid storing costs for each possible agent assignment, 85



Algorithm 5.1: A DOPT CA: search procedure for finding minimal cost assignments 1 search(l¯i , δ(l¯i ), depth) 2 if depth < |u(Xi )| then 3 xij = u(Xi )depth ; 4 forall dij ∈ Dij do 5 l¯i ← l¯i ∪ {(xij , dijP )}; δ({(xij , dij )}) = k:ak ∈Hi Cik ({(xij , dij )}, CCi↓xk ); 6 7 δ(l¯i ) = δ(l¯i ) + δ({(xij , dij )}); 8 if δ(l¯i ) < U Bi then 9 search(l¯i , δ(l¯i ), depth + 1); 10 δ(l¯i ) = δ(l¯i ) − δ({(xij , dij )}); 11 l¯i ← l¯i \ {(xij , dij )}; 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28



else LBl¯i = δ(l¯i ); U Bl¯i = δ(l¯i ); if LBl¯i < LBi thenP LBl¯i = LBl¯i + k:ak ∈Li lb(l¯i , ak ); if U Bl¯i < U Bi thenP U Bl¯i = U Bl¯i + k:ak ∈Li ub(l¯i , ak ); if LBl¯i < LBi or U Bl¯i < U Bi then cˆ = max(LBi − LBl¯i , U Bi − U Bl¯i ); fi00 (l¯i ) = privateSearch(l¯i , cˆ); else continue; LBl¯i = LBl¯i + fi00 (l¯i ); if LBl¯i < LBi then ← l¯i ; LBi ← LBl¯i ; dLB i U Bl¯i = U Bl¯i + fi00 (l¯i ); if U Bl¯i < U Bi then dUi B ← l¯i ; U Bi ← U Bl¯i ;



we follow Property 2. For each subtree, we just consider the public variables with links to that subtree, and store costs for each combination of assignments to these variables. E.g. for the subtree rooted by agent A, agent C will maintain costs for each combination of assignments to the variable Ca ; for the subtree rooted by 86



Algorithm 5.2: A DOPT CA: searching and caching procedure for local problems 1 privateSearch(l¯i , c ˆ) 2 if l¯i ∈ / Ωi then 3 fi00 (l¯i ) = 0; Θ(l¯i ) ← f alse; 4 if Θ(l¯i ) then 5 return fi00 (l¯i ); 00 6 if fi (l¯i ) ≥ c ˆ then 7 return cˆ; 8 θ ← solve(l¯i , c ˆ); 9 if θ < c ˆ then 10 Θ(l¯i ) ← true; 00 11 if θ > fi (l¯i ) then 12 fi00 (l¯i ) = θ; 00 13 return f (l¯i ); i



agent B, agent C will maintain costs for each possible assignment to the variables Cb and Cd . This approach has the same effect as using SNI sets with compilation, e.g. costs received from agent A will be stored based on a particular assignment to Ca and are not dependent on the assignments of Cb and Cd , which implies that costs for solutions p, q, r and s with respect to the subtree rooted by A will be equivalent and thus these solutions are SNI for agent C with respect to agent A. Since agents in A DOPT CA have multiple variables, they require a specialised internal search procedure (Algorithm 5.1) – replacing the search() method from our earlier description of A DOPT. When an agent must choose its local assignment it must search considering (i) constraints with higher priority agents; (ii) lower and upper bound costs of subtrees that are associated with any specific assignment; and (iii) private constraints. Let l¯i be a partial assignment to the variables of agent ai . Initially, l¯i = ∅, and the procedure search(l¯i , 0, 0) is called. Until all public variables have been assigned (2), we choose the next one and assign to it a value from its domain. This is added to the partial assignment l¯i (5). At each iteration the cost of the new assignment with higher priority neighbours is calculated (6), and summed with the costs of the previous partial assignment. If the new δ cost is 87



less than the best minimum upper bound found so far (8), then we call the function recursively to assign the next public variable. Once all public variables have been assigned, we then include the costs of subtrees in our calculations (15,17). If either the lower or upper bound costs are still less then the best costs found so far, then we perform an internal search on the remaining variables, i.e. private variables (20). A cost bound, cˆ, is defined to limit the internal search. If the search at any time produces a cost greater or equal to cˆ, then it will simply return cˆ. cˆ is set such that the search will only consider solutions whose cost will give an overall cost that is better than the current minimum lower or upper bounds (19). If such a cost is found then the minimum lower and/or upper bounds will be updated (25,28). By once again considering Property 1, it is possible to include a caching mechanism to store the optimal solution for each assignment of public variables (Algorithm 5.2). Let Ωi represent the cache of agent ai . The cache can contain two items for each public assignment l¯i : fi00 (l¯i ) is a lower bound on the local cost incurred by l¯i :∀l¯i fi00 (l¯i ) ≤min{fi (t) : t ∈ Di , t↓u(Xi ) = l¯i }; and Θ(l¯i ) is a boolean flag that is set to true, if and only if fi00 (li ) is the optimal cost that is incurred by l¯i . The first step of this algorithm is to check if an entry for l¯i is in the cache. If not, then fi00 (l¯i ) and Θ(l¯i ) are initialised (line 3). If an optimal solution has been found previously for this public assignment, then this cost can be returned (5). If an optimal solution has not been found previously, then we can check if a known lower bound for this assignment exceeds cˆ. If so, then we do not need to consider l¯i further (6). If the cost is still less then the maximum allowed, we can proceed to search for an assignment to the private variables of the agent (8). Note that the private solving process can be done using any centralised solver, but we make some assumptions. The solving process is constrained to observe the specified public assignment li and look only for a cost that is better than cˆ. We also assume that the search process will return the optimal local cost if less than cˆ and otherwise will return cˆ. Once the private search is complete, if a cost has been found that is less than cˆ, then we also know that a complete optimal search has been performed for this assignment (10). Regardless of whether the optimal is found or not, we know that the optimal cost will be at least the returned cost θ, and so can store a lower bound recognising this (12). 88



By using a cache, we can avoid repeated search in the agents’ local problems. In the worst case, the number of elements stored in the cache is equal to the number of compiled values when using our improved compilation method: |Ωi | = Q j:xij ∈u(Xi ) |Dij |. However, in practice it is likely that not all public assignments will need to be explored.



Algorithm correctness A DOPT CA builds on A DOPT by providing a new method for finding the minimum lower and upper bound assignments. Theorem 5.2.2 proves that Algorithm 5.1 is correct. Theorem 5.2.2 Given a current context CCi , dLB and dUi B are the minimal lower i and upper bound assignments for ai ; while LBi and U Bi are the minimal lower and upper bound costs. Proof Within the ‘if’ branch of Algorithm 5.1, all possible public assignments, l¯i , can potentially be generated. For the correct minimal assignments to be found, two things must be true: (i) any assignment that is less than the current minimal assignment must become the new minimal assignment; and (ii) the cost of the minimal assignment must be evaluated correctly. Consider part (i). l¯i will not become a minimal assignment in 3 situations. First, if δ(l¯i ) ≥ U Bi (line 8), then l¯i cannot be the minimal upper bound assignment, and since LBi ≤ U Bi , then it is also true that δ(l¯i ) ≥ LBi and so l¯i also cannot be the minimal lower bound assignment. Second, l¯i can only be considered as a possible minimal lower/upper bound assignment if LBl¯i < LBi or U Bl¯i < U Bi (18). Since constraint costs are additive, the lower and upper bounds costs of l¯i can only increase further so if it is not less the the current minimal costs at this point it can safely be ignored. Third, l¯i will not be considered if LBl¯i ) ≥ LBi (24) or U Bl¯i ≥ U Bi (27), after the private cost, fi00 (l¯i ), has been added. Algorithm 5.2 returns the optimal local cost, or cˆ if the optimal is greater than cˆ. Since cˆ is the greater of LBi − LBl¯i and U Bi − U Bl¯i , if cˆ is returned then both LBl¯i and U Bl¯i will be greater than or equal to LBi and U Bi respectively and 89



so l¯i will no longer need to be considered. If l¯i passes these 3 checks, then it has a cost less than the current minimal assignment and will become the new minimal assignment. Therefore, this part of the theorem is proved if part (ii) is also true, i.e. the calculation of LBl¯i and U Bl¯i are correct. To prove part (ii), we show that the calculations of minimal lower/upper bound assignments are equivalent to the calculations in the original A DOPT. Consider the calculation of LBl¯i . The algorithm is called recursively until all public variables, u(Xi ), are assigned. For each variable assignment (xij , dij ) : xij ∈ u(Xi ), δ(l¯i ) is incremented by the cost of constraints with higher priority agents incurred by that P P assignment. Therefore, δ(l¯i ) = ∀(xij ,dij )∈l¯i k:ak ∈Hi Cik ({(xij , dij )}, CCi↓xk ) P ¯ ¯ This can be rewritten: δ(li ) = k:ak ∈Hi Cik (li , CCi↓xk ). The costs of subtrees, P 00 ¯ ¯ j:aj ∈Li lb(li , aj ), and private constraints, fi (li ) are subsequently added. ThereP fore, we get a minimal lower bound cost of: LB(l¯i ) = k:ak ∈Hi Cik (l¯i , CCi↓xk ) + P 00 ¯ ¯ j:aj ∈Li lb(li , aj ) + fi (li ). In A DOPT the lower bound of an assignment li is: P P LB(li ) = j:aj ∈Hi Cij (li , CCi↓xj ) +fi (li ) + j:aj ∈Li lb(l¯i , aj ). fi00 (l¯i ) is the multiple variable equivalent of fi (li ), thus both are equal. Furthermore, given that l¯i contains assignments to all public variables, then all inter-agent constraints are considered in calculations, thus the costs with higher and lower priority agents are also correct. Therefore, the calculation of LB(l¯i ) is correct. The correctness of U B(l¯i ) can be proved in a similar manner. 2 Corollary 5.2.2 The A DOPT CA algorithm is correct. Proof A DOPT CA differs from A DOPT in how costs are handled and how local solutions are found. Each agent ai stores the costs of the subtree rooted by the agent as based on the assignment to its public variables that have constraints with agents in that subtree. This is correct if and only if any two local assignments to ai with identical assignments to the public variables result in identical costs for that subtree. In Theorem 5.2.1, we proved that lia ≡si lib ⇒ lb(lia , as ) = lb(lib , as ) and ub(lia , as ) = ub(lib , as ), where lia and lib are compiled values. The same proof holds when lia and lib are treated as assignments to a group of public variables instead of a single compiled variable. Also, Theorem 5.2.2 shows thats A DOPT CA correctly finds the minimum lower and upper bound assignments. Thus, given 90



the proofs of these Theorems, and given that A DOPT is correct it follows that A DOPT CA is also correct. 2 Comparison with AdoptMVA A DOPT MVA [DM06], is an extension to the A DOPT algorithm for handling multiple variables per agent, and has been described in Section 2.4.3. Like A DOPTMVA, A DOPT CA is an extension to A DOPT that does not require any problem transformation. However, A DOPT CA improves on A DOPT MVA by using interchangeabilities that consider problem structure and differentiate between private and public variables. VALUE messages in A DOPT MVA contain the assignments of all variables of an agent, which results in larger message size and in agents receiving values that are not relevant for them. Also, in A DOPT MVA costs of subtrees for each agent are stored for each possible assignment to that agent’s local problem. By only storing costs for each subtree based on the public variables that are linked to agents in that subtree, A DOPT CA reduces the amount of cost information that has to be stored which in turn reduces the amount of search required to gather cost information. A DOPT MVA does not include any result caching, which means the same private search will be repeated many times. This has the advantage of reducing memory requirements, but at the expense of performance. On the other hand, A DOPT CA can cache both lower bounds and optimal solutions for each combination of assignment to public variables, thus avoiding duplicating search effort but requiring more space than A DOPT MVA. In Section 5.3, we demonstrate that A DOPT CA offers a significant improvement over A DOPT MVA.



Comparison with Compilation In the compilation method described earlier, each agent’s problem is transformed from having multiple variables to having a single variable. Like A DOPT CA, compilation distinguishes between public and private variables. However, in compilation, optimal solutions for each combination of assignment to public variables are found in a preprocessing step, whereas in A DOPT CA, optimal solutions for public assignments are only found during the distributed search if they have the 91



possibility of being part of a global solution. Thus, less private search is required in A DOPT CA. Working using the original variables as in A DOPT CA has an advantage when searching within each agent. For compilation if the assignment p = {(Ca , x), (Cb , x), (Cd , x)} produces a high cost then the next compiled value will be tried, i.e. q = {(Ca , x), (Cb , x), (Cd , y)}. However if {(Ca , x), (Cb , x)} as a pair is causing the high cost we actually want to backtrack on variable Cb and try {(Ca , x), (Cb , y), (Cd , x)} as the next value to check. The finer level of granularity in A DOPT CA allows that. Compilation also takes problem structure into account using sub-neighbourhood interchangeability to identify compiled values that are interchangeable with respect to a particular subtree. The cost structures used in A DOPT CA achieves the same effect without the need of additional data structures and the calculation of SNI sets. Furthermore, compilation also introduces other redundancies. Consider again, Figure 5.1. Agent B stores costs for agent D for each of its possible values. Costs are stored according to the context that they are valid for. E.g., all the agents choose the value p and send it to their children. D calculates its cost considering {(C, p), (B, p)} and sends these costs including the context to B. This cost is then stored by B with its context (with B’s value removed), i.e. lb(p, D) = LBD , ub(p, D) = U BD , CX(p, D) ← {(C, p)}. The assignment (C, p) is also added to B’s current context. Now assume that B then chooses each of its other values and receives costs for each of these, all while C remains with its value at p. Then B will have costs for subtree D,B ← p, q, r . . . etc all with a context of {(C, p)}. These costs remain valid unless B’s context changes to one that is incompatible with that costs context. I.e. the costs will be reset if B’s record of C’s assignment changes. This can happen if C changes its value to t and sends it to B and D. When B receives this value it updates its own current context to include (C, t) and this forces all of its costs for subtree D to be reset as this is incompatible with the stored costs’ context. However, if we look at Table 5.1, we can see that the solutions/compiled values p and t have identical assignments to the variable Cd , which means that they are actually SNI for C with respect to D and so the costs that B has just reset were actually still valid. To avoid this scenario occuring, B would have needed to know the SNI sets for C



92



with respect to D, which is unrealistic. In the general case to avoid this problem agents would need to maintain several equivalence sets for various combinations of agents, some of which are not even neighbours. A DOPT CA, on the other hand, does not have this problem. Since it uses the original variables of the problem, B only receives the assignment of variable Cb from C, while it also receives a context including the assignment to Cd from D. Then if C switches from solution p to t, all it will care about is that variables Cb and Cd still have the same assignments, so all cost information is still valid.



5.3



Experiments



We compare the performance of the different approaches on two problem domains: random distributed constraint optimisation problems; and meeting scheduling. We compare D ECOMPOSITION, 3 variations of compilation – basic compilation (C OMPILATION -BASIC), improved compilation without SNI (C OM PILATION -I MP 1), and improved compilation with SNI (C OMPILATION -I MP 2) –, A DOPT MVA, and A DOPT CA. The experiments are run in a simulated distributed environment. For the purposes of gaining comparable metrics in these experiments, the compilation methods, A DOPT MVA and A DOPT CA use the same simple branch and bound search when finding internal solutions to an agent’s subproblem. In practice, it is possible to replace this with any constraint solver. To compare performance, we record the number of messages communicated by the agents, and also the number of non-concurrent constraint checks (NCCC). A time limit of 3,600 seconds is used for each trial and the algorithm is terminated if this is exceeded. In such a case, we treat the number of NCCCs as being 108 and the number of messages as being 107 – default ‘high’ values, which are used as we do not know how many NCCC/messages would be required for the algorithm to terminate, and the number of messages passed at the point of reaching the cutoff may be inaccurate. In this section we present selected important results. For the random problems, both NCCC and number of messages metrics were comparable in many cases, so we only display graphs for the messages when they provide additional information. The full set of results can be found in Appendix A. 93



Table 5.2: Problem parameters for Random DisCOPs. a v s pu du



dv



t
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number of agents number of variables per agent domain size of the variables the probability that a variable is public density of the public graph (i.e. the fraction of all possible inter-agent links between public variables) density of the private graph (i.e. fraction of all possible links between variables inside an agent) tightness of constraints
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Experimental Setup



Random DisCOPs When analysing DisCOP algorithms on problems where agents have multiple variables, there are a number of problem characteristics that may affect performance. In Section 3.3, we have identified 7 key parameters to consider in random DisCOPs and in order to properly analyse different algorithms we will consider problem instances that use parameter settings from across the spectrum. Our chosen settings, in Table 5.2, have been selected to give problems that vary from easy to difficult. The smallest possible problem has 6 variables (3 agents, each with 2 variables), while the largest possible problem has 70 variables (7 agents, each with 10 variables). Each private problem will vary in difficulty (variables 2 – 10, constraint density 0.3 – 0.7). The agent-link density for the public graph is set to be lower (0.1 – 0.3) in order to have problems that are solvable; however, it is worth noting that this still allows for problems with many inter-agent constraints, e.g. for 5 agents, with 10 variables, if pu = 0.9 and du = 0.3, then this would give on average 45 public variables and 243 constraints between them. From these ranges, we take a random sampling from the parameter space, generating 500 tests. Given that there are 5 settings for each variable, this will give us approxi94



mately 500/5 = 100 tests from which to determine results for each data point we want to consider in a series.



Meeting Scheduling We generate meeting scheduling problems according to Section 3.2. In our investigations, we focus on how the algorithms compare in two categories of problem. In the first case, we consider problems with 5 agents and 5 meetings. We then vary the number of personal tasks per agent between 2 and 6 tasks. These settings allow us to examine how the algorithms scale as the complexity of the private problems in each agent increases. In the second case, we examine how the algorithms scale as the complexity in the public problem increases. We vary the number of agents between 3 and 7, and the number of meetings is set to be twice the number of agents. We set the maximum number of meetings per agent to be 4, and this in fact will always result in 4 meetings for each agent. The agents have no internal tasks, which means no private variables. All results are averaged over 20 test instances.



5.3.2



Compilation Algorithms



In Figure 5.2 we can see the results for the three compilation approaches on the Random DisCOP experiments considering each parameter individually. The results show the complete search effort, i.e. constraint checks during compilation are included in the metrics. It should be noted that for each point in each graph we are looking at a single setting for one parameter, but all other parameters are varied randomly and thus each data point is the average of approximately 100 instances. Comparing the algorithms, we can see that C OMPILATION -I MP 1 dominates C OMPILATION -BASIC and that C OMPILATION -I MP 2 dominates C OMP ILATION -I MP 1. Using the interchangeabilities defined by Property 1, C OMP ILATION -I MP 1 outperforms C OMPILATION -BASIC as soon as private variables are introduced into any agent. The effect of this can be clearly seen in Figure 5.2 (b) and (d) – C OMPILATION -BASIC is only comparable to the others once the 95
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Figure 5.2: Comparison of compilation methods on random DisCOPs.
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Figure 5.3: Comparison of compilation methods on meeting scheduling problems. (a-b) log scale - varying number internal tasks in each agent: 5 agents; 5 meetings; max. 4 meetings per agent. (c-d) linear scale - varying number of agents: number of meetings is twice the number of agents; max. 4 meetings per agent; no internal tasks.



number of variables is very small or the public variable probability is very high, i.e. few private variables. The benefit of the sub-neighbourhood interchangeabilities of Property 2 is less clearcut. The occurrence of these interchangeable values depends on many factors – the number of agents, the number and domain size of variables, the public variable probability and the public link density – and so it is difficult to isolate the parameter space of our random problems where C OMPILATION -I MP 2 shows most improvement. Figure 5.2 (i) shows that C OMPILATION -I MP 2 outperforms C OM PILATION -I MP 1 by less than 10% for the majority of instances, but in some cases improvements of up to 88% are achieved. To demonstrate that the improvement is related to SNI, we examine the size of the SNI sets that occur in each instance. 97



For each agent, each value in its compiled domain belongs to one SNI set for each subtree, and if there are no interchangeable values for this value and subtree then the size of the SNI set is 1. If the total number of SNI sets for that subtree is equal to the compiled domain size, then no benefit can accrue from using SNI with that subtree. If we extend this reasoning to the entire problem, we can calculate the average ratio of domain size to number of SNI sets across all agents. Comparing using this ratio in Figure 5.2 (j), we can see that as the size of SNI sets increases, so too does the benefit of using C OMPILATION -I MP 2. While this ratio provides a reasonable guide as to the effectiveness of using SNI sets, it does not capture all factors that influence the performance of C OMPILATION -I MP 2, such as the number of agents or where the SNI sets occur in the topology of the priority tree. This leads to some discrepancies in the results such as a drop in improvement for a ratio between 3 − 5. Results from the meeting problem experiments are presented in Figure 5.3. From the first set of experiments, we note that the number of messages communicated by the improved compilation methods is not significantly affected by the increased internal complexity (Figure 5.3 (a)). This is because these methods make a clear distinction between private and public variables. On the other hand, C OMPILATION -BASIC makes no such distinction between variables and this results in increasing numbers of messages passed as internal subproblems grow in size. A similar pattern can be seen when we compare Non Concurrent Constraint Checks (Figure 5.3 (b)). In C OMPILATION -BASIC, the domain size of the compiled values increases rapidly, which results in more search being required. Since the graphs are in log scale, the difference between C OMPILATION -I MP 1 and C OMPILATION -I MP 2 is hard to see. In fact, C OMPILATION -I MP 2 performs 7.5% fewer NCCC and sends almost 36% fewer messages than C OMPILATION -I MP 1. In the second set of meeting problem experiments (Figure 5.3 (c-d)), all variables are public, therefore there is no advantage in distinguishing between public and private variables. In this case the performance of C OMPILATION -I MP 1 is identical to that of C OMPILATION -BASIC (therefore we omit C OMPILATION -I MP 1 from the graphs). As the number of agents increase C OMPILATION -I MP 2 begins to clearly outperform C OMPILATION -BASIC. This is because problem structure,
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and hence SNI, becomes more important as the number of agents and complexity of the public problem increases. To summarise these results, we can state that C OMPILATION -BASIC should never be used as it is dominated by C OMPILATION -I MP 1, often by multiple orders of magnitude. In addition, a minor algorithmic modification to allow SNI sets to be exploited in C OMPILATION -I MP 2, produces even better results that dominate C OMPILATION -I MP 1.



5.3.3



ADOPT Extensions



Similar benefits can be achieved when extending A DOPT to use interchangeabilities. Figures 5.4 and 5.5 show the results comparing A DOPT MVA and A DO PT CA. A DOPT CA dominates A DOPT MVA, giving increasing improvements as the number of private variables increases. This trend can be seen most clearly in Figures 5.4 (b) and (d). As with the compilation methods, this is due to the interchangeabilities described by Properties 1 and 2. All other graphs in Figure 5.4 also show A DOPT CA significantly outperforming A DOPT MVA. In the meeting scheduling problems, Figures 5.5 (a) and (b) show that introducing just two private tasks results in A DOPT CA outperforming A DOPT MVA by over two orders of magnitude, while A DOPT MVA cannot solve problems with greater than two private tasks within our imposed cutoff. Even when there are no private tasks, Figures 5.5 (c) and (d) show that SNI still allows A DOPT CA to make increasing savings compared to A DOPT MVA as the number of agents increase. Both A DOPT CA and A DOPT MVA were designed specifically for complex local problems, but A DOPT CA benefits by distinguishing between public and private search spaces, and thus, A DOPT CA should always be preferred to A DOPT MVA.



5.3.4



Decomposition vs. Compilation vs. ADOPTCA



In our final comparison, we evaluate C OMPILATION -I MP 2 (the best compilation approach), A DOPT CA (the best specialised algorithm), and D ECOMPOSITION. In Figure 5.6, A DOPT CA consistently outperforms C OMPILATION -I MP 2 across all 99
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Figure 5.4: Comparison of A DOPT MVA and A DOPT CA on random DisCOP.
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Figure 5.5: Comparison of A DOPT MVA and A DOPT CA on meeting scheduling problems. (a-b) log scale - varying number internal tasks in each agent: 5 agents; 5 meetings; max. 4 meetings per agent. (c-d) linear scale - varying number of agents: number of meetings is twice the number of agents; max. 4 meetings per agent; no internal tasks.



parameter settings investigated. This improvement is even more pronounced in the meeting scheduling problems (Figure 5.7). By only searching in the agents’ local problems when necessary and by using global cost information to direct the agents’ local search, A DOPT CA avoids some of the search that C OMPILATION I MP 2 performs and also takes advantage of more interchangeabilities to provide better performance. However, compilation may still be a viable approach when there is time to precompile the local solutions offline. Figure 5.8 demonstrates this by examining NCCC without counting the constraint checks required during compilation. In cases where the local problem is large in relation to the global problem, having solutions precompiled allows the distributed search to proceed more quickly. 101
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Figure 5.6: Comparison of D ECOMPOSITION, C OMPILATION -I MP 2 and A DO PT CA on random DisCOP.
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Figure 5.7: Comparison of D ECOMPOSITION, C OMPILATION -I MP 2 and A DO PT CA on meeting scheduling problems. (a-b) log scale - varying number internal tasks in each agent: 5 agents; 5 meetings; max. 4 meetings per agent. (c-d) linear scale - varying number of agents: number of meetings is twice the number of agents; max. 4 meetings per agent; no internal tasks.



D ECOMPOSITION proves to be better for some parameter settings and worse for others. When we compare with C OMPILATION -I MP 2 and A DOPT CA, we can see that D ECOMPOSITION is worse for high number of variables, low domain sizes, high tightness, high densities and low public variable probability, while it is better for the converse. It is also interesting to note that decomposition performs relatively worse in the messages graphs compared to the corresponding NCCC graphs. This may be an important observation, when communication overhead needs to be considered. By considering pairs of parameters settings, we can more clearly identify the strengths and weaknesses of each algorithm. Figure 5.9 compares the performance of D ECOMPOSITION and A DOPT CA with varying levels of public variable proba103
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Figure 5.8: When not including the cost of compilation, C OMPILATION -I MP 2 outperforms A DOPT CA for some problem instances: (a) random DisCOPs with fewer public variables (C OMPILATION -I MP 2 is better in lighter areas of graph); (b) meeting scheduling problems with increasing numbers of private tasks. Thus, distributed search performance can be improved through pre-compilation.



Figure 5.9: (a-b) Difference in non-concurrent constraint checks as number and domain size of public variables increases – D ECOMPOSITION minus A DOPT CA. Decomposition is better in darker areas of graph. (c-d) 3-colour version of the same comparison.
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Table 5.3: Algorithm categorisation. Problem Transformation Specialised Algorithm Central Solver compilation A DOPT CA No Central Solver decomposition



bility, combined with (a,c) number of variables and (b,d) domain size. As the size of the local problem increases, A DOPT CA clearly performs better than D ECOM POSITION however only where the public variable probability is low. Although we only consider up to 10 variables per agents, we expect that this trend would continue as the number of variables is increased even further. A DOPT CA is better with smaller domain sizes, or larger domain sizes if the public variable probability is low. A similar pattern can be found when comparing D ECOMPOSITION and C OMPILATION -I MP 2.



5.4



Discussion



We have examined three different classes of approaches to dealing with complex local problems: (i) compilation; (ii) decomposition; and (iii) specialised algorithms. Table 5.3 provides a categorisation of these three methods. Decomposition and compilation are based on problem transformations, and so are general approaches that apply to all DisCOP algorithms. In decomposition, agents do not use a centralised solver for their local problems, while the in the other approaches, agents do. If agents have complex internal problems, with particular modelling and constraint needs, the use of a central solver for the agent problem may be desirable. In this chapter we have identified interchangeabilities that occur when central solvers are used in such a manner. We have developed two new forms of compilation and we have shown that the one that considers all relationships that agents’ variables have with other agents’ variables, taking advantage of interchangeabilities that occur, dominates the simpler versions. We have also developed a new specialised version of A DOPT to handle multiple variables per agent, and again we have shown that our new algorithm, A DOPT CA, dominates 105



a previous specialised algorithm, A DOPT MVA, by using interchangeabilities that are identified using information about how agents’ public variables are connected. If we consider the best compilation and specialised algorithm approach along with the decomposition technique, we have three approaches that each have their uses. Deciding which algorithm to use will depend on the requirements of any given situation. Compilation and A DOPT CA both make use of a centralised solver to solve agents’ local problems which potentially allows more efficient reasoning of larger problems in each agent. Of these, A DOPT CA tends to outperform compilation, but this is a specialised version of A DOPT and does not apply to DisCOP algorithms in general. It does indicate, however, that it may be beneficial to construct specialised variations of other DisCOP algorithms for handling complex local problems. On the other hand, compilation and the interchangeabilities that we describe for compilation are applicable to all single-variable DisCOP algorithms. E.g. in other search-based algorithms such as S BB and A FB, compiled values of an agent that are interchangeable with lower priority neighbours are guaranteed to have the same cost, so only one from each equivalence set has to be explored; in inference algorithms like D POP, cost messages sent up the DFS tree could be reduced in size, by only including costs for one compiled value from each equivalence set (as opposed to sending costs for all values as in the standard D POP algorithm). Compilation requires local solutions to be pre-compiled off-line, which has the benefit of reducing the time required for the distributed on-line search. It should be noted though that it is also possible to pre-compile local solutions off-line using A DOPT CA. If local solutions are stored specifying all assignments to the public variables, they can then be loaded as necessary when solving the distributed problem using A DOPT CA (we use this approach when solving the supply chain coordination problem later). Compilation may also perform a lot of unnecessary search, i.e. solutions may be found (and represented as a new domain value) that may never be considered during the distributed search due to the constraints of other agents. Finally, compilation is not able to provide anytime solutions until all local solutions have been compiled and the distributed search has begun. Both decomposition and A DOPT CA are more suited for an anytime search, such as that 106



proposed for A DOPT in [YKF07]. The ideas presented in this chapter are also relevant for DisCSP. Full-interchangeability, as defined in Property 1, can be easily applied to DisCSP by restricting an agent’s search to find at most one local solution for each public assignment. Sub-neighbourhood interchangeability (Property 2) may also be useful, and in [BB06a] we suggest how it may be applied to the A BT algorithm. Furthermore, our interchangeability ideas have been used within the DisChoco platform to handle local solutions for DisCSP algorithms [EBBB07b]. Here, additional interchangeabilities for DisCSP based on individual inter-agent constraints have also been investigated [EBBB07a].



5.5



Summary



In centralised CSPs, the concept of interchangeability involves identifying certain values that are equivalent for certain variables. In the context DisCOP with complex local problems, interchangeability can be expressed in terms of local assignments of an agent that are equivalent for other agents in a problem. In this chapter, by distinguishing between the public and private search spaces, we have identified two interchangeabilities that are applicable when dealing with complex local problems: we represent only one optimal local solution for each combination of assignment to the public variables, discarding interchangeable and dominated solutions; and we identify local solutions that are interchangeable with respect to groups of neighbouring agents. These interchangeabilities can be exploited to reduce the search space of the problem and improve the efficiency of algorithms for dealing with complex local problems. Two standard approaches to handling agents with multiple variables, commonly recommended in the literature, are to either compile the local problem down to a single variable or to decompose the local problem by creating a virtual agent to represent each internal variable. An alternative approach is A DOPT MVA, an extension to the A DOPT algorithm for handling multiple variables. We have used interchangeabilities to improve the compilation method and also design a 107



new specialised algorithm, A DOPT CA, for dealing with complex local problems. We have compared all approaches on random DisCOPs and on meeting scheduling problems. We have shown that our improved compilation method outperforms the basic version in all cases, therefore, the basic compilation should never be used.Furthermore, we show that A DOPT CA dominates A DOPT MVA and also outperforms the improved compilation for most parameter settings. This is particularly true when agents have many private variables. We have also shown that problems where the number and domain size of public variables is high, decomposition is a viable approach. However, as the number and domain size of public variables decrease, DisCOPs with complex local problems are best handled using either A DOPT CA or the improved compilation technique, which outperform decomposition in most cases.
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Chapter 6 Local Symmetry Breaking 6.1



Introduction



In Chapter 5, we showed how two local assignments to an agent ai , while different for ai , could be interchangeable with respect to other agent(s) in the problem. In this chapter, we consider the reverse scenario. We investigate local assignments of an agent ai that are equivalent (symmetrical) to that agent, but that may be different for the other agents in the problem. Local assignments that are symmetrical have identical costs, so search can be reduced by only considering a single assignment from each set of symmetrical assignments. However, if symmetrical assignments have different assignments to the public variables, they may cause different costs to be incurred in the rest of the problem. Therefore, we need to distinguish between the private and public search spaces, in order to deal with these symmetries. In particular, we show that this type of symmetry is analogous to weak symmetries in centralised constraint problems. We also demonstrate that weak symmetry breaking techniques can be successfully applied to DisCOPs with complex local problems. The structure of this chapter is as follows. In Section 6.2, we categorise the symmetries that can occur in DisCOPs, and show the relationship between weak symmetries and symmetries that can occur in an agent’s local problem. In Sec109



tion 6.3, we demonstrate how weak symmetry breaking techniques can be applied to DisCOP, using the supply chain coordination problem as an example. Experimental results on the benefits of this technique are given in Section 6.4, and this is followed by a discussion of the technique in Section 6.5 and a summary of the chapter in Section 6.6.



6.2



Symmetry in Complex Local Problems



To the best of our knowledge, there has been no investigation of symmetry in DisCOP (or indeed DisCSP). The remainder of this chapter is the first attempt to address this issue. Two types of symmetry can exist in a distributed constraint problem: (i) global symmetry – symmetries involving more than one agent; and (ii) local symmetry – symmetries local to one agent. With regards to complex local problems, the latter is most relevant, and so here we will focus on this. If a symmetry is local to one agent, then it can be considered to be a weak symmetry. As described in Section 2.5.2, weak symmetries act only on a subset of the variables of a problem. This is similar to the agents in a DisCOP – each agent has its own set of variables that is a subset of the variables in the global problem. Definition 6.2.1 Local symmetry: for any problem P =< A, X, D, C >, a local symmetry π for an agent ai acts on the variables Xi , and is a transformation such that any assignment lx to Xi , incurs the same cost and satisfies the same set of constraints in p(Ci ), as the assignment ly , where ly = π(lx ). In the context of weak symmetries, centralised and distributed constraint problems are quite similar. The only difference is that in a DisCSP/DisCOP there is a natural division of the problem P , i.e. each agent corresponds to a subproblem containing a subset of the variables and constraints of the original problem. However, in contrast to a centralised problem, each of these agents solves its own problem independently. It is possible that one or more of the agents each contain a different weak symmetry. In a DisCOP, each agent can deal with the symmetries 110



Figure 6.1: Agent A is delivering the same product to two different agents. It must decide delivery schedules for both agents, but which agent it is delivering products to does not affect the costs of its local problem. of its own local problem and can extend its assignments to the global problem using a DisCOP algorithm. When dealing with local agent symmetries, we are faced with the same problem as with weak symmetries. We cannot break the symmetries using conventional means, because the agent does not know whether its equivalent assignments are symmetric for other agents. Therefore, we need to apply a weak symmetry breaking technique. The approach from [Mar05], described in Section 2.5.2, may be applied and this is demonstrated in the next section.



6.3



Breaking Local Symmetries in DisCOPs



To demonstrate how we can break weak symmetries in DisCOP, we consider the supply chain coordination problem. In the SCC problem local symmetries may occur in an agent in two situations: (i) when an agent supplies the same product to more than one agent; and (ii) when an agent receives the same component from more than one agent. 111



(a)



(b) Figure 6.2: To break its symmetries, Agent A can ignore which agent the product is being delivered to when solving the local problem. Then, by introducing SymVars, the schedules for individual agents can be generated. E.g. (a) and (b) show two symmetrical assignments for agent A (identical schedule for product x), that have different delivery schedules for agents B and C. Consider the first of these scenarios. In Figure 6.1, an agent A is supplying a product x to two different agents, B and C, in a 4 period planning horizon. In the standard formulation, A maintains two separate delivery schedules, one for each agent that is receiving the product. Using this formulation, agent A considers all 112



possible combinations of assignment to both delivery schedules when searching for local solutions. Assume the maximum number of batches that are delivered in any period is 4, then this will give us 48 = 65536 local solutions to search for in the worst case. However, this ignores the symmetries that are in the agents local problem. The costs of the agent’s local problem are only affected by the total number of batches delivered in each period. Who the batches are delivered to is not relevant and will not affect the costs. Therefore, there are many symmetrical solutions whereby the same number of batches is delivered, but the quantity delivered to each agent is different. We can apply weak symmetry breaking techniques on this problem. The symmetry can be broken as in Figure 6.2. Here, the agent will only perform a local agent search for delivery schedules for each particular product, instead of per product and agent – thus, only one assignment out of each equivalence set will be found. This means that agent A will search for 44 = 256 local assignments in the worst case. However, we can not afford to lose these symmetrical assignments. It is possible that one assignment found for agent A incurs a high cost for agents B and C, while an equivalent assignment can give much lower costs for the other agents. The challenge we face is how to break the symmetry without losing assignments that may be required by other agents in the problem. To do this, we re-introduce the schedules for each customer as SymVars. As SymVars they will be used to produce a set of equivalent assignments from a single assignment to the agents local subproblem. In our example, we take a single delivery schedule for product x over the planning horizon: {3, 2, 4, 1}. An assignment to the SymVars then represents one particular set of agent specific delivery schedules possible from this assignment. The SymVars are constrained such that for any period ti , the sum of the batches delivered to each agent is equal to the number of batches in the original delivery schedule. E.g. in Figure 6.2 (a), 2 batches are delivered to agent B, and 1 batch to agent C in period t1 , while in Figure 6.2 (b), 0 and 3 batches are delivered to agents B and C respectively in period t1 . In fact, there are 120 symmetrical assignments in this example. A clear example of the benefit of this technique can be seen if we use the compilation method for dealing with complex local problems. Using the compilation 113



method, agent A would have previously been required to search for an assignment to the variables of its local problem for each combination of assignment to its public variables (65536 combinations). Using the formulation in Figure 6.2, agent A just searches for each combination of product delivery schedule (256 combinations). The SymVars can then be assigned as required in order to generate the delivery schedules for the other agents. By finding all possible assignments to the SymVars for each local solution we can generate all 65536 local assignments, but finding assignments to the SymVars should be less expensive than searching for a full local solution. We demonstrate this experimentally in the next section. The second scenario in the supply chain coordination problem that contains symmetries is where an agent in the supply chain can receive the same component from two different agents. In this case, the agent also maintains two separate delivery schedules, one for each agent that it may receive the component from. Again, this introduces symmetries in a similar manner. The costs of the agent are not affected by who the agent receives the component from, instead it just cares about the total number of components that are received in any particular period. In summary, symmetries will occur if an agent is delivering the same product to two or more agents or receiving the same component from two or more agents. To break the symmetry, the agent should always just consider a single schedule for each product and component when solving its local problem and then model the individual agent schedules as SymVars in order to generate all local assignments. This technique can be generalised to consider any DisCOP with complex local problems by following two steps. 1. Break the local symmetries of an agent using standard symmetry breaking techniques, such that only one local assignment is found for each equivalence set. 2. Use SymVars to generate all symmetrically equivalent assignments to the public variables, thus eliminating the need to search through the agent’s private search space to find symmetrically equivalent local assignments. An implementation for our technique is provided in Algorithm 6.1, where we update the private search algorithm from Chapter 5. Recall that this method is 114



Algorithm 6.1: A DOPT CA: modified search procedure for symmetry breaking 1 privateSearch(l¯i , c ˆ) ¯ 2 if li ∈ / Ωi then 3 fi00 (l¯i ) = 0; 4 Θ(l¯i ) ← f alse; 5 if Θ(l¯i ) then 6 return fi00 (l¯i ); 00 7 if fi (l¯i ) ≥ c ˆ then 8 return cˆ; 9 θ ← solve(l¯i , c ˆ); ¯ 10 Y = π(li ); 11 if θ < c ˆ then 12 Θ(l¯i ) ← true; 13 forall l¯j ∈ Y do 14 Θ(l¯j ) ← true;
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if θ > fi00 (l¯i ) then fi00 (l¯i ) = θ; forall l¯j ∈ Y do fi00 (l¯j ) = θ;
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return fi00 (l¯i );



15 16 17



used to find optimal local assignments for the partial assignment l¯i (where l¯i is an assignment to the public variables). Let π(l¯i ) be a function returning all symmetrical public assignments of l¯i . Anytime that an optimal local assignment is searched for, we retrieve the set Y of symmetrical public assignments (line 10). Then, as well as updating the information for l¯i , we now also know a lower bound for the optimal local assignment for each symmetrical assignment l¯j (18), and whether or not that cost is optimal. Thus, if the computation required by π(l¯i ) is less than that required to execute solve(l¯i ) for all symmetrical assignments of l¯i , then efficiency savings should result. The only modification that we make to A DOPT CA is to the agent’s private search. We can prove that this modification is correct if we show that it always returns the correct optimal (or lower bound) cost, fi00 (l¯i ). Our new implementation 115



updates fi00 (l¯j ) for all l¯j that are symmetric to l¯i , and is correct if and only if: fi00 (l¯i ) is always a lower bound on fi00 (l¯j ); and when fi00 (l¯i ) is the optimal private cost for l¯i , fi00 (l¯i ) is also the optimal cost l¯j . By definition 6.2.1, all partial assignments l¯j that are symmetrical to l¯i will have identical costs to l¯i , thus, the algorithm is proved correct.



6.4



Experiments



We investigate the benefits of our proposed symmetry breaking approach through implementation on the supply chain coordination problem. As demonstrated in the previous section, symmetries occur when an agent delivers the same product to two different customers, or when an agent receives the same component from two different suppliers. Our hypothesis is that in problems that contain symmetries, symmetry breaking will allow more efficient solving. To demonstrate this, we perform a series of experiments with increasing amounts of symmetry occuring in the problem. We use a 4-tier supply chain, with one agent at the top level, 2 agents at the second level, 3 at the third, and 4 at the fourth. A minimum of 4-tiers are required in order to allow for scenarios where agents can deliver to more than one other agent. This is because the topology of the network places restrictions on what symmetries can occur, i.e. tier-1 agents can only deliver to one external agent; tier-2 agents can only deliver to one agent (the root); and tier-4 agents can only receive from one external agent. Each agent is building between 2 and 3 products and receives between 2 and 4 components (varies depending on the scenario). We consider 3 different scenarios, each with a planning horizon of 4 periods, that roughly correspond to the following: (i) each agent delivers each product to only one agent, and receives each component from one agent; (ii) each agent delivers one product to two agents, and receives one component from two agents; (iii) each agent delivers two products to two agents, and receives two component from two agents. Note that these descriptions should be seen just as a guideline, because it is not possible to construct a topology where all agents follow all the rules exactly. The exact topologies used in these experiments are topologies T 2, T 3 and T 4 as described in Appendix B. 116
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Figure 6.3: Results of symmetry breaking on SCC problem instances. (a) the average compilation time of the slowest agent over all problem instances. (b) the average compilation time over all agents over all problem instances. For the SCC problem, each agent’s local model is implemented using ILOG OPL [Van99, ILO07]. As discussed in Section 2.6.4, using OPL means that we must use time as a metric, and all local solving must be performed through compilation. While symmetry breaking is beneficial for the distributed solving process as a whole, the direct computation savings occur when dealing with the local problem of the agent. Therefore, we measure the search effort (execution time) required to find all local solutions of the agents, i.e. the time taken to compile the agent. We reuse the interchangeability concepts from the previous chapter, so find only one optimal local assignment for each combination of assignments to the public variables. We also use a domain reduction preprocessing algorithm that is run prior to compilation, which is described in more detail in Chapter 9. We examine implementations with and without symmetry breaking, denoted by S YM and N O S YM respectively. All results are averaged over 20 problem instances. Figure 6.3 shows a summary of the results – note that the figures are in log scale. If agents can execute in parallel, the maximum compilation time across all of the agents in a problem instance is the time required to compile the agents of that instance. This is shown in Figure 6.3 (a), where we see the average of the maximum compilation time over all problem instances. It is also worthwhile to know what computation savings are made considering all agents in a problem instance, and not just the slowest agent, i.e. the agents may wish to use their 117



compilation time (seconds)



NoSym Sym



10



1 (i) 10000



(ii) tier 1 NoSym Sym



1000



100



10 (i)



(ii) tier 3



10000



(iii)



NoSym Sym



1000



100



10 (i)



(iii) compilation time (seconds)



compilation time (seconds) compilation time (seconds)



100



100



(ii) tier 2



(iii)



NoSym Sym



10



1



0.1 (i)



(ii) tier 4



(iii)



Figure 6.4: The compilation time, and the level of symmetry in each agent depends on its position in the supply chain topology.



idle time to perform some other computation. This result is shown in Figure 6.3 (b). Both figures show similar trends. As we add more deliveries between the agents, the problem becomes more difficult. However, since each new experiment introduces additional symmetries, we can see that S YM makes increasing savings in local computation, when compared to N O S YM. Adding new deliveries means more public variables and therefore we need to find the optimal local solution for more combinations of assignments to the public variables. However, S YM can generate these symmetrical assignments to the public variables through the use of SymVars, and therefore incurs a smaller extra overhead in local computation. N O S YM, on the other hand needs to perform additional searches on the full local problem, resulting in a much longer local computation time. The position of an agent in the supply chain topology influences its compilation time and the symmetries that occur in the agent. Figure 6.4 compares the average times for agents for each tier of the supply chain. While the compilation time varies depending on what tier the agent is in, the general trend is similar 118
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Figure 6.5: Taking a single agent in the SCC problem, and introducing increasing levels of symmetry, demonstrates a clear benefit to using the symmetry breaking technique. in each case. S YM gives increasing computation savings as more symmetry is introduced into the problem. For our final experiment, we consider one individual agent within the supply chain in more detail. In a similar 10 agent problem, we construct 5 scenarios where we focus on adding symmetry to a single tier-3 agent: (i) the agent delivers each product to only one agent, and receives each component from one agent; (ii) the agent delivers one product to two agents, and receives each component from one agent; (iii) the agent delivers one product to two agents, and receives one component from two agents; (iv) the agent delivers two products to two agents, and receives one component from two agents; (v) the agent delivers two products to two agents, and receives two component from two agents. The results in Figure 6.5 correspond very much with our earlier results. These 5 scenarios allow us to see in slightly more detail the effect that adding more symmetries into the problem has. The gap in performance between of S YM and 119



N O S YM grows with each new symmetry, with up to half an order of magnitude improvement on the 5th scenario. As our experiments are based on compilation, we are always finding all local solutions, which means that the search savings can be seen as ‘best-case’ results. If compilation is not used then it is likely that N O S YM will not need to search for all local solutions to all agents. However, the same is true for S YM, so it seems reasonable to believe that similar benefits can still be achieved in the noncompilation case. Unfortunately, there is no obvious local symmetries in the other problems that we consider, so further investigation on this issue was not possible and remains as future work.



6.5



Discussion



The local symmetry breaking discussed in this chapter can be considered to be the opposite of the interchangeabilities discussed in Chapter 5. Interchangeability considers local assignments for an agent ai that are equivalent with regards to other agents in the problem, but that may not be equivalent for ai itself. Local symmetry considers local assignments for an agent ai that are equivalent for ai but that may not be equivalent with regards to the other agents in the problem. Furthermore, the equivalent local assignments for ai considered in this chapter are symmetrical because there exists a transformation function on ai that captures the relationship between the equivalent assignments. Local assignments for ai that have identical local costs could also be considered equivalent (or interchangeable) with regards to ai , but if they are not bound by a transformation function, they cannot be considered to be symmetrical, and so we cannot apply the symmetry breaking technique described here. As this technique focuses on breaking symmetries of agents’ local problems, it is not dependent on any DisCOP algorithm. The symmetry breaking is done on the assumption that a centralised solver is used for solving the agents’ local problems. Any DisCOP algorithm implementation that also follows this assumption can use this approach to deal with symmetrical assignments of an agent’s local problem. 120



It is also possible that this technique is of use in DisCSP. In [BM07], we performed an initial investigation in DisCSP that produced some inconclusive results, however, our analysis suggested that the approach is likely to be beneficial under the following conditions:



• if the local problem of the agent with the weak symmetry is hard and restricted such that there are few solutions – our approach will find many solutions (all symmetrical solutions) once the first solution is found; • if the symmetry breaking does not have an adverse affect on the search such that the first solution is found very late in comparison to the standard approach.



In general, if the agent’s subproblem is such that symmetry breaking allows local solutions to be found significantly faster, then it follows that global solutions are likely to be found faster. Although the order in which local solutions are found affects the speed that global solutions are found, finding more local solutions in less time increases the probability of finding one or more global solutions quicker. While there may be possible benefits for DisCSP, it is likely that most benefits will accrue in DisCOP. In centralised problems, weak symmetry breaking has been shown to be particularly beneficial for optimisation [Mar05], because many more assignments need to be explored in order to find optimal solutions. A variation on our approach is to move the SymVars out of the agent containing the symmetry. E.g. Agent ai could inform agent aj that a particular assignment to its variables li gives a specified cost. In this alternate approach, Agent aj holds SymVars for agent ai , and so agent aj could recreate all other equivalent public assignments without the expense of further communication with agent ai . Since message passing can be more expensive than local computation, this could offer significant speed-ups. This alternative approach goes against the spirit of DisCOPs in that it requires agent ai to share information about its local problem with agent aj , however, if the scenario was such that agent ai was willing to do this, then it could be beneficial. 121



6.6



Summary



We have performed the first investigation of symmetry breaking in DisCOP. Two types of symmetry can exist in a distributed constraint problem: (i) symmetries involving more than one agent; and (ii) symmetries local to one agent. We have investigated the latter as it is relevant for complex local problems. If a symmetry is local to one agent, then it can be considered to be a weak symmetry. Weak symmetries are a special case of symmetries that act only on a subset of the variables and constraints of the problem. This is similar to the agents in a DisCOP – each agent has its own variables, which are a subset of the variables in the global problem. This means that the symmetries of the agent cannot be broken since the agent does not know whether these assignments are symmetric for other agents. A modelling approach introduced in [Mar05] allows weak symmetries to be broken in centralised problems without losing solutions. We have shown how this approach can also be applied to DisCOP. The modelling approach proposed works by introducing new variables, SymVars, into a problem that model the permutations of a particular equivalence set. If an agent knows of its local symmetries, it can solve its problem breaking these symmetries. If other agents need to explore symmetrical equivalents of a local assignment, then these can be generated through assignment of the SymVars, without performing further internal search in the agent. In the case of DisCOP with complex local problems, SymVars are required to generate symmetrically equivalent assignments to the public variables, thus eliminating the need to search through an agent’s private search space in order to find symmetric local assignments. We have identified local symmetries in the supply chain coordination problem, applied our proposed symmetry breaking technique, and we have shown experimentally the benefits of breaking them.
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Chapter 7 Relaxations for Complex Local Problems 7.1



Introduction



In this chapter we investigate the use of problem relaxations in DisCOPs with complex local problems. In particular, we propose relaxations that involve removing selected inter-agent constraints. These reduce the public search space and provide bounds that are useful when dealing with complex local problems. To evaluate our ideas, we propose a relaxation framework, A DOPT R ELAX, that allows A DOPT CA to be run in multiple phases, allowing one or more relaxed versions of the problem to be used when solving the original problem. Lower bound information gathered by the agents in one phase is used as input to the next, allowing portions of the search space to be pruned. We identify graph-based relaxations that are of particular use with the search structures used by A DOPTlike algorithms, and we show that incorporating these relaxations can significantly improve performance as the size and density of the network of agents increases. The structure of this chapter is as follows: In Section 7.2 we propose general relaxations that are suitable when dealing with complex local problems. In Section 7.3, we present a framework for problem relaxations based on A DOPT CA, and in Section 7.4, we describe a number of graph-based relaxations that are par123



ticularly suitable for use with A DOPT-like algorithms. Experimental results are presented in Section 7.5 and we discuss the work further in Section 7.6. Finally, we summarise the chapter and our contributions in Section 7.7.



7.2



Relaxations for Complex Local Problems



When dealing with complex local problems, an important point to observe is that an agent’s local problem can be treated as an isolated subproblem. An agent can solve its local problem independently and without communication from other agents, and can incur costs purely based on its own local constraints. However, its local decisions also affect the costs incurred by other agents in the global problem. Thus, we can define two types of bounds relevant when considering complex local problems: (i) local bounds; and (ii) global bounds. Definition 7.2.1 Local bounds: for any agent ai , the local lower, LLBi (l¯i ), and upper, LU Bi (l¯i ), bounds are bounds on the costs incurred in agent ai ’s local P problem for the partial local assignment l¯i : LLBi (l¯i ) ≤ ck ∈p(Ci ) ck (li↓s(ck ) ); P LU Bi (l¯i ) ≥ ck ∈p(Ci ) ck (li↓s(ck ) ). Definition 7.2.2 Global bounds: for a set of agents S ⊆ A, the global lower, GLBs (¯ g ), and upper, GU Bs (¯ g ), bounds are bounds on the costs incurred between and within all agents as ∈ S for the partial global assignment g¯: GLBs (¯ g) ≤ P P S g↓s(ck ) ); GU Bs (¯ g ) ≥ ck ∈ S g↓s(ck ) ). ck ∈ Cs ck (¯ Cs ck (¯ as ∈S



as ∈S



The local and global lower bounds can be related to the heuristic functions described in Section 2.5.3. A standard use of heuristic functions is to aid in deciding what value to assign to a variable, given a current partial assignment [RN95]. In the case of DisCOP, given a known assignment to some neighbouring agents, an agent will have to decide which local assignment will lead to the best potential global cost. As previously emphasised in this dissertation, it is only the public assignments that affect the global cost, so the agents problem could also be seen as deciding which public assignment will lead to the best potential global cost. 124



Figure 7.1: Example supply chain coordination scenario. Agent A must agree delivery schedules for 3 products with other agents. Therefore, if we associate heuristic values with each public assignment, we can improve the decision making of the agent. Based on the definitions above, we can generate heuristic values for both local and global bounds, and in the following subsections we will describe how.



7.2.1



Local Bounds for DisCOP



Our hypothesis is that in search based DisCOP algorithms, heuristic values for agents’ public assignments can improve the efficiency of search. The next question is how to calculate these heuristic values? If we were to solve each local problem optimally for each possible public assignment, we would get exact costs instead of just lower bounds. This is in fact the compilation transformation method, and so the problem is not relaxed in any way. An alternative is to solve a relaxed version of the local problem for each possible public assignment. This can be seen as a relaxed compilation, with the local problem being simplified in whatever way that is suitable for the problem at hand. Take for example the supply chain coordination problem of Figure 7.1. Agent A has to agree delivery schedules for 3 different products to different agents over a planning horizon of 4 periods. One 125



way of relaxing agent A’s local problem is to allow float values instead of integer values to be assigned to delivery and production schedules. If the lower bounds discovered from solving this relaxed problem are sufficiently strong, it may result in a reduction of the overall computation effort, as some public assignments may never have to be explored further. While this approach may have benefits, it involves calculations for each possible public assignment that, similar to compilation, may be undesirable or unfeasible. E.g. assume that the maximum number of batches per product per period to be scheduled for delivery by agent A is 4. This gives 16, 777, 216 possible public assignments and heuristic values to be calculated. Ideally, solving the relaxed problem should be performed quickly, but still produce good lower bounds. An improvement on our initial suggestion, would be to find relaxation techniques that give us lower bounds for groups of public assignments. To do this, we consider relaxations of inter-agent constraints. In Figure 7.2 (a), we relax our example problem by removing the constraints that agent A has with agent B. The delivery schedule variables that were constrained with agent B are now relaxed, and the number of public variables in agent A has been reduced to 8. This gives us 65, 536 possible public assignments, i.e. 65, 536 heuristic values to generate, which is a big reduction compared to our previous relaxation. In this scenario, what we are actually getting is heuristic values that are valid for a group of public assignments of the original problem. From the relaxed problem we have local lower bounds for the possible schedules with agents C and D – these bounds will be the same for all possible schedules of agent B. E.g. in Figure 7.2 (b), given a public assignment la , we can get a lower bound by accessing the stored heuristic value – the cost for any particular public assignment is independent on the assignment of the delivery schedule with B. Removing inter-agent constraints is one relaxation strategy, modifying interagent constraints is another. In the original problem, agent A has one equality constraint for each product, for each period of the planning horizon, that it must agree a schedule on with another agent, i.e. 4 constraints with each agent. In Figure 7.3 (a), we modify the constraints between the agents, replacing the 4 constraints with a single constraint specifying that the sum of the batches delivered 126



(a)



(b) Figure 7.2: (a) By removing constraints with agent B, some of agent A’s public variables become relaxed. (b) Optimal local costs for relaxed public assignments (delivery schedules with agents C and D) are now local lower bounds on the optimal costs of public assignments for the original problem.



over all periods must be equal. This gives us one variable per schedule, with a domain of size 4, and 256 possible public assignments. In this scenario, we have fewer heuristic values to generate, and each one will be applicable to more public assignments of the original problem. E.g. in Figure 7.3 (b), given a public assignment la , we can retrieve a lower bound cost by summing the number of batches delivered over the planning horizon to get the stored heuristic value. While we have used the SCC problem to describe our relaxations, there is a general concept here that we can apply to all DisCOPs with complex local problems, i.e. we perform relaxations related to the inter-agent constraints. By removing or modifying inter-agent constraints we can produce relaxations that will 127



(a)



(b) Figure 7.3: (a) Agent A’s inter-agent constraints are modified to state that the sum of all batches scheduled for delivery over the planning horizon must be equal. A’s public variables are relaxed and replaced with new public variables for the relaxed constraint. (b) Optimal local costs for relaxed public assignments are local lower bounds on the optimal costs of public assignments for the original problem. give us heuristic values on the local agent costs for groups of public assignments, which may be beneficial when solving the original problem. This type of relaxation also reduces the public search space which is important when we go on to consider global bounds in the next subsection.



7.2.2



Global Bounds for DisCOP



When choosing local assignments, it is not just the costs of the local problem that are relevant; costs incurred by other agents must be considered too. Global 128



bounds consider not just a single agent’s local subproblem, but also some or all of the agents that are affected by changes to an agent’s assignment. As mentioned previously, all complete search based DisCOP algorithms prioritise the agents of the problem. In each of these algorithms, at the beginning of search, each agent ai has no cost information about other agents. During the search process, the agent gradually discovers information on the costs incurred by the set of lower priority agents, Ki . The costs incurred by lower priority agents are dependent on both the assignment of higher priority agents, Hi , and also the local assignment of ai itself. When choosing a local assignment, ai needs to consider these costs, therefore it may benefit from having a heuristic function that provides lower bound estimates for different assignments. Again, since only the public assignments affect the costs incurred by other agents, then it makes sense to have a heuristic function that provides lower bounds for different public assignments. We now consider a scenario where agents are prioritised using a DFS tree (as in A DOPT), although this is applicable to any ordering. Let S be the set of lower priority neighbours of ai , lying in the subtree rooted by as . We define a second ‘global’ heuristic function hs (la ), that is associated with a particular context, CH s (la ). This global heuristic function differs from the local heuristic function in two aspects: (i) the lower bound returned from it for assignment la relates to the costs incurred by the agents lying in the subtree rooted by as ; and (ii) the lower bound returned from it is dependent on the context, CH s (la ). Since all costs returned by lower priority agents may also be dependent on the assignments of higher priority agents, contexts must be stored with the heuristic value. If the context is not compatible, then neither is the heuristic value. To generate the global lower bounds/heuristic values we can use the same relaxation techniques as described in the previous section. However, the task of generating global bounds is more difficult than local bounds because agents must communicate in order to establish the bounds, i.e. a distributed algorithm needs to be executed on the relaxed global problem. Returning to Figures 7.2 and 7.3, similar relaxations can be applied on a problem wide basis. In Figure 7.2, assume that agent A is a higher priority than the
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other agents. If the constraints with agent B are removed and the relaxed DisCOP is solved, then agent A will have discovered costs incurred by agents C and D for different delivery schedules, independent of the schedule with B. These global lower bounds can then be used in combination with the local lower bounds when solving the original problem. Similarly, in Figure 7.3, solving the relaxed problem gives agent A a global lower bound on the costs incurred by lower priority agents for different public assignments of A. Again, these heuristic values can be reused when solving the original problem. It should be noted again that the key idea behind these relaxations, is the fact that it is inter-agent constraints that are relaxed. Relaxing inter-agent constraints reduces the number of public variables and therefore also reduces the public search space, making the relaxed problem easier to solve. Also, by using similar relaxations for the local and global problems, implementation of these relaxations within an algorithm becomes simplified. In the next section, we propose such an algorithm by extending A DOPT CA.



7.3



Relaxation Framework for ADOPTCA



A DOPT R ELAX builds on the A DOPT CA algorithm to allow iterated searches on a number of problem relaxations that lead to the optimal solution of the original problem. It is described in Algorithms 7.1 (modifications to original A DOPT), 7.2 (additions to A DOPT), and 7.3 (modification to private search of A DOPT CA). In a similar style to [Sac74], the search is split into n phases, i.e, n − 1 relaxations, and a final search on the original problem. The construction of these relaxed problems is described in Section 7.4. The current phase is denoted by r, whereby a value of n − 1 is the most relaxed problem and 0 is the original problem. The first phase uses the most relaxed problem (Alg. 7.1,line 3). Once a solution to the current problem has been found, the relaxation level is checked (8). If the solution is for the original problem the algorithm terminates as normal (11). If it is for a relaxed problem, then the current bounds will be saved (9). In the save() procedure, each agent will store (i) its current local lower bounds (Alg. 7.2,line 2); and (ii) its current global lower bounds for each subtree and each assignment, in130



Algorithm 7.1: A DOPT R ELAX(1): modifications to A DOPT/A DOPT CA 1 init() 2 r ← n − 1; 3 currentP roblem ← phase[r]; 4 save ← f alse; 5 ADOP T.init(); checkTermination() if ti == U Bi then if r > 0 then if save or isRoot() then save();



6 7 8 9



else if terminate or isRoot() then forall aj ∈ Li do send TERMINATE to aj ; exit;



10 11 12



reset(l¯i , aj ) ADOP T.reset(l¯i , aj ); r0 ← r + 1; while r0 < n do . if CHrj0 (l¯i ) = CCi then lb(l¯i , aj ) = hjr0 (l¯i ); CX(l¯i , aj ) ← CH j0 (l¯i ); break;
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r



0



r + +;



20



cluding the contexts to which these bounds apply (4).† Non-leaf agents then send a SAVE message informing children that a save is in progress, while leaf agents send a SAVE-ACK to inform their parent that they have completed saving. The leaf agents are now ready to begin the next search phase (10), while non-leafs must wait until all of their children have saved their status (14). Once this has happened, they too can send a SAVE-ACK message to their parent, and are ready to begin their next search phase (16). In preparation for the next phase of the search, the relaxation level is decremented (18), which means that the algorithm will execute on the next relaxation, or, if there are no more relaxations, on the †



By saving a single context-dependent set of bounds after each relaxation for each subtree and each assignment, we keep to the principles of the original A DOPT algorithm, which requires polynomial space. More information could be stored, potentially leading to greater improvements, but would also lead to greater memory requirements.
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Algorithm 7.2: A DOPT R ELAX(2): additions to A DOPT/A DOPT CA 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23



save() saveP rivate(); forall aj ∈ Li forall l¯i do hjr (l¯i ) = lb(l¯i , aj ); CHrj (l¯i ) ← CX(l¯i , aj ); if !isLeaf () then forall aj ∈ Li do send SAVE to aj ; else send SAVE-ACK to Pi ; nextP hase(); receiveSave() save ← true; receiveSaveAck() if SAVE-ACK received from all children then if !isRoot() then send SAVE-ACK to Pi ; nextP hase(); nextPhase() currentP roblem ← phase[− − r]; U Bi ← ∞; if !isRoot() then LBi ← 0; ti ← 0; save ← f alse; search(); sendM essages();



original problem. The upper bound for the agent is reset, and for all agents except the root, the lower bound and threshold are reset. Since all non-root agents have bounds that are dependent on the assignments of higher priority agents, they are not guaranteed to be lower bounds over all possible solutions. However, the bounds of the root/highest priority agent reflect the entire problem. Since the relaxed problem lower bound is guaranteed to be less than or equal to the lower bound of the original problem, the root can keep this bound. The next phase of the search has three advantages over the initial search. First, the root has a lower bound that will be propagated down through the priority tree 132



Algorithm 7.3: A DOPT R ELAX: modification to A DOPT CA private search procedure 1 privateSearch(l¯i , c ˆ) ¯ 2 if li ∈ / Ωi then 3 fi00 (l¯i ) = hr+1 (l¯i ); 4 Θ(l¯i ) ← f alse; 5 if Θ(l¯i ) then 6 return fi00 (l¯i ); 00 7 if fi (l¯i ) >= c ˆ then 8 return cˆ; 9 θ ← solve(l¯i , c ˆ); 10 if θ < c ˆ then 11 Θ(l¯i ) ← true; 00 12 if θ > fi (l¯i ) then 13 fi00 (l¯i ) = θ; 00 14 return f (l¯i ); i



15 16 17



savePrivate() forall li do hr (l¯i ) = fi00 (l¯i );



as thresholds to each agent, preventing some repeated search. Second, each agent has a lower bound for each subtree and each of its local assignments. When costs get reset, this bound can be used whenever the current context is compatible with the context of the stored lower bound (Alg. 7.1,line 17). This bound information improves the decision making of the agent by reducing context switching (a problem evident from our example in Section 2.3.1). When multiple relaxations are used, the saved lower bounds are considered in reverse order, and the first compatible bound is used (16). Third, each agent has local lower bounds that correspond to various public assignments. The private search algorithm from Chapter 5, is updated to make use of these heuristic values (Alg. 7.3, line 3). This will reduce the search required in the agents’ local problems through increased pruning. Using a general DisCOP algorithm such as A DOPT/A DOPT CA in each search phase provides us with a general framework that allows us to compute lower 133



bounds in a decentralised manner for arbitrary problem relaxations with different topologies. While it would also be possible to use other algorithms to solve the relaxed problems, it may be more difficult to exchange information between phases such that the information could still be used by A DOPT. The benefits of using informed lower bounds in A DOPT has been previously demonstrated in [AKT05]. In that paper, a dynamic programming preprocessing technique was used to produce lower bounds that were then used during a subsequent execution of A DOPT.† In the most efficient of their approaches, agents calculate lower bounds for each possible assignment of their direct parent considering both the bounds received from children and also the minimal costs that could be incurred in constraints with higher priority agents. While their algorithms are efficient, the range of problem relaxations that can be considered is restricted in order to ensure polynomial time execution. Furthermore, this dynamic programming technique may not always be applicable because: (i) it assumes that each agent knows the domain of its parent; (ii) each agent produces bounds for all of its parents possible assignments, while in fact the parent may have private constraints or constraints with other agents eliminating some of these assignments; (iii) when an agent has multiple variables this approach requires repeatedly solving its local problem for each possible parent assignment, which can be expensive for large local problems. In contrast to their approach, our general search based method can consider any problem relaxation, while also having the ability to perform multiple relaxations.



Algorithm correctness A DOPT R ELAX is based on A DOPT CA, but includes a key modification, which is the use of heuristic values. To prove these modifications are correct, we first state some facts that can be derived from the relaxations that we are proposing. Let Ci,r be the constraints involving agent ai in phase r. Given that the problems are ordered from most relaxed to least relaxed, then constraints can only ever be added to the set of constraints as we move from phase r + 1 to phase r. †



[AKT05] also mention that A DOPT could be run on a relaxed version of the problem to produce the bounds, but they do not investigate this issue in detail.
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Lemma 7.3.1 ∀r∀ai , Ci,r+1 ⊆ Ci,r Let ur (Xi ) be the public variables for an agent ai in phase r. Given the nature of the relaxations that we are considering, then variables can only ever be added to the set of public variables as we move from phase r + 1 to phase r. Lemma 7.3.2 ∀r∀ai , ur+1 (Xi ) ⊆ ur (Xi ) Let ¯li,r be an assignment to the public variables of agent ai in phase r. From lemma 7.3.2, we know that the public variables in phase r includes all those from phase r + 1. That is, if we map ¯li,r to the public variables from the previous phase, we get a corresponding assignment with identical assignments to the public variables from the previous phase. Lemma 7.3.3 ∀r∀ai ∀¯li , ¯li,r↓ur+1 (Xi ) = ¯li,r+1 Theorem 7.3.1 states that a local heuristic value from phase r + 1 that is used for the assignment ¯li,r in phase r, is no greater than the optimal local cost for ¯li,r in phase r. 00 ¯ (li,r ) Theorem 7.3.1 ∀r∀ai ∀¯li,r , hr+1 (¯li,r ) ≤ fi,r



Proof Lemma 7.3.3 has two consequences for this theorem. First, since the heuristic value used for ¯li,r in phase r is derived from the bound found in the previous phase (Alg. 7.3,line 3), then it is based on the public assignment of the previous phase, i.e. hr+1 (¯li,r ) = hr+1 (¯li,r+1 ), thus we rewrite the hypothesis as 00 ¯ hr+1 (¯li,r+1 ) ≤ fi,r (li,r ). Second, for phase r, the optimal local cost of ¯li,r+1 must be less than or equal to the optimal local cost of ¯li,r , as less variables have their 00 ¯ 00 ¯ values fixed, i.e. fi,r (li,r+1 ) ≤ fi,r (li,r ). From this we can deduce that if the heuristic value in phase r + 1 is no greater than the optimal local cost of ¯li,r+1 in phase r, the heuristic value in phase r + 1 is also no greater than the optimal 00 ¯ local cost of ¯li,r in phase r. So, if we prove hr+1 (¯li,r+1 ) ≤ fi,r (li,r+1 ) then it is 00 ¯ 00 ¯ ¯ also true that hr+1 (li,r+1 ) ≤ fi,r (li,r ). From line 17, hr+1 (li,r+1 ) = fi,r+1 (¯li,r+1 ), 135



00 00 ¯ therefore we can restate what we want to prove as fi,r+1 (¯li,r+1 ) ≤ fi,r (li,r+1 ), i.e. ¯ the optimal local cost for assignment li,r+1 in phase r + 1 is less than the optimal local cost for ¯li,r+1 in phase r. According to lemma 7.3.1, the private problem in phase r is at least as constrained as that in phase r + 1: p(Ci,r+1 ) ⊆ p(Ci,r ). Since constraints are additive and the local costs are the sum of private constraints, then 00 ¯ 00 (li,r+1 ), and so the theorem is proved. 2 (¯li,r+1 ) ≤ fi,r it is true that fi,r+1



Theorem 7.3.2 states that a global heuristic value from phase r + 1 that is used for the assignment ¯li,r with respect to the subtree rooted by as in phase r, is no greater than the lower bound on costs for ¯li,r for the subtree rooted by as in phase r, if the context for that heuristic value is compatible with the current context. . s (¯li,r ) = CCi ⇒ hsr+1 (¯li,r ) ≤ lbr (¯li,r , as )) Theorem 7.3.2 ∀ai ∀as ∈ Li , (CHr+1



Proof Case 1: assume that agent ai is the highest priority agent in the DFS tree. In this case its current context is always empty, and all contexts stored with the . s global heuristic values are also always empty. This means that CHr+1 (¯li,r ) = CCi is always true, the contexts do not affect the costs of subtrees of ai and we can use a similar proof as in the case of the local lower bounds. From lemma 7.3.3, we can deduce the following two facts: first, since the heuristic value used for ¯li,r in phase r is derived from the bound found in the previous phase (Alg. 7.1,line 18), then it is based on the public assignment of the previous phase, i.e. hsr+1 (¯li,r ) = hsr+1 (¯li,r+1 ); and second, for phase r, the cost of subtress for assignment ¯li,r+1 must be less than or equal to the cost of subtrees for assignment ¯li,r , as less public variables of ai are constraining these costs, i.e. lbr (¯li,r+1 , as ) ≤ lbr (¯li,r , as ). These facts allows us to restate the hypothesis as hsr+1 (¯li,r+1 ) ≤ lbr (¯li,r+1 , as ). From alg. 7.2 line 4, hsr+1 (¯li,r+1 ) = lbr+1 (¯li,r+1 , as ), therefore we can restate what we want to prove as lbr+1 (¯li,r+1 , as ) ≤ lbr (¯li,r+1 , as ), i.e. the cost of the subtree rooted by as for assignment ¯li,r+1 in phase r + 1 is less than the cost of the subtree for ¯li,r+1 in phase r. According to lemma 7.3.1, the constraints that act on the set of agents S that are rooted by as in phase r + 1 is a subset of those in phase r: ∀aj ∈ S, Cj,r+1 ⊆ Cj,r . Therefore, since constraints are additive, it follows that the sum of constraint costs for S in phase r + 1 must be less than that of the sum 136



P P S of constraints costs for S in phase r: ck ∈S ≤ ck ∈ ∀a ∈S Cj,r , and so ∀aj ∈S Cj,r+1 j the theorem is proved for the root agent of the priority tree. Case 2: assume that agent ai has both lower and higher priority agents in the DFS tree. The proof of this case is the same as case 1, except since ai has higher priority agents, then their assignments may affect the costs received from lower s priority agents. However, since the theorem states that CHr+1 (¯li,r ) is compatible with CCi , this means that all assignments that affect the heuristic value exist in the current context therefore the costs remain valid and the proof holds. Case 3: assume that agent ai is a leaf agent in the DFS tree. In this case, ai does not have any child agents and so stores no subtree costs, so the theorem is always true for these agents. 2 Corollary 7.3.1 The A DOPT R ELAX algorithm is correct. Proof This follows from the correctness of A DOPT CA, and Theorems 7.3.1 and 7.3.2 showing that the heuristic values used are valid lower bounds. 2



7.4



Relaxations in ADOPT



To use the relaxation framework we must first define problem relaxations. There are a number of different ways in which to relax distributed constraint problems, e.g. agents could be removed, constraints could be deleted or costs of tuples in constraints could be reduced or removed. However, as discussed in Section 7.2, when dealing with complex local problems, removing or modifying inter-agent constraints can be beneficial. For now, we will just focus on removing constraints and we will describe a number of general graph-based relaxations that can be used with any DisCOP. Previous experimental analysis has also shown that the number of inter-agent constraints to be a key factor in determining the ‘hardness’ of distributed constraint problems [HYS00, MSTY05], thus providing extra motivation for removing inter-agent constraints. The next question is deciding which constraints to remove. We want to remove constraints to produce a relaxed problem that can be quickly solved, while still containing enough of the original problem 137



(a) Example Problem



(b) Tree Relaxation



(c) Width-2 Relaxation



(d) Priority-2 Relaxation



Figure 7.4: (a) Example DisCOP agent graph. Arrows indicate constraints between agents, with black arrowheads indicating parent-child relationships within the priority tree. Number indicates level of agent in priority tree. (b) TREE relaxation removes all non-parent/child constraints. (c) WIDTH-2 removes all constraints that span greater than 2 levels. (d) PRIORITY-2 removes all nonparent/child constraints from top 2 levels.



to provide meaningful lower bounds. In Section 2.3.1, we presented an example of A DOPT that demonstrated its search behaviour, and we noted that a characteristic of A DOPT was its frequent ‘context switching’. We will use our knowledge of this context switching behaviour and the priority tree structure to determine which constraints to remove. Fig. 7.4 (a) shows the priority tree of an example problem. The current context of each agent consists of assignments to all higher priority neighbours of the agent, plus higher priority non-neighbours that impact 138



on the costs received by the agent. We can reduce the space of possible contexts in agents, and in turn the number of context switches that will occur, by removing constraints. We now make two important observations: 1. The costs stored by an agent may become incompatible if they are dependent on agents of higher priority. E.g. the costs that agent H stores for its child J have a context that contains the assignment to D (because J has a constraint with D), and so become incompatible if D changes its assignment. 2. The higher up in the search tree that a context switch occurs, the greater the potential impact, i.e, when agents change their assignment, it will lead to a new search involving all lower priority agents, and so a context switch in higher priority agents can be more expensive than in lower priority agents. E.g. a context switch in agent B may affect all agents C −J, while a context switch in D only affects agents H and J. Based on these observations, we propose three relaxations to investigate: 1. TREE: remove all non-parent/child constraints in the tree; 2. WIDTH-X: remove all constraints spanning more than X levels in the tree; 3. PRIORITY-X: remove all non-parent/child constraints from agents with priority less than X. Taking into account the first observation, in the TREE relaxation, we remove all non-parent/child links, reducing the context space of each agent to be dependent on just one other agent – its immediate parent (Fig. 7.4 (b)).† In this relaxation, all costs received by an agent are independent of any higher priority agents, and so they are valid for all contexts and will never need to be reset. The TREE relaxation should make the problem much easier to solve, but if the network is densely connected it will remove many constraints, which means that the resulting bounds may not be good approximations. It may still be useful for loosely †



TREE produces the same bounds as the DP1 technique in [AKT05]; however, the messages used by DP1 can grow exponentially in size if agents have multiple variables.
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connected networks and also where agents have complex local problems. By only removing inter-agent constraints, each agent’s internal problem is still considered in full, and so local costs still contribute to the relaxed bounds. If we want to retain more constraints, we can generalise the TREE relaxation. WIDTH-X reduces the context space of each agent to be dependent on at most X agents (Fig. 7.4 (c)). This is done by removing all constraints that span greater than X levels in the tree, thus reducing the width [Dec03] of the given graph ordering to be at most X. In fact, TREE = WIDTH-1. This relaxation allows us to trade off solving the relaxed problem quickly (low values for X) against getting a good lower bound (high values for X). It may be that different values of X may be of use for different density networks. It should be noted that in TREE the lower bounds found in the relaxation are compatible with all contexts, while in WIDTH-2 this is not the case. E.g, in Fig. 7.4 (c), the lower bounds of agent H for its child J are dependent on the assignment of D. This means that the final bounds stored by H will be useful when solving the original problem only when D has an assignment compatible with the stored context. Our next relaxation considers the second observation we made previously. That is, we would like to reduce context switches in agents higher up in the search tree. The PRIORITY-X relaxation is thus biased towards removing constraints that appear higher up in the tree. PRIORITY-X removes all non-parent/child constraints from agents with a priority less than X (Fig. 7.4 (d)). This may allow fewer constraints to be removed while achieving greater search savings. Each of these relaxations provide lower bounds that can be used to prune the search space in subsequent search phases. Multiple relaxations can be used in a single execution of the algorithm, with the bounds from each phase feeding into the subsequent phase, e.g. TREE could be followed by PRIORITY-2 before the original problem is solved. Finally, note that these relaxations can be performed in a distributed manner. The priority tree can be created using a decentralized algorithm [Lyn96]. Then, using only knowledge of their own priority and the priority of their neighbours, agents can remove the necessary inter-agent constraints.
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7.5



Experiments



We compare A DOPT CA (labeled NO-RELAX) with A DOPT R ELAX on four problem domains: random distributed constraint optimisation problems; meeting scheduling; supply chain coordination; and minimum energy broadcast for wireless networks. Both algorithms use the interchangeability concepts from Chapter 5. A DOPT R ELAX is run using each of TREE, WIDTH-2 and PRIORITY-2 relaxations individually as part of a two-phase search, and also using the combination TREE-PRIORITY-2 as part of a three-phase incremental search. The supply chain coordination experiments are run as described in Section 2.6.4. Each agent’s local model is implemented using ILOG OPL and time is used as a metric. The remaining experiments are run in a simulated distributed environment. In these experiments, where agents have multiple variables, we use our own centralised branch and bound solver to make local assignments and we compare performance by recording the number of messages communicated by the agents, and also the number of Non-Concurrent Constraint Checks (NCCC). The results of both metrics were comparable, so we now only display graphs for the number of messages. All results are averaged over 20 test instances.



7.5.1



Random DisCOP



In the random problems, we use 10 agents, each with a single variable of domain size 5. The inter-agent constraint density is varied between 0.2 and 0.5 and for each constraint, 90% of tuples have a non-zero cost, i.e. tightness = 0.9.† A characteristic of these problems is that all costs are on inter-agent constraints, i.e. there are no local agent costs. By considering these single variable problems, we can measure the benefits from the global bound heuristic values on their own, i.e. local bound heuristics values are not applicable. Fig. 7.5 (log scale) shows that the relaxations give an improvement over the standard algorithm as the density increases. For a density of 0.2 (9 constraints be†



Increasing the number of inter-agent constraints is expensive [HYS00]. Most DisCOP algorithms are tested on problems with densities no greater than 0.4, e.g. [MSTY05, PF05b, GMZ06]. Also in [GMZ06], it is shown that the most difficult problems have a tightness of 0.9
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Figure 7.5: Random DisCOPs varying inter-agent constraint density: 10 agents, each with one variable of domain size 5; tightness = 0.9; costs from 1–3. tween 10 agents) our proposed relaxations do not remove any constraints, and so using them incurs an overhead of executing multiple phases of search without any benefits. However, for larger densities the relaxations come into use. PRIORITY2 finds high lower bounds and for less dense problems these bounds are found quickly. For denser problems it can take longer, and so the benefit from relaxation only accrues late in the search, hence worse performance for higher densities. TREE always finds bounds quickly, although for denser problems, these bounds will be further from the actual solution. TREE slightly outperforms WIDTH-2 up to a density of 0.4 but WIDTH-2 is better for 0.5. By combining two relaxations, TREE-PRIORITY-2, there is an increased overhead, i.e. an extra search phase. However, as the density increases, this overhead becomes less important and TREE-PRIORITY-2 outperforms the other relaxations, giving almost 50% improvement over NO-RELAX for density 0.5.



7.5.2



Meeting Scheduling



We generate meeting scheduling problems following the procedure specified in Section 3.2. Note in these problems the inter-agent constraints are hard constraints, which will have a cost of 0 when satisfied. Therefore, the costs incurred 142
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Figure 7.6: Meeting scheduling problems: number of meetings = number of agents; 2 attendees per meeting; 2 personal tasks per agent; maximum of 4 meetings per agent.



in solutions to the problem are local costs, i.e. the preferences of the agents. Removing inter-agent constraints allows the agents to choose more preferable local assignments, but in both the relaxed and original problems local costs will be incurred. Because agents in these problems contain multiple variables, we are now able to use local bound heuristics as well as global bound heuristics. In our first experiment, we set the number of meetings equal to the number of agents. This setting means that all agent graphs will be a tree plus one additional constraint. Relaxing this constraint using the TREE relaxation gives remarkable results (Fig. 7.6), saving over an order of magnitude reduction in messages. The key reason for this is that the agents have significant local costs and since the problem relaxations consider the local problems in full, strong lower bound approximations can be found, allowing greater pruning of the search space. In Fig. 7.7 we show results for increasing the number of agents with the interagent constraint density fixed to 0.3. All relaxations apart from WIDTH-2 show over an order of magnitude improvement for 8 agents, and NO-RELAX hits an imposed cutoff of 106 messages for all instances greater than 8 agents. PRIORITY2 and TREE are successful for lower numbers of agents, but TREE-PRIORITY-2 is the best once the problems are increased to contain 10 agents, similar to the single 143
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Figure 7.7: Results of meeting scheduling problems: inter-agent link/meeting density = 0.3; 2 attendees per meeting; 2 personal tasks per agent; max. 4 meetings per agent. variable problems with a similar link density and number of agents. WIDTH-2 becomes more competitive when there are more agents and more opportunities to remove constraints.



7.5.3



Supply Chain Coordination



To evaluate relaxation on the SCC problem, we perform a series of experiments using a 10 agent, 4-tier supply chain, and 4 period planning horizon. We consider supply chain topologies where each agent only delivers products to agents in the next tier. Observing this constraint, we then consider 3 different scenarios, each increasing the percentage of agents that are connected: (i) 45% (a tree topology) ; (ii) 60%; and (iii) 80%. This corresponds to topologies T 1, T 2 and T 3 as described in Appendix B. As discussed in Section 2.6.4, using OPL means that we must use time as a metric, and all local solving must be performed through compilation. Note that all local solutions are stored extensionally describing each assignment to each public variable, thus we can use A DOPT CA when solving the distributed problem, and make use of the interchangeabilities described in Chapter 5. We also use 144
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Figure 7.8: Supply chain coordination problems. We consider 3 different scenarios, each increasing the percentage of agents that are connected between tiers: (i) 45% (a tree topology) ; (ii) 60%; and (iii) 80%. the symmetry breaking from Chapter 6 and a domain reduction preprocessing algorithm that is run prior to compilation, that is described in Chapter 9. For these experiments, we use a cutoff of 10,000 seconds. In Fig. 7.8, we see results comparing no relaxation, with the two most promising of our relaxation techniques. As expected, there is no benefit to using relaxation in scenario (i) as the supply chain topology is in the form of a tree. However, in scenario (ii), both TREE and TREE-PRIORITY-2 take on average less than half the time to solve the problem instances when compared to NO-RELAX. Then, in scenario (iii), the algorithm using no relaxations times out for all experiments, while TREE-PRIORITY-2 performs best, demonstrating again that this iterative relaxation technique is particularly useful for densely connected networks.



7.5.4



Minimum Energy Broadcast



In our final experiment we examine the minimum energy broadcast (MEB) problem (Section 3.4). Problems were generated by placing between 4 and 12 devices randomly in a 150 × 150 meter area. Devices can broadcast to a maximum of 30 meters and a standard radio propagation model is used. 145
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Figure 7.9: Results of minimum energy broadcast problems: uniform distribution of devices over area of 150 × 150 meters; max. 30 meter broadcast radius.



The results in Figure 7.9 (for clarity, only the best relaxations are shown) are less impressive than for the previous problem domains. Of our graph-based relaxations, TREE-PRIORITY-2 again provides the best results. The greatest improvement is seen on problems with 12 devices, where TREE-PRIORITY-2 outperformed NO-RELAX on 70% of problems, with up to 74% improvement on some instances. But the average improvement (∼11%) is marginal, and on 30% of problems NO-RELAX is better. The question now is why the relaxation techniques that worked well for other examples only work sporadically in this problem, and, in particular, whether there are features of individual problem instances that work against the relaxations. One of the main differences between the MEB problem and the meeting scheduling problem is in the cost structure. For meeting scheduling, each agent can incur local costs (based on its preferences for meeting times) regardless of what interagent constraints it has; for the MEB problem, an agent only incurs a cost when it acts as a parent to one or more of its neighbours. An agent must be connected to the rest of the network, and it must have at least one parent, and thus it is the presence of the inter-agent constraints on all of an agent’s relationship variables that forces one of its neighbours to include a cost. So if we remove an inter-agent 146
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Figure 7.10: Minimum energy broadcast problems – 12 devices. Impact of relaxations based on the % of agents with constraints removed.



constraint, we remove the link between a pair of relationship variables. Each agent can then claim that its neighbour is the parent. The agent then believes it is connected to the network, and so may set all its other relationship variables to indicate no connection to any other neighbour. It then does not act as a parent, and so incurs no cost. If multiple agents are able to do this in a relaxed problem, the lower bounds that are discovered will be poor, and no search savings will be made. Note, however, that an agent may not be able to disconnect itself in this way, depending on the remaining constraints with its neighbours. As a rough estimate, the more agents that have constraints removed from them, the more likely it is that the relaxation will return poor bounds. To test this, we examined the instances with 12 devices, and measured the percentage improvement in messages sent compared to the percentage of agents that had constraints removed by each relaxation. In Figure 7.10, we see that there is a clear difference in performance, with the best results coming when 25% of agents are affected, and very little improvement when 50% or more of agents are affected. Thus for certain cost structures, simple heuristics based on graph topology are not always appropriate. To address this problem and demonstrate the flexibility of our relaxation framework, we introduce a problem-specific relaxation, MEB-RELAX, which does 147
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Figure 7.11: (a) Example MEB problem showing public variables and constraints. Circles indicate relationship variables; squares indicate hop-count variables. (b) TREE relaxation for MEB problem removes: all hop-count constraints; and relationship constraints between non-parent/child agents. (c) MEB-RELAX relaxation removes all hop-count constraints, but no relationship constraints. not remove inter-agent constraints linking the relationship variables, with the intention of forcing most agents to incur a local cost and thus produce better lower bounds. Instead, we simply remove all constraints on the hop-count variables (Fig. 7.11 (c)), which allows cycles to be formed in the broadcast ‘tree’ of the relaxed problem. We ran this relaxation on its own and with a modified version of the TREE relaxation, that also had hop-count constraints removed (Fig. 7.11 (b)). The results are shown in Figure 7.12. Our custom MEB-RELAX relaxation provided only minor improvements on the other relaxations when used on its own, but when combined with TREE, significant gains were made. Thus, we can see that relaxation heuristics that take account of the structure of the objective function can be powerful, and may provide an interesting direction for future work.



7.6



Discussion



The key concept presented in this chapter is that relaxing a DisCOP with complex local problems, by removing inter-agent constraints, can allow useful lower bounds to be found efficiently. This proves particularly useful in problems with dense networks of agents. We also show how inter-agent constraints could be modified to provide lower bounds, but evaluation using this technique remains as 148
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Figure 7.12: Minimum energy broadcast problems. Specialised relaxation for MEB problem gives significant improvements. future work. While the basic ideas are independent of whatever DisCOP algorithm is used to solve the problem, the framework we have presented that finds and reuses the lower bounds is based on A DOPT. Therefore, the results that we present apply to the A DOPT algorithm, although other search based DisCOP algorithms could benefit from similar techniques, such as N CBB, A FB, and S BB. Indeed, N CBB already has successfully used heuristic values [CS06] for single variable problems. This approach is less likely to be directly useful for non-search based DisCOP algorithms such as D POP. However, an anytime version of D POP that makes use of approximations and bounds [PF05a], may be able to benefit by using our proposed relaxations in the generation of lower bounds. The goal of our relaxation method is to produce lower bounds/heuristic values, and so, it is aimed at DisCOP rather than DisCSP problems. Relaxations have previously been proposed for DisCSP, where they have been used to find solutions for over-constrained satisfaction problems [Yok93, HY00, WZ03], but our techniques could be seen as complementary to these approaches in that our ideas consider explicitly agents with complex local problems. As with DisCOP, the public search space in DisCSP can be reduced by relaxing inter-agent constraints. If a relaxed problem is shown to be infeasible then we know that all derived non-relaxed problems are also infeasible. 149



7.7



Summary



Finding good lower bound estimates on costs (heuristic values) has been shown to be beneficial in search-based optimisation algorithms. In DisCOPs with complex local problems, each agent ai can benefit from two different types of lower bound: (i) local lower bound – estimated cost incurred by ai ’s local problem for a particular local assignment; and (ii) global lower bound – estimated cost incurred by a group of agents that are affected by a particular local assignment to ai . In this chapter, we have proposed problem relaxations that generate useful lower bounds for DisCOPs with complex local problems. We show that by removing or modifying inter-agent constraints, we can reduce the number of public variables in agents, and thus also reduce the size of the public search space, allowing the problem relaxation to be solved efficiently. Furthermore, relaxations of this type still allow costs from the agents’ local problems to be incorporated, thus producing strong lower bound estimates that are then useful in pruning the search space of the original problem. To evaluate these ideas, we have proposed A DOPT R ELAX, a novel relaxation framework that is an extension of A DOPT CA. A DOPT R ELAX allows an arbitrary number of problem relaxations to be solved prior to solving the original problem. We have proposed a number of general graph-based relaxations that are particularly suitable for the solving structure used by A DOPT/A DOPT CA which remove inter-agent constraints. We have shown, through experimental analysis on random DisCOPs, meeting scheduling and supply chain coordination that A DOPT R ELAX can offer an order of magnitude speed-up, particularly where agents have significant local costs. We also identified one scenario, illustrated by the minimum energy broadcast problem, where the general graph-based relaxation has fewer benefits due to poor local cost approximations. For this scenario, we demonstrated how a problem specific relaxation can easily be implemented within our framework to provide greater performance improvements.
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Chapter 8 Aggregations for Complex Local Problems 8.1



Introduction



In Chapter 7 we proposed problem relaxation methods that provide useful lower bounds for agents’ local problems and the global distributed problem. While useful to speed up solving the original problem, solutions to relaxed problems on their own provide no guarantee of solution quality, i.e. a solution to a relaxed problem may be infeasible or have a very high cost when applied to the original problem. If we want to have some guarantee on the quality of a solution, then we need to know what is the upper bound on the cost of that solution when applied to the original problem. In this chapter, we propose an aggregation reformulation technique that can be used to simplify DisCOPs with complex local problems. This aggregation technique can be used to find good solutions to large and difficult problems by combining public variables, and thus reducing the public search space. The aggregation is performed such that an optimal solution to the aggregated problem is an upper bound on the optimal solution of the original problem, providing us with certainties on solution cost. The structure of this chapter is as follows: In Section 8.2 we describe how aggregations can be useful in DisCOPs with complex local problems, using random 151



DisCOPs, supply chain coordination and meeting scheduling as examples. Experimental results are presented in Section 8.3. In Section 8.4, we discuss the applicability of this approach, and finally, we summarise the chapter in Section 8.5.



8.2



Aggregations for Complex Local Problems



Our objective in this section is to demonstrate how aggregations can be used with complex local problems to reduce the public search space. The number of public assignments that have to be considered by each agent are dependent on the number and domain size of public variables. If we aggregate (or combine) variables or domain values, we can reduce the number of possible public assignments to search through. However, we want to do this such that any solution found to the new aggregated problem: (i) is a valid solution to the original problem; and (ii) has a cost that is an upper bound on the optimal cost of the original problem. The applicability of aggregation varies depending on the problem domain. In order to show the generality of the concept, we will demonstrate its use in three different domains: random DisCOPs; supply chain coordination; and meeting scheduling. For each of the problem domains, there are two steps to performing the aggregation: 1. reformulate the problem by combining public variables and/or domain values of public variables; 2. add constraints or define rules that: state how an assignment in the aggregated problem is transformed to an assignment for the original problem; and ensure an optimal cost to the aggregated problem is an upper bound on the optimal cost to the original problem.



8.2.1



Random DisCOP



We begin by considering general random DisCOPs. The number of public assignments in an agent of a random DisCOP depends on the number and domain size of 152



(a) Problem



(b) Aggregation



Figure 8.1: (a) Example Random DisCOP with public variables shaded. (b) Variables Bc and Bd are aggregated. Equality constraint is added between Bc and Bd . Inter-agent constraint Bd − Db is moved onto Bc . public variables. Therefore, if we reduce either of these we will reduce the public search space. Variable Aggregation: Figure 8.1 (a) shows an example random DisCOP. To reduce the number of public variables, we can reduce the number of variables affected by inter-agent constraints. For example, agent B has two public variables Bc and Bd . In Figure 8.1 (b) we aggregate these variables by moving the constraint Bd − Db onto the variable Bc . To ensure that the original constraint Bd − Db is observed, an equality constraint is added between Bc and Bd . Now, the public search space has been reduced, but the problem is more restricted because of the new constraint between Bc and Bd . For this reason, any solution found will have a cost that is an upper bound on the cost of an optimal solution to the original problem. Value Aggregation: We can also aggregate by combining domain values. We can create one new aggregated value that represents two or more of the original values. E.g. assume variable Ac can take the values {0, 1, 2, 3}. We create 2 aggregated values, one that we will call α representing {0, 1} and another β representing {2, 3}. The constraints that act on variable Ac must 153



be modified such that the cost of the constraint involving an assignment of α to Ac is now the maximum of the cost incurred if either 0 or 1 was assigned. From this example we can see that problems can easily be aggregated in such a way to guarantee that the optimal solution cost to the aggregated problem is an upper bound on the optimal solution cost to the original problem. The amount of aggregation to use in a problem is completely customisable. The more aggregation, the smaller the public search space and the faster it is to find an optimal solution. However, more aggregation is also likely to lead to solutions further from the true optimal solution.



8.2.2



Supply Chain Coordination



Figure 8.2: (a) Example SCC problem. Product P1 consists of components C1 , C2 . Product P2 consists of components C2 , C3 , C4 . (b) The number of periods to consider in the planning horizon can be reduced by aggregating periods together. (c) Components from the same supplier, used in the same product, can be aggregated to reduce the number of components that need to be considered. (d) The number of batches to schedule can be reduced by combining two or more batches, e.g. the batch size sj is doubled to consider pairs of batches together. To demonstrate how aggregations can be used in the SCC problem, consider the supply chain in Fig. 8.2 (a) with a single root agent M producing 2 products, and three agents S1, S2 and S3 supplying it with 4 components. While this problem seems relatively simple, the size of the public search space is actually extremely large. Consider agent M – the number of public variables of the agent is ct = 48, where c is the number of components and t is the number of periods. 154



The domain size of the public variables is k – the maximum number of batches to schedule for each component. This means that the number of possible combinations of assignments to the public variables is huge – k ct . If we assume that t = 12 (e.g. 12 weeks/1 quarter) and k = 6, then k ct >2e+37. However, not all of these assignments need to be considered. M only needs to consider schedules that will ensure that all customer demand can be met. E.g. assume that 6 batches of each component will allow demand to be met, then the total number of batches for each component over the planning horizon does not need to be greater than 6. This reduces the number of public assignments to approximately 1e+17. In the worst case, agent M will have to suggest each of its 1e+17 possible public assignments to the other agents in order to find the optimal solution. As the planning horizon, number of components and number of batches per component are increased, the domain of public assignments increases. If we aggregate these variables, we can reduce the number of possible public assignments. Planning Horizon Aggregation: The 12 period horizon from our example is too large to deal with effectively. To reduce this we aggregate periods of the planning horizon. In Fig 8.2 (b) we consider the initial 3 periods as they are, but we combine the remaining periods in blocks of 3. This allows us to still produce a detailed delivery schedule for the near future, while being less accurate in the longer horizon. As the problem is solved periodically, the part of the planning horizon that is considered in detail will shift with each execution. In our proposed approach we do not modify the agents local problem, i.e. each agent still deals with 12 periods. However, the periods are combined for the purpose of the distributed search, thus reducing the number of public variables. To ensure correctness, deliveries are assumed to be made on the first of the aggregated periods, e.g. if the aggregated delivery variable for the periods 4–6 is set to 2, then suppliers must ensure that 2 batches can be delivered in period 4 while the manufacturer assumes that 2 batches will be delivered in period 4. The remainder of the agents’ models still function considering all 12 periods. Component aggregation: There is also scope for aggregating components. Two components from the same supplier for the same product could be treated 155



as one, since the manufacturer will always need these components in equal amounts. In our example in Fig 8.2 (c), C3 and C4 can be aggregated. Batch aggregation: To aggregate batches, two or more can be combined to reduce the number of batches that have to be considered. In Fig 8.2 (d), we group batches into pairs, thus doubling the batch size. In our example, we reduce the number of public assignments down to 7.2e+11 through aggregation of the planning horizon, down to 7.8e+8 when the component aggregation is included, and down to 592,704 when we aggregate the batches. Once again, it is important to note that the resulting solutions will only be optimal for the aggregated problem rather than the original (aggregated solutions provide an upper bound on the optimal solution cost for the original problem), and so aggregation should be used sparingly.



8.2.3



Meeting Scheduling



In meeting scheduling, the number of public assignments for each agent ai is tmi , where mi is the number of meetings that ai has with other agents and t is the number of timeslots available for each meeting. If we want to reduce the public assignments, and hence the public search space, then we have to reduce either of these two parameters, while still retaining a valid formulation of the problem. Meeting aggregation: If there are two meetings between the same two agents, then it is possible to link both meetings together. We can make one of the meeting variables private by adding a constraint stating that it must always take place in the timeslot after the other meeting. Thus, when the agents agree a meeting time in the aggregated problem for the aggregated public variable, two timeslots rather than one are booked in each agent. If there are more than two meetings between the same agents, then this aggregation can be extended in a similar manner. Timeslot aggregation: An alternative aggregation is to reduce the number of timeslots available in the agents. This could be done in a number of ways. 156



E.g. timeslots could be grouped in pairs such that there are 4 timeslots instead of 8. To ensure that the problem remains correct and a solution can be extended to the original problem, a protocol must be agreed, e.g. the first timeslot in the aggregated timeslot is always assumed for the meeting. By combining two meetings between the same agents, we reduce the number of public assignments from 82 = 64 (assuming 8 timeslots) to 7. Aggregating the timeslots will also help significantly reduce the number of public assignments. E.g. if an agent has 2 meetings, then using 4 instead of 8 timeslots means 16 rather than 64 public assignments. As with the other problems, the aggregations alter the problem such that we get an upper bound on the original problem.



8.3



Experiments



To evaluate aggregation we perform experiments on random DisCOPs and the supply chain coordination problems. In each problem domain, we consider the trade-offs between aggregation and solution quality.



8.3.1



Random DisCOP



To examine some general properties we begin with random DisCOPs. We generate problems with 5 agents, each with 6 variables of domain size 3. The public variable probability is set to be 0.7 and the public link density is 0.2. This will result in many public variables and a densely connected network of agents. The remaining parameters are: tightness = 0.5; and private link density = 0.5. For each problem instance we perform 5 aggregations, restricting the number of public variables allowed in each agent to be x, where x ∈ {1, 2, 3, 4, 5}. We then solve each of the aggregated problems and the original problem using A DOPT CA including the interchangeability techniques from Chapter 5 and the TREE-PRIORITY-2 relaxation from Chapter 7. Figure 8.3 shows the % distance between the cost of the optimal aggregated solution and the optimal solution to the original problem. As expected, the more 157
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Figure 8.3: Aggregations on random DisCOPs – distance of solution found to optimal solution of original problem. 1 public variable allowed is the most aggregated problem; 6 public variables allowed is the original problem. 1e+006
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Figure 8.4: Aggregations on random DisCOPs – performance metrics. 1 public variable allowed is the most aggregated problem; 6 public variables allowed is the original problem.



aggregated the problem is, the further the solution found is from the optimal. When all public variables are aggregated to a single public variable, the optimal cost was more than double the optimal cost of the original problem. However, the smallest aggregation only added 6% to the optimal cost. Figure 8.4 shows the number of NCCCs and the number of messages for solving each of the aggregated problems and the original problem. In both we can see clear trends, with less 158
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Figure 8.5: The supply chain coordination problem can be aggregated by combining periods of the planning horizon. In a 6 period planning horizon, we compare no aggregation, with aggregating 2,3 and 4 periods. Significant performance improvements can be gained at the expense of a small drop in solution quality. computation and communication required the more the problem is aggregated. In fact, by reducing the number of public variables allowed in each agent from 6 to 4, there are over an order of magnitude fewer constraint checks and almost an order of magnitude fewer messages. From these results we can see the clear tradeoff that exists when performing aggregation. The more aggregation in the problem, the quicker we can find a solution. However, less aggregation leads to more accurate solutions. The actual amount of the tradeoff depends on the exact characteristics of the problem being solved (e.g. constraint costs, tightness, density etc.), but these experiments on general random DisCOPs give some indicative measures.



8.3.2



Supply Chain Coordination



While random DisCOPs are useful for demonstrating the pros and cons of aggregation, the supply chain coordination problem is a more realistic application. In Section 8.2.2, we described 3 different aggregations for the SCC problem. Here, we will experiment using one of those – planning horizon aggregation. The plan159



ning horizon is a particularly appropriate candidate for aggregation because of the nature of the application. When generating delivery and production plans we are primarily interested in the near planning horizon. We can simplify the problem and at the same time maintain quality in the schedules if we just aggregate periods that are towards the end of the planning horizon. We perform a series of experiments using a 10 agent, 4-tier supply chain (topology T 1 in Appendix B). In our experiments, we consider a planning horizon of 6 periods. We then compare 4 different aggregation scenarios: no aggregation; aggregate last 2 periods; aggregate last 3 periods; aggregate last 4 periods. We solve the problem using A DOPT CA including the interchangeability concepts from Chapter 5, and also the domain reduction preprocessing algorithm that is described in Chapter 9. The scenario we consider does not contain symmetries and the topology of the supply chain network is a tree, so the techniques from Chapters 6 and 7 are not used. A cutoff of 10,000 seconds is employed. In Figure 8.5, we show results comparing the trade-off of execution time and solution quality. The more aggregation that is used, the further we get from the optimal solution. The most aggregated problem is on average approximately 6% away from the optimal cost, however, it can be solved over two orders of magnitude quicker than when no aggregation is used. Furthermore, it should be noted again that for the aggregated problems the additional cost is always incurred in schedule changes towards the end of the planning horizon (i.e. in the aggregated periods). If a ‘rolling horizon’ approach is adopted, the model can be re-executed in each period, and then more accurate decisions can be made for the aggregated periods as they become closer in the horizon, and so not all of the additional costs may actually be incurred in reality. Thus, we see the benefit of the controlled reformulation that aggregation allows.



8.4



Discussion



The aggregation technique discussed in this chapter allows the size of the public search space to be reduced in a controlled manner. By combining selected public variables or their domain values it is possible to simplify DisCOPs such that 160



solving the aggregated problem results in a solution that is an upper bound on the optimal solution of the original problem. Aggregation is essentially a problem reformulation technique. As such, it can be used with any DisCOP algorithm. Aggregation can also be used for simplifying DisCSP problems. Any solution found to an aggregated DisCSP is a solution to the original DisCSP as well. However, if no solution is found to the aggregated DisCSP, then we have not gained any new information, i.e. we do not know whether or not a solution exists for the original problem in this case.



8.5



Summary



As the number and domain size of public variables increases, the public search space in DisCOPs with complex local problems increases exponentially. In this chapter, we have presented a problem aggregation technique that combines public variables in order to reduce the size of the public search space. By aggregating variables and adding constraints to the new aggregated variables it is possible to reformulate a DisCOP into a problem that is easier to solve, and which any solution found is guaranteed to be a feasible solution to the original problem, with a cost that is an upper bound on the optimal cost of the original problem. Through experimentation on random DisCOPs and the supply chain coordination problem, we demonstrate how it is possible to reduce solving time by orders of magnitude, but at the expense of solution quality. However, the reduction in solution quality can be justified in some applications if the variables that are aggregated (and which incur additional costs) are less important to the current solution. E.g. in the SCC problem, when scheduling over a long planning horizon, periods in the far future are less relevant for todays planning and so can be aggregated with less negative consequences, and so the performance improvements gained may be worth the drop in solution cost. Aggregation is particularly useful for very large and complex DisCOPs, giving complete control over: (i) how problems are simplified; and (ii) where additional costs may be incurred.
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Chapter 9 Public Assignment Domain Reduction 9.1



Introduction



In Chapter 5, we identified the number and domain size of public variables as key factors in determining the search effort required to solve DisCOPs with complex local problems. By reducing the number of public assignments that are considered by each agent, we reduce the public search space and the time required to find an optimal solution. In this chapter, we investigate preprocessing algorithms that reduce the domain of public assignments in each agent by propagating information between agents that is relevant for the assignments of the public variables. This information allows many infeasible and dominated public assignments to be pruned from the search space. The algorithms we present here are problem specific; however, we argue that as a general principle such algorithms should be considered for all DisCOPs with complex local problems. The structure of this chapter is as follows. In Section 9.2 we describe the importance of domain reduction techniques for DisCOPs with complex local problems, and present algorithms for use with the SCC and MEB problems. We evaluate these algorithms in Section 9.3. We discuss the techniques further in Section 9.4, and finally, we summarise in Section 9.5. 162



9.2



Domain Reduction for Complex Local Problems



The number of public assignments that an agent in a DisCOP has to consider during search is du , where u is the number of public variables and d is the average domain size of those variables. In other words, there is a public assignment for each combination of assignments to the public variables. As shown in Chapter 5, the size of the domain of public assignments is strongly related to the amount of search required to solve a DisCOP with complex local problems. This is because, for each public assignment, the agent has to consider both the local and global costs incurred by that assignment. The number of public assignments can be reduced if the agent has private constraints that result in some assignments being infeasible. E.g., in meeting scheduling, an agent cannot schedule two meetings at the same time, therefore, public assignments that break this constraint are infeasible. Another example is in the supply chain coordination problem, where leaf agents have a fixed availability of components, which may make some delivery schedules of products to other agents infeasible. In these cases, it is local intra-agent constraints that result in the infeasible assignments, and so the agents’ local solver can handle this using standard consistency mechanisms. However, in distributed problems the other agents in the problem also play a big role in what public assignments are feasible. Therefore, agents could benefit by propagating between each other information that is relevant for the search. In the case of DisCOPs with complex local problems, we particularly want to propagate information that can lead to a reduction of the number of public assignments that have to be considered by each agent. In this section, we propose propagation algorithms for the supply chain coordination and minimum energy broadcast problems. These algorithms are specific for the problem domains that they execute in and are run prior to starting the distributed algorithm. Their objective is to reduce the domain of public assignments in each agent. While the algorithms are not general, we argue that the principle of using such algorithms when solving DisCOPs with complex local problems is important. We will demonstrate that simple specialised propagation algorithms can significantly reduce the public search space and should be used when possible. 163



9.2.1



Supply Chain Coordination



To demonstrate how propagation can be used in the SCC problem, we return to the example from Section 8.2.2. This supply chain has a single root agent M producing 2 products, and three agents S1, S2 and S3 supplying it with 4 components. Through problem aggregation, we had succeeded in reducing the number of public assignments (delivery schedules) of M down to 592, 704. We can further reduce the number of delivery schedules to be considered, through introduction of a propagation phase prior to search. For the leaf agents, several product delivery schedules may be infeasible. E.g. unless they have a large opening inventory they may not be able to deliver all batches in the first period. For the root agents, several component delivery schedules may be dominated. E.g. it is not profitable for the root to order components if there is a lack of demand for the products that are made from these components; if there is greater than a single batch left over at the end of the horizon, there is guaranteed to be a better solution with one less batch (this is assuming a linear cost model, i.e. no economies of scale). By propagating component availability and product demand information across the system, affected agents can reduce their public assignment domains. Algorithm 9.1 can be used to perform this propagation. Propagation of product demand information begins at the root agent (line 6), and travels down through the supply chain network. Propagation of component availability information begins at the leaf agents (9) and propagates up through the supply chain. We first consider the propagation on component availability. The leaf agent first calculates κjkt , which is the total number of batches of component i that are delivered by each supplier k up to period t (8). The agent can then calculate γit , which is the maximum number of each product it can produce up to period t based on component availability (12). Next the agent calculates the maximum number of batches it can deliver by consider existing product inventory, daily factory capacity and product manufacturing time; the minimum of this and γit is an upper bound on the number of batches it can deliver for product i for each period t of the planning horizon, κikt (13). This bound constrains its delivery schedules with customers (14). The upper bound on batches for each period can then be propagated up the 164



Algorithm 9.1: Propagation algorithm for SCC problem 1 init() 2 P D = {ak : ∀ak ∈ A∃i : Dik = 1 → ak ∈ P D}; 3 P U = {ak : ∀ak ∈ A∃j : Sjk = 1 → ak ∈ P U }; 4 if isRoot() then P p 5 forall i do ∀t∀kλikt = ∀t0 ∈t..H Oikt 0; 6 propagateDown(); 7 8 9 10 11 12 13 14 15 16 17
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if isLeaf () then P c forall j do ∀t∀kκjkt = ∀t0 ∈1..t Ojkt 0; propagateU p(); sendPropagateUp() forall i do  P P ∀tγit = b Ii0 + ∀k ∀j (κjkt × sj ) /Bij c;    P C −v ∀t∀kκikt = min Yi0 + t0 ∈1..t t0li i , γit /si ; P P p ∀t t0 ∈1..t ∀k Oikt 0 ≤ κikt ; forall ak ∈ N do if Dik == 1 then send P ROP AGAT E U P (κikt ) to ak ; sendPropagateDown() forall j do  P P ∀tλP jkt = d P ∀k ∀i λikt0 si Bij /sj e; c ∀t t0 ∈t..H ∀k Ojkt 0 ≤ λjkt ; forall ak ∈ N do if Sik == 1 then send P ROP AGAT E DOW N (κit ) to ak ; receivePropagateUp(a k , κjkt ) P c ∀t t0 ∈1..t Ojkt0 ≤ κjkt ; P U ← P U \ ak ; if (!isRoot() and P U == ∅) then sendP ropagateU p(); receivePropagateDown(a k , λikt ) P p ∀t t0 ∈t..H Oikt 0 ≤ λikt ; P D ← P D \ ak ; if (!isLeaf () and P D == ∅) then sendP ropagateDown();
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supply chain network to all customers of the leaf agent (17), who can add an additional constraint to their model (26). Once an agent has received propagation messages from all of its suppliers (28), it can then calculate its own upper bounds on product availability and pass this information on to its customers. This process continues until information reaches the root agent. We can also propagate information down the supply chain. The supply chain will never benefit from the root receiving more batches for a component than it needs to produce its expected demand from external customers. If we consider each period t0 in turn and then just look at future demand from t0 to the end of the horizon H, we can determine the maximum number of batches that the root agent will need to deliver during that window, λikt (5). By using the bill of materials and summing over all customers, the maximum number of component batches required by the agent can also be calculated, λjkt (20). The root can add a constraint to its model (21), thus pruning public assignments that are dominated and can never be part of an optimal solution. These upper bounds can be propagated to suppliers of the root (24), who can add a similar constraint to their model (30). When an agent has received propagation messages from all of its customers (32), it then performs its own calculations on component demand and passes this information down the supply chain. This process terminates when the propagated information has reached all leaf agents. In our example, let us assume that each leaf agent has no opening invens tory and can manufacture half of a batch size ( 2j ) in each period. The maximum number of batches that the leaf agent can deliver in each period is then {0, 1, 1, 2, 2, 3, 3, 4, 4, 5, 5, 6}. If the product demand is such that the root agent also requires half of a batch size in each period to meet its demand, then the maximum number of batches that the root requires over the planning horizon is {6, 6, 5, 5, 4, 4, 3, 3, 2, 2, 1, 1}. Taking these two constraints into account, the domain of public assignments for the root agent is now 46,656. It is worth emphasising that all of the public assignments (and their corresponding local solutions) that we have pruned are strictly dominated, i.e. they could never be part of an optimal solution. This pre-propagation phase could be seen as a partial and loose form of k-consistency. We consider sets of variables of 166



size ≤ k, where k = planning horizon. We add sum constraints (14,21) over these sets, and propagate between agents the bounds to be used in the constraints. In this particular case, the propagation is limited to follow the supply chain topology, with the bounds calculated in line 13, propagated up the supply chain from leaf agents to the root, and the bounds calculated in line 20 propagated in a similar manner in the opposite direction. The number of messages required depends on the topology of the network. Agents send one message to each supplier and one message to each customer (excluding external suppliers and customers). No neighbour can be both a supplier and a customer, therefore in the worst case an agent will have to send m − 1 messages, where m is the number of agents. This means that the maximum total number of messages is m × (m − 1). This will happen if all agents are connected to all other agents, and so the topology is ordered in a chain.



Algorithm correctness In Algorithm 9.1, we assume a supply chain that contains no circular delivery patterns, i.e. the agents can be ordered into tiers such that agents only deliver components to agents higher up in the supply chain topology. Using the model defined in Figure 3.5 in chapter 3, we can prove the correctness of the algorithm. The structure of the costs in this model allow us to state the following lemma. Lemma 9.2.1 For all agents, for any set of delivery schedules that result in greater than one batch size of a particular component left in inventory at the end of the horizon, there exists an alternate and lower cost set of schedules with one less batch of that component delivered.



We now prove correctness by showing that the domain bounding only removes infeasible or dominated solutions. Theorem 9.2.1 shows that the bounds derived from component availability are correct, while Theorem 9.2.2 shows that the bounds derived from product demand are correct.
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P P p Theorem 9.2.1 (i) For all products i of agent aa , ∀t t0 ∈1..t ∀k Oikt 0 ≤ κikt ; (ii) P P c For any agent ab receiving component j from aa , ∀t t0 ∈1..t ∀k Ojkt0 ≤ κjkt .   P C −v Proof κikt is the minimum of Yi0+ t0 ∈1..t tl0i i /si and γit /si (Alg. 9.1, ln. 13).    P P P Ct0 −vi p Consider the first part: ∀t O ≤ Y + /si . For i0 t0 ∈1..t ∀k ikt0 t0 ∈1..t li all non-root agents, the quantity delivered must match the number of orders, i.e. P P p p qit = si × ∀k Oikt (Fig. 3.5,Eqn 3.12), which means ∀k Oikt = qit /si and so:    P P Ct0 −vi ∀t /si . Next, we simplify the equation t0 ∈1..t qit0 /si ≤ Yi0 + t0 ∈1..t li   P P Ct0 −vi  0 by multiplying both sides by si : ∀t . We t0 ∈1..t qit ≤ Yi0 + t0 ∈1..t P li then replace qitwith Yit−1−Yit+mit , from Fig. 3.5,Eqn 3.16: ∀t t0 ∈1..t (Yit0 −1 − P Ct0 −vi  Yit0 + mit0 ) ≤ Yi0 + t0 ∈1..t li . Next, we replace mit0 with the maximum possible number of products i that could be manufactured in any period t0 , i.e. the capacity lessthe setup time divided required tobuild a single product:  by the time P P Ct0 −vi C −v  ≤ Yi0 + t0 ∈1..t t0li i . Then, if we expland ∀t t0 ∈1..t Yit0 −1 −Yit0 + li the sum over the inventories, we get the series Yi0−Yi1 +Yi1 −Yi2 +· · ·+Yit−1 −Y  it , P Ct0 −vi ≤ which reduces to Yi0 − Yit ; this gives us: ∀t Yi0 − Yit + t0 ∈1..t li   P C −v  Yi0 + t0 ∈1..t t0li i ; which is clearly true. Next, we consider the second case:  P P P P p O ≤ b Y + (κ ×s ) /Bij c. We replace κjkt with ∀t 0 0 i0 jkt j t ∈1..t ∀k ikt ∀k ∀j the number of batches ordered for each component, as this is what κjkt is derived  P P P P P p c (O × s ) /Bij c; the O ≤ b Y + from: ∀t 0 0 0 0 j i0 jkt ∀k ∀j ∀t ∈1..t t ∈1..t ∀k ikt right hand side calculates the total number of available components and divides it by the bill of materials, which gives the maximum number of products that can be produced using these components. Clearly, the agent cannot deliver more p products than it can produce so this equation is true. Finally, since all orders Oikt c of agent aa must be equal to the corresponding orders Ojkt in agent ab , part (ii) of the hypothesis is also true. 2 P P c Theorem 9.2.2 (i) For all agents aa , ∀t t0 ∈t..H ∀k Ojkt 0 ≤ λjkt ; (ii) For any P P p agent ab supplying product i to aa , ∀t t0 ∈t..H ∀k Oikt0 ≤ λikt . Proof λjkt is derived from the sum over all λikt , i.e. the demand for component P P c j is the sum of the demand for all products i (line 20): ∀t t0 ∈t..H ∀k Ojkt0 ≤ 168



 P P 0 si Bij /sj )e. λikt is in turn derived from the sum over all product d λ ikt ∀k ∀i orders in the future horizon, i.e. from period t to the end of the planning horizon  P P P P P p c (line 5): ∀t O s ≤ d O s B sj e. Con0 0 0 0 j i ij jkt ikt t ∈t..H ∀k ∀t ∈t..H ∀k ∀i sidering batch sizes and the bill of materials, the right hand side evaluates to the maximum number of batches for component j in this future horizon. According to lemma 9.2.1, any set of schedules that result in greater than a batch size over this are dominated so can safely be ignored, therefore this is correct. Finally, since p c all orders Ojkt of agent aa must be equal to the corresponding orders Oikt in agent ab , part (ii) of the hypothesis is also true. 2



9.2.2



Minimum Energy Broadcast



Figure 9.1: Example minimum energy broadcast problem. The number of public assignments of an agent in the MEB problem is 3n × h, where n is the number of neighbours and h is the size of the hop count variable. The domain of the hop count variable is the number of devices in the network. 169



This is required, because it is possible that the broadcast tree formed is a chain and so each agent will have a different and unique value from the hop count domain. Private constraints in the agent reduce the number of public assignments that have to be considered, e.g. each agent can have at most one parent in the broadcast tree. However, the number of public assignments, and therefore the public search space is still quite large. While this formulation is necessary, it is inefficient in that it produces many unnecessary public assignments. Consider the example in Figure 9.1, where the source device is a9 . Given our vantage point of viewing the entire network, we can make some observations. First, we consider the hop count variables. The hop count variable of agent a7 must take a value between 2 and 4. This is because if you take any path from a9 to a7 there are at least 2 hops (a9 − a6 − a7 ) and at most 4 hops (a2 − a1 − a6 − a4 − a7 ). We can make similar observations about all the other agents, e.g. for agent a2 , the hop count variable must be between 3 and 5. Next, we consider the relationship variables. If we look at agent a1 , we can see that it is the root of a subtree consisting of agents a1 , a2 , a5 and a10 . This means that all paths from the source node to a2 , a5 and a10 must go through a1 . Therefore, a1 can never be the child of its neighbours a5 and a10 . Also, a1 must be the parent of at least one of a5 and a10 . For some agents, a2 and a8 , there is only one path to the source node. Therefore, we know that a10 must be the parent of a2 and a3 must be the parent of a8 . These facts are straightforward to deduce from looking at the overall network. Unfortunately, the agents only have a local viewpoint so are not aware of this additional information. Thus, our objective is to create an algorithm that can propagate this information among the agents, allowing them to reduce the domain of their hop count and relationship variables, and so reducing the number of public assignments that have to be considered by the distributed search algorithm. Algorithm 9.2 presents a propagation algorithm for the MEB problem. Each agent ai maintains two sets: P – neighbours that are on a path to the source device; and E – neighbours that are on all paths to the source device. Initially P is empty and E contains all neighbours, Ni (line 2). Each agent also maintains a minimum
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Algorithm 9.2: Propagation algorithm for MEB problem 1 init() 2 P ← ∅; E ← Ni ; 3 hmin = n; hmax = 0; 4 if isSource() then 5 hmin = 0; 6 sendP ropagate(∅); 7 8 9 10 11 12



13 14 15 16 17 18 19 20 21 22 23 24 25



sendPropagate(V ) V ← V ∪ {ai }; forall aj ∈ R do if aj ∈ / V then send PROPAGATE(ai , V ) to aj ; E ← E \ {aj }; receivePropagate(aj , V ) if aj ∈ / P then P ← P ∪ {aj }; if |V | < hmin then hmin = |V |; if |V | > hmax then hmax = |V |; sendP ropagate(V ); boundDomains() Dh ← {hmin ..hmax }; forall aj ∈ Ni do if aj ∈ P then if |P | == 1 then DRj ← {2}; else if aj ∈ E then DRj ← {0, 2}; else DRj ← {0, 1};



and maximum value that the hop count variable can take (3). The source node of the network begins the propagation by calling the sendP ropagate method (6). This method takes as input V , the list of agents through which this propagation message has passed through. The current agent ai is added to the list (8). Then, a propagate message containing the updated list is sent to all neighbouring agents that are not already in the list (11). Agents that the message are sent to are removed from E, as there now exists at least one path from ai to the source node (i.e. V ) that does not include these agents (12). 171



When agent ai receives a propagate message from agent aj , it performs a number of steps. First, it can add aj to P because it knows there is a path to the source through aj (14). The number of agents that are in V is the hop count of that path to the source. Therefore, if the path is shorter than the shortest previously known path, it can update hmin (15). If the path is longer that the longest previously known path, it can update hmax (16). Finally, it calls the sendP ropagate method to pass on the path to its neighbours. The propagation algorithm terminates when the network reaches a quiescent state. In our implementation we define this to be a fixed number of cycles where no messages are received from other agents. On reaching this point, the boundDomains method can be called to reduce the domains of the public variables of the agent, making use of the information that has been propagated through the network. The hop count variable has its domain restricted to be a value between hmin and hmax (19). There are a number of rules that apply to the relationship variables. For each neighbour aj , update the domain of its corresponding relationship variable Rj : (i) if there is a path to the source through aj , then, if that is the only path ai must be the child of aj (22), otherwise, if all paths go through aj then ai can never be the parent of aj (23); (ii) if there is no path to the source through aj , then ai can never be the child of aj (25). A negative aspect of this algorithms is that the message complexity can be high in the worst case. If the network is fully connected, then there is a path from the source device to each other device through all possible combinations of all other devices. More formally, if there are m devices in a fully connected network, then device ai can be reached through all orderings of the m − 2 other devices (excluding the source device, which is always first in the path). Each path in such a network requires m − 1 messages, therefore, there are (!(m − 2)) × (m − 1) = !(m − 1) messages in the worst case scenario. The message complexity of this algorithm means that care should be taken when using it. However, in the networks that we have experimented with, it has proved to be a useful and efficient algorithm for reducing the public assignment domain of the agents in the MEB problem.
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Algorithm correctness For the domain reduction techniqes to be correct, it is necessary for the algorithm to generate a sequence of messages for each possible unique path through the network. This is proven in Theorem 9.2.3. Theorem 9.2.3 There is one sequence of propagation messages for each unique path through the network. Proof We prove this by induction. Base case: the statement is true for a network conisting of only 2 interconnected nodes, a1 and a2 , where a1 is the source node of the broadcast tree. The source node a1 will send a PROPAGATE message to a2 (lines 6 and 11). This message sequence will terminate with just this single message because a2 has no neighbour not already included in the PROPAGATE message (10). But clearly, the path a1 − a2 represents all unique paths through the network, so the base case is true. Inductive case: if the statement is true for a network of size n, then it is still true if we extend the network to n + 1 nodes. Adding node an+1 means that all neighbours of an+1 will forward on to it the PROPAGATE messages that they have received for the network of size n (11). This is because an+1 was not in the network of size n, and so none of the messages will already contain an+1 (10). Therefore all paths from the source a1 to an+1 through the neighbours of an+1 , where an+1 is the leaf node will be considered. Furthermore, if any of these paths do not contain all neighbours of an+1 , then an+1 will forward the message to these neighbours (11), and so all paths through an+1 will also be generated. 2 Given that Theorem 9.2.3 is correct, Theorems 9.2.4, 9.2.5, 9.2.6 and 9.2.7 prove that each of our domain reduction techniques are also correct.  Theorem 9.2.4 ∀ai ∈ A∀aj ∈ Ni (aj ∈ P ∧ |P | == 1) ⇒ DRj ← {2} Proof Any neighbour of ai that sends it a PROPAGATE message is added to P (line 14). This means that all neighbours that are on path to the source are included 173



in P . Therefore, if |P | == 1, then only one neighbour of ai is on a path to the source, thus this agent must be the parent of ai in the broadcast tree, i.e. Rj = 2. 2 Theorem 9.2.5 ∀ai ∈ A∀aj ∈ Ni (aj ∈ E ∧ aj ∈ E) ⇒ DRj ← {0, 2}







Proof Initially, all neighbours are assumed to be on all paths to the source device (line 2). Any neighbour aj that is not in a received PROPAGATE message is removed from E, as now there exists at least one path to the source without aj (12). One sequence of propagation messages will be generated for each unique path through the network, and at the end of the algorithm only the neighbours that were in all received PROPAGATE messages will remain in E. Therefore, if aj ∈ E, then aj can never be the child of ai in the broadcast tree and the value 1 can be removed from the domain of Rj , i.e. DRj ← {0, 2}. 2 Theorem 9.2.6 ∀ai ∈ A∀aj ∈ Ni (aj ∈ / E ⇒ DRj ← {0, 1}) Proof Any neighbour of ai that sends it a PROPAGATE message is added to P (line 14). This means that all neighbours that are on path to the source are included in P . Therefore, if a neighbour aj is not on a path to the source, aj ∈ / P , this agent can never be the parent of ai in the broadcast tree, and the value 2 can be removed from the domain of Rj , i.e. DRj ← {0, 1}. 2 Theorem 9.2.7 ∀ai ∈ A(hmin ≤ χ ≤ hmax ), where (h, χ) is the assignment to the hop count variable h of agent ai in the minimum energy broadcast network. Proof In a network of size n, hmin and hmax are initialised to n and 0 respectively (line 3), except for the source node where hmin = 0 (5). The values of hmin and hmax are only modified if a PROPAGATE message is received. Case 1: ai is the source node. Since the source receives no message, then 0 ≤ χ ≤ 0 for the source, i.e. the hop count variable of the source is always 0 which is correct. 174



Case 2: ai is not the source node. If there is a shorter path to ai , then according to Theorem 9.2.3 a PROPAGATE message will be received by ai detailing this path. However, if a PROPAGATE is received with a shorter path, then |V | < hmin and hm in is updated (line 15). Similarly for hmax , if there is a longer path to ai , then a PROPAGATE message will be received and since |V | > hmax , hmax is updated to its correct value ( 16). 2



9.3



Experiments



We evaluate the propagation algorithms on the SCC and MEB problems. The experiments consist of two phases. First, we run the propagation algorithm and record the number of messages sent and the percentage reduction of the public search space. Second, we run A DOPT CA (which includes the interchangeability concepts from Chapter 5) using the original (N O P ROP) and reduced (P ROP) search spaces, and record the computation and communication effort required.



9.3.1



Supply Chain Coordination



To evaluate our solving approach to the supply chain coordination problem, we perform a case-study varying the number of agents in the supply chain. We perform a series of experiments using 3, 6 and 10 agents, which correspond to 2,3 and 4-tier supply chains based on topology T 1 in Appendix B. We consider a 4 period planning horizon. A cutoff of 10,000 seconds is used and our results are averaged over 20 problem instances. In Figure 9.2 we examine the performance of the pre-propagation algorithm and the effect it has on the public search space. As the number of agents increases more messages are exchanged in the algorithm. It should be noted, however, that this number is small when compared to the number of messages required by search-based DisCOP algorithms in general. Furthermore, this small exchange of messages allows significant pruning of public assignments, with up to 98% being pruned in the larger problem instances. 175
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Figure 9.2: Supply chain coordination. Pre-propagation reduces public search space, but the number of messages required by the propagation algorithm increases as the number of agents in the problem increases. The benefits of propagation can also be seen clearly in Figure 9.3, where we compare solving the problems with and without propagation. For problems with 3 agents the problems are solved on average almost 2 orders of magnitude quicker when the propagation algorithm has been used. For more than 3 agents, the problem cannot be solved without propagation. Thus, we can see that the preprocessing algorithm is essential for larger SCC problem instances.



9.3.2



Minimum Energy Broadcast



We perform similar experiments on the MEB problem. Problems were generated by placing between 4 and 12 devices randomly in a 150 × 150 meter area. Devices can broadcast to a maximum of 30 meters and a standard radio propagation model is used. We also reuse the TREE-MEB-RELAX relaxation from Chapter 7 on all experiments. Results are averaged over 20 problem instances. 176
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Figure 9.3: Supply chain coordination. Executing the propagation algorithm prior to search enables significantly quicker problem solving. For greater than 3 agents the problem cannot be solved without propagation.



The results for the pre-propagation can be seen in Figure 9.4. We can see that the number of messages exchanged between the agents increases exponentially as we add more devices to the network. The average number of messages exchanged for the largest of the problems is still relatively small (1507 messages), but this could potentially cause problems in larger networks. However, the benefits, from the pre-propagation algorithm are also very significant. As the number of devices in the network increases, so too does the % reduction in the public search space. Approximately 83% reduction is achieved in the smallest networks and this rises to over 92% for networks with 12 devices. Therefore, if it is feasible to run the propagation algorithm, it is worth doing it. In Figure 9.5 we show the number of NCCCs and the number of messages exchanged when solving the problems both with and without the propagation algorithm. Both graphs show similar trends, with a consistent reduction in constraints checks and messages. This demonstrates clearly the benefits of using the propa177
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Figure 9.4: Minimum energy broadcast. Pre-propagation reduces public search space by reducing the domain of public assignments in each agent. However, the number of messages required by the propagation algorithm increases exponentially as we add more devices to the network. gation algorithm, as there are significant savings with average reductions of over 68% NCCCs and over 52% in messages exchanged.



9.4



Discussion



Domain reduction based on logical inference and propagation is a key aspect of constraint programming. In the case of DisCOP with complex local problems this is also true, and we have demonstrated how preprocessing propagation algorithms can be written for two problem domains that greatly reduce the size of the public search space. The key idea behind this work is that when dealing with complex local problems, the propagation algorithms should aim to reduce the domain of public assignments of the agents. This can be done using knowledge of the problem domain and the relationships between agents. 178



1e+007



1e+006



1e+006



100000



100000



messages



non-concurrent constraint checks



1e+007



10000



10000



1000



1000



PROP NOPROP



100 4



6



8 number of devices



10



PROP NOPROP



100 12



4



(a)



6



8 number of devices



10



12



(b)



Figure 9.5: Minimum energy broadcast. The pre-propagation algorithm significantly reduces messages and constraint checks when solving the problem. The propagation algorithms presented in this chapter are stand-alone algorithms that are executed prior to running a DisCOP algorithm to solve the distributed problem. Thus, they are relevant for all DisCOP algorithms. The propagation techniques are also relevant for DisCSP. While some existing work has proposed general propagation methods for DisCSP, none considers complex local problems. It is possible that many DisCSP problem domains with complex local problems could also benefit from specialised propagation algorithms that are focused on reducing the domain of public assignments.



9.5



Summary



Propagation and other domain reduction techniques are central concepts of constraint programming. In DisCOPs with complex local problems, we are particularly interested in reducing the domain of public assignments that have to be considered as this allows us to prune parts of the public search space. In this chapter, we have investigated the benefits of using problem specific propagation algorithms that enable public assignments to be removed from agents’ domains. We have demonstrated that by implementing propagation algorithms for the supply chain coordination and minimum energy broadcast problems, we can take advantage of problem specific features and the relationships between public 179



variables. Our results show that over 90% reduction in the public search space can be achieved in both problem types. While general consistency mechanisms have previously been proposed for distributed constraint algorithms, we argue that greater domain reduction can be achieved using problem specific algorithms. Furthermore, we argue that as a general principle, it is worth considering such algorithms for any DisCOP with complex local problems.
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Chapter 10 Conclusions and Future Work 10.1



Introduction



In this dissertation, we have investigated distributed constraint optimisation with complex local problems. By analysing the distinct structure of such problems, and by developing algorithms and modelling techniques that are based on exploiting this structure, we have extended the range of problems that can be effectively tackled using DisCOP algorithms. We have proposed techniques for handling DisCOPs with complex local problems based on interchangeability, symmetry, relaxation, aggregation and domain reduction. We have experimentally evaluated these methods by extending the A DOPT DisCOP algorithm and applying it to a number of different problem domains. In this, the final chapter of the dissertation, we begin by discussing our contributions in Section 10.2. We then discuss the limitations to our work in Section 10.3. There are several ideas for future work that emerge from this dissertation, and these are outlined in Section 10.4. Finally, in Section 10.5, we conclude. 181



10.2



Contributions



Most algorithms for solving distributed constraint optimisation problems assume only a single variable per agent. This restriction has been an impediment to practical applications of DisCOP, since few problems naturally fit into that framework. In this dissertation we propose a number of advances in this field that enable more efficient handling of DisCOP with complex local problems (multiple variables). All of these advances are based around a single basic idea: DisCOPs with complex local problems have a distinct structure, with private and public search spaces linked by public variables; by examining this structure and by developing algorithms that take it into account we can more efficiently deal with complex local problems in DisCOP. From this basic idea, we develop the dissertation around five key ideas that we believe could be considered as a recipe for dealing with complex local problems. That is, when solving a DisCOP with complex local problems, each of the following five steps should be considered: 1. Exploit interchangeable local assignments. Many of an agent’s local assignments may be equivalent with respect to all or some other agents in the DisCOP. Efficient DisCOP algorithms should take this into account using the techniques described in Chapter 5. 2. Break local symmetries. If an agent’s local problem contains symmetries, they should be broken to reduce the amount of local computation that is required. If symmetrical local solutions may not be symmetric for the other agents in the problem, then the symmetry breaking technique described in Chapter 6 can be used. 3. Generate lower bounds by relaxing inter-agent constraints. Relaxing the constraints between agents can reduce the public search space and can allow lower bounds on solution costs to be found that allow an optimal solution to the original problem be found with less search effort. In Chapter 7 we demonstrate both general and problem specific relaxations for DisCOPs with complex local problems. 182



4. Simplify the problem through aggregation. When appropriate, DisCOPs with complex local problems can be simplified by combining or aggregating the public variables of agents. This can require modification of the interand intra-agent constraints such that the solution found to the aggregated problem is an upper bound on the cost of the optimal solution of the original problem. Examples of this technique are given in Chapter 8. 5. Use preprocessing algorithms to reduce the domain of public assignments. Agents in DisCOPs with complex local problems may have to consider large numbers of public assignments. In Chapter 9 we demonstrate that propagating information relevant to the public variables of the agents can result in significant reductions in the search space. In the remainder of this section, we provide a more comprehensive summary of our contributions. In Chapter 3 we proposed two new benchmark problems for distributed constraint optimisation – supply chain coordination and minimum energy broadcast – where agents have multiple variables. By introducing these new domains we provide new practical challenges through which DisCOP with complex local problems can be investigated. Because most DisCOP algorithms consider only a single variable per agent, to handle DisCOPs with complex local problems, either the algorithm definitions have to be explicitly extended, or the problems must be transformed to contain one variable per agent using one of two standard transformations: decomposition – for each variable in each local problem, create a unique agent to manage it; and compilation – compile the local problem down to a single variable whose domain is the set of all local solutions. In Chapter 5, we perform the first comparison of these problem transformation methods when applied to DisCOP. Also in Chapter 5, we compare the methods to new algorithms based on the first of our techniques that exploit problem structure. In DisCOPs with complex local problems, each agent has public (connected with other agents) and private (not connected with other agents) variables. Only the public variables affect the costs incurred by other agents, therefore algorithms should distinguish between 183



the public and private search spaces. Using this reasoning, in Chapter 5 we identify two forms of interchangeability prevalent in DisCOPs with complex local problems: (i) full-interchangeability – local assignments of an agent ai that have identical assignments to the public variables are interchangeable with respect to all other agents in the problem, therefore the private search space should be explored to only find one optimal local assignment for each combination of assignments to public variables of ai ; and (ii) sub-neighbourhood interchangeability – local assignments of ai that have identical assignments to a subset of the public variables that have constraints with a subset S of the neighbours of ai are interchangeable with respect to S, therefore it is possible to infer that these assignments incur identical costs for all agents in S. By exploiting these interchangeabilities, we reduce the search space of the problem, we improve the basic compilation method, and we develop A DOPT CA, a novel extension to the A DOPT DisCOP algorithm. We evaluate the effect of these techniques experimentally, comparing to the standard problem transformations. Our results show: (i) our improved compilation dominates the basic compilation, which is almost never competitive; (ii) A DOPT CA significantly outperforms another existing A DOPT extension, while also outperforming our improved compilation; (iii) all of our new approaches perform well as the size and complexity of each agents internal problem grows, and should be preferred to decomposition as long as the number and the domain size of the variables linked with other agents remains small. One goal of this dissertation is to harness the power of centralised solvers to handle agent’s local problems. The best performing algorithm of those we evaluated where agents use a centralised solver is A DOPT CA, and so that is the algorithm that we base the remainder of our research on. However, we identified the number of public assignments (which is dictated by the number and domain size of public variables) as a key factor in the performance of A DOPT CA. The number of public assignments determines (i) the size of the public search space and hence the communication load required between agents; and (ii) the number of distinct local assignments that have to be managed (i.e. one optimal local assignment for each public assignment), which influences the level of private search required. Some of the remaining techniques that we will discuss below are based
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on exploiting this knowledge and reducing the number of public assignments. In Chapter 6, we perform the first investigation of symmetry in DisCOP. In particular, we investigate local symmetries that just act on the variables and constraints of a single agent. We show that local symmetries are similar to the concept of weak symmetries in centralised problems that act only on a subset of the problem variables. By definition, symmetrical local assignments incur identical local costs for an agent. Therefore, we would like to only consider one assignment from each symmetrical set. However, if the symmetrical assignments have different assignments to the public variables, then they may cause other agents to incur different costs. To deal with this, we adapt a modelling approach introduced in [Mar05] that was used for breaking weak symmetries. We break symmetries in the agent’s local problem using standard techniques, thus reducing the private search space. However, we then generate all symmetrical assignments to the public variables as these are still required in the public search space. We have identified local symmetries in the supply chain coordination problem, applied our proposed symmetry breaking technique and have shown experimentally that large reductions in computation can be achieved when solving the agents’ local problems. In Chapter 7 we investigate relaxation methods that are beneficial for DisCOPs with complex local problems. In particular, we consider simplifying problems by removing and modifying inter-agent constraints. This has the effect of reducing the public search space, while producing lower bounds on costs that are valid for groups of local assignments. We have proposed A DOPT R ELAX, a novel relaxation framework that extends A DOPT CA. A DOPT R ELAX allows an arbitrary number of problem relaxations to be solved prior to solving the original problem. The lower bounds produced by the relaxations allow portions of the original search space to be pruned. We have proposed a number of general graph-based relaxations which remove inter-agent constraints. We have shown, through experimental analysis that A DOPT R ELAX can offer an order of magnitude speed-up, particularly where agents have significant local costs. We also demonstrated how problem specific relaxations can easily be implemented within our framework to provide further performance improvements While useful to speed up solving the original problem, solutions to relaxed 185



problems on their own provide no guarantee of solution quality. I.e. a solution to a relaxed problem may be infeasible or have a very high cost when applied to the original problem. In Chapter 8, we take the opposite approach and propose aggregation methods that simplify the DisCOPs such that an optimal solution to the aggregated problem is an upper bound on the optimal solution of the original problem, thus providing us with guarantees on solution cost. The aggregation technique that we propose works by combining public variables of an agent in order to reduce the public search space. We show how this technique is particularly appropriate for the supply chain coordination problem, where the most important scheduling decisions are left untouched while variables representing less important decisions get aggregated. Finally, in Chapter 9, we have investigated the benefits of using problem specific propagation algorithms that enable arbitrary reductions of the domain of public assignments in agents. Propagation and other domain reduction techniques have been successfully applied to many aspects of constraint programming. In DisCOPs with complex local problems, we are particularly interested in reducing the domain of public assignments that have to be considered as again this allows us to prune the public search space. We have demonstrated that by implementing propagation algorithms for the supply chain coordination and minimum energy broadcast problems, we can take advantage of problem specific features and the relationships between public variables. Our results show that over 90% reduction in the public search space can be achieved in both problem types. We also argue that as a general principle, it is worth considering such algorithms for any DisCOP with complex local problems. The techniques described in this dissertation have been applied to 4 different problem domains: meeting scheduling; random DisCOPs; minimum energy broadcast; and supply chain coordination. A summary of what techniques have been applied to what domain is provided in Table 10.1. Experiments in each chapter have provided evaluations of the benefit of applying individual techniques, but we have not evaluated all techniques on all problems. • Our evaluation of interchangeability was linked to comparisons with the decomposition problem transformation. The MEB and SCC problems have 186



Table 10.1: Application of techniques. Meeting Random MEB SCC Interchangeability Yes Yes Yes Yes Symmetry No No No Yes Relaxation Yes Yes Yes Yes Aggregation No Yes No Yes Domain Reduction No No Yes Yes



been omitted as they can not easily be modeled using decomposition because of the complex constraints that are required in each agent’s local problem. Note however that all experiments involving MEB and SCC use A DOPT CA, and therefore, interchangeabilities. • Local symmetry breaking has only been evaluated using the supply chain coordination problem, as this was the only domain that included obvious local symmetries. • No aggregation has been applied to the MEB problem because no obvious aggregation exists. Aggregation can be applied to the meeting scheduling problem, but its use is specific to problem instances and the requirements of agents involved in the instance, e.g. agents involved in two meetings with each other may or may not want to aggregate the meetings. Meeting problems could have been aggregated randomly, but this was unlikely to have provided any different insights than those gained from the random DisCOPs evaluations. • We did not identify any useful domain reduction algorithms for random DisCOPs and meeting scheduling. Therefore we could not apply this technique to these problems. To demonstrate the cumulative benefit of our techniques we show one final graph on supply chain coordination problem instances in Figure 10.1 (SCC is the only problem to make use of all 5 methods). In this experiment, we use a 6 agent supply chain corresponding to the top 3-tiers of topology T 3 in Appendix B, 187
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Figure 10.1: Cumulative results of scc problem in 6 agent, 3-tier supply chain. and we use a cutoff of 20,000 seconds. For SCC, interchangeability and domain reduction are required just to get any results in a reasonable time, even for just 6 agents. Beginning with these two, we then include aggregation (from 6 period to 4 period horizon), symmetry and relaxation techniques in turn. In this scenario, symmetry only results in a small improvement, as only a little symmetry occurs in this topology; however, aggregation and relaxation both result in very large reductions in execution time. From this, we can clearly see how the execution time is reduced as each new approach that exploits problem structure is added. All the contributions summarised in this section thus provide the support for our thesis: In distributed constraint optimisation, complex local problems should be handled explicitly. More efficient algorithms can be developed using techniques that exploit the problem structure by (i) distinguishing between the public and private search spaces; and (ii) reducing the size of the public search space. 188



10.3



Limitations



This dissertation has the following limitations: • For practical reasons, we have limited the scope of our investigations to consider complete search-based DisCOP algorithms, and we have restricted our experimentation to the A DOPT algorithm. Although we have considered how our work might apply to both DisCSP and other DisCOP algorithms, no empirical investigations have been carried out. Several of our techniques should also be of use to other DisCOP algorithms, and the methods presented in Chapters 6,8 and 9 are completely independent of the DisCOP algorithm that is subsequently used. However, again, we do not do any experimental analysis to show that this is so. • The experimental evaluation of all experiments on the supply chain coordination problem was restricted because a commercial solver was used to solve the agents’ local problems. This had two consequences: (i) time had to be used as a metric because of a lack of other suitable measures provided by the commercial solver; and (ii) a lack of licences for the commercial solver meant that it could only be used on a single machine. Due to the latter issue, in order to collect valid metrics, all solving of agents’ local problems was performed prior to solving the distributed problem, using a compilation approach. A result of this is that in these experiments agents may have performed more local computation than might have been necessary than if a compilation approach had not been used. • Our experimental evaluation of the symmetry breaking technique, presented in Chapter 6, considers just a single problem domain – supply chain coordination. While the techniques used should also be applicable in other problem domains where local symmetries exist, we do not have any empirical evidence of this. • In Chapter 8, we proposed the concept of aggregating public variables in order to reduce the complexity of the distributed problem and find solutions with costs that are upper bounds on the cost of the optimal solution to the 189



original problem. While we have shown this technique to be very useful when applied to the supply chain coordination problem, greater experimentation is required to establish its true benefits. In particular, no comparison is made with other techniques for producing upper bound solutions, such as B N BA DOPT [YFK07].



10.4



Future Work



Our work has produced many interesting results, but there is plenty of scope for future work in DisCOPs with complex local problems. In addition to the work required to address the limitations listed in the previous section, there are a number of other potential research areas, which we now outline. • The improved compilation method that we presented in Chapter 5 works by finding a single optimal local assignment for each combination of assignment to the public variables. The easiest way of performing this search is to simply fix the public variables to a set assignment and then find the optimal local solution. This can then be repeated for each public assignment. However, this may result in unnecessary repeated search in areas of the private search space. Information obtained while finding the optimal solution for one public assignment may be useful when finding the optimal solution for another public assignment. A smart compilation method should allow each search for an optimal local assignment to consider information collected during some or all previous searches that have been performed. This is also true to a lesser extent for algorithms such as A DOPT CA that perform search on the local problem on an as-needed basis. If the optimal cost for a public assignment does not exist in the cache, then A DOPT CA performs a search of the local problem; however, previous local searches are not considered. More sophisticated caching mechanisms could allow information from previous searches to be used. • In our investigation on symmetry in Chapter 6, we limit our analysis to consider local symmetries, i.e. those that occur in an agents’ local prob190



lem. Symmetries that involve more than one agent (global symmetries) have yet to be investigated in DisCOP. Standard symmetry breaking techniques in centralised constraint problems often involve adding constraints to the problem. However, adding inter-agent constraints to a network of agents has been shown to make distributed constraint problems more difficult to solve [HYS00, MSTY05, BB06c]. Therefore, standard symmetry breaking techniques may not apply, and so a proper investigation of this area could prove interesting. • In Chapter 9 we have demonstrated the power of propagation when dealing with complex local problems. The preprocessing algorithms we presented significantly reduced the size of the public search space, but were specific to particular problem domains. However, the work indicates that it could be worthwhile investigating general propagation algorithms for dealing with complex local problems. These propagation algorithms should consider the fact that agents have multiple variables. For example: a stronger level of consistency might be possible within an agents’ local problem, than in the distributed problem; propagation protocols between agents should consider the fact that agents’ have multiple public variables that may be interrelated. With this in mind, it might be possible to extend existing DisCSP consistency mechanisms, e.g. [Ham99, SSHF01], in these directions. • All of the work presented in this dissertation has focused on complete algorithms (in particular A DOPT-based algorithms). When time is scarce or problems particularly difficult, complete algorithms are not always desirable. It can be more important that an algorithm can return the best solution found at any particular time. When dealing with complex local problems there is also a trade-off between local and distributed computation that needs to be considered. For example: if one agent in the problem is performing some computationally intensive search, what do the other agents do with their idle time? should the agent performing local computation report information on its search status while the search is still ongoing? should the agent be interrupted and forced to perform some coordinated search with the other agents in the problem? Some related issues in DisCSP are con191



sidered in [MH05], and in [BB06d], we describe some initial research that we have done in this direction where we attempt to interleave the local and distributed search processes of an agent. However, more comprehensive research in this area is required in order to properly deal with these issues. • In all of our proposed algorithms we use standard agent ordering heuristics. Davin and Modi [DM06] have shown that agent ordering can be an important factor when solving DisCOP with complex local problems, but their investigations consider homogenous agents. In the problem domains that we have considered in this dissertation, the size of agents’ local problems and the number of public assignments of each agent varies. These two factors affect the amount of local computation that an agent must perform and the amount of search that an agent is involved in with other agents. Assuming a DFS tree ordering and an A DOPT-like algorithm, agents send and receive different numbers of messages based on their position in the tree. Therefore, ideally, agents with the largest local problems should be positioned such that they have most idle time for performing their local computation, while it may be preferable to have agents with many public assignments lower in the tree in order to affect fewer agents. These and other heuristics for agent ordering with heterogenous agents need to be investigated. • An area that we have not discussed in this dissertation, but which may be of interest when dealing with complex local problems is tree decomposition. In a tree decomposition, variables are clustered such that the constraints connecting the clusters form a tree. When used with constraint satisfaction [Dec03] and optimisation [dGSV06] problems, tree decomposition can simplify the solving process by exploiting the problem structure. In a distributed constraint problem, the variables are naturally clustered by the agents that they belong to. If the natural clustering forms a tree, then techniques used with tree decomposition may also be relevant for distributed constraint problems, e.g. bounds for clusters could be used to direct the search process [TJ03]. If the natural clustering does not form a tree, then it may be worth investigating if the original clustering can be augmented in some way using tree decomposition techniques. 192



10.5



Conclusions



In this chapter, we have outlined the key contributions made in this dissertation that support the following thesis: In distributed constraint optimisation, complex local problems should be handled explicitly. More efficient algorithms can be developed using techniques that exploit the problem structure by (i) distinguishing between the public and private search spaces; and (ii) reducing the size of the public search space. We have also identified the limitations of the research and described a number of directions for future research. DisCOP is a growing area of research with many recent results increasing its potential as a problem solving methodology. However, the issue of dealing with complex local problems in agents had not, until now, been considered in detail. The restriction to single variables has been an impediment to practical applications of DisCOP, since few problems naturally fit into that framework. This dissertation has helped to bridge this gap in the research and thus extend the scope of DisCOP algorithms.
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Figure A.1: Comparison of all algorithms on random DisCOP. 210
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Appendix B SCC experiment setup



Figure B.1: Supply chain coordination topology T 1.
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Figure B.2: Supply chain coordination topology T 2.



Figure B.3: Supply chain coordination topology T 3. 213



Figure B.4: Supply chain coordination topology T 4.
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