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Query suggestion aims to suggest relevant queries for a given query, which helps users better specify their information needs. Previous work on query suggestion has been limited to the same language. In this article, we extend it to cross-lingual query suggestion (CLQS): for a query in one language, we suggest similar or relevant queries in other languages. This is very important to the scenarios of cross-language information retrieval (CLIR) and other related cross-lingual applications. Instead of relying on existing query translation technologies for CLQS, we present an eﬀective means to map the input query of one language to queries of the other language in the query log. Important monolingual and cross-lingual information such as word translation relations and word co-occurrence statistics, etc., are used to estimate the cross-lingual query similarity with a discriminative model. Benchmarks show that the resulting CLQS system signiﬁcantly outperforms a baseline system using dictionary-based query translation. Besides, we evaluate CLQS with French-English and Chinese-English CLIR tasks on TREC-6 and NTCIR-4 collections, respectively. The CLIR experiments using typical retrieval models demonstrate that CLQS-based approach has signiﬁcantly higher eﬀectiveness than several traditional query translation methods. Especially, we ﬁnd that when combined with pseudo-relevance feedback, the eﬀectiveness of CLIR using CLQS is enhanced for diﬀerent pairs of languages. Categories and Subject Descriptors: H.3.3 [Information Storage and Retrieval]: Information The research described in this article partially appeared as [Gao et al. 2007]. This work was substantially conducted while W. Gao was visiting Microsoft Research Asia. Author’s address: W. Gao and K.-F. Wong, Department of Systems Engineering and Engineering Management, The Chinese University of Hong Kong, Shatin, N.T., Hong Kong, China, email: {wgao,kfwong}@se.cuhk.edu.hk; C. Niu, M. Zhou, and H.-W. Ho, Microsoft Research Asia, No. 49, Zhichun Road, Beijing 100190, China, email: {chengniu,mingzhou,hon}@microsoft.com; J.-Y. Nie, Universit´ e de Montr´ eal, Montr´ eal, Canada, email: [email protected]. Permission to make digital/hard copy of all or part of this material without fee for personal or classroom use provided that the copies are not made or distributed for proﬁt or commercial advantage, the ACM copyright/server notice, the title of the publication, and its date appear, and notice is given that copying is by permission of the ACM, Inc. To copy otherwise, to republish, to post on servers, or to redistribute to lists requires prior speciﬁc permission and/or a fee. c 2009 ACM 0000-0000/2009/0000-0001 $5.00 ° ACM Journal Name, Vol. 2, No. 3, 09 2009, Pages 1–32.
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1.



INTRODUCTION



Query suggestion is a functionality to help users of a search engine better specify their information needs, by narrowing down or expanding the scope of the search with synonymous queries and relevant queries, or by suggesting related queries that have been frequently used by other users. Search engines, such as Google 1 , Yahoo! 2 , Live Search 3 , Ask.com 4 , all have implemented query suggestion functionality as a valuable addition to their core search technology. In addition, the same approach has been leveraged to recommend bidding terms to online advertiser in the pay-forperformance search market [Gleich and Zhukov 2004]. Query suggestion is closely related to query expansion which extends the original query with new search terms to narrow down the scope of the search. But diﬀerent from query expansion, query suggestion aims to suggest full queries that have been formulated by users so that the query integrity and coherence are preserved in the suggested queries. Therefore, it is expected to play an alternative or complementary role to query expansion in information retrieval applications. Typical methods for query suggestion exploit query logs and document collections, by assuming that in the same period of time, many users share the same or similar interests, which can be expressed in diﬀerent manners [Gleich and Zhukov 2004; Jeon et al. 2005; Wen et al. 2002]. By suggesting the related and frequently used formulations, it is hoped that the new query can cover more relevant documents. However, all of the existing studies above deal with monolingual query suggestion, and to our knowledge, there is no existing study on cross-lingual query suggestion (CLQS) by exploiting query logs except ours [Gao et al. 2007]. CLQS aims to suggest related queries but in a diﬀerent language. It has important applications on World Wide Web such as for cross-language search or for suggesting relevant bidding terms in a diﬀerent language. CLQS can be approached as a query translation problem, i.e., to formulate the queries that are translations of the original query. Dictionaries, large-size parallel corpora and existing commercial machine translation (MT) systems can be used for translation. However, these kinds of approaches usually rely on static knowledge and data that do not eﬀectively reﬂect the quickly shifting interests of Web users. As a consequence, the suggested queries may not be the most reasonable and popular formulations in the target language, even though the terms can be reasonable translations of the original terms in the source language query. For example, the 1 http://www.google.com 2 http://search.yahoo.com 3 http://www.live.com 4 http://www.ask.com
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French query “aliment biologique” is translated into “biologic food” by Google’s machine translation tool5 . At the term level, the translation seems reasonable. However, the correct formulation should be “organic food”; The Chinese query “dddd” is translated literally as “animal reproduction” but in fact is widely expressed as “animal cloning” in English. There are many such mismatch cases between the translated terms and those actually used in the target language. Such mismatch makes the suggested queries ineﬀective in ﬁnding relevant documents in the target language. A natural way of solving this mismatch is to leverage the query logs in the target language so as to select the most popular query formulations that are similar to the original query in the source language. Ideally, one would like to have aligned queries in both source and target languages. However, such a resource does not exist. We only have separate query logs in source and target languages for the same period of time. Such resources are still very useful to us. We can assume that the two separate query logs cover many common search interests. Therefore, it can be expected that many queries in the source language can ﬁnd their correspondents or similar ones in the target-language query log, especially for popular queries. The query logs can be used in the following way: when a source-language query is submitted, we try to determine the most similar query in the target-language query log that could be related to the source query. Of course, this suggestion also considers the translation relation between the source-language query and the target-language suggestions. However, we also leverage the target-language query log for the two following eﬀects: (1) The suggested queries from the target-language query log are complete queries, which correspond to the normal ways that users formulate queries in the target language. Therefore, we can expect to obtain more natural formulations of queries, compared to an approach solely based on translation. (2) The suggestions from the target-language query log can be not only the translation of the original query, but also strongly related ones. Therefore, we can naturally obtain a desired eﬀect of query expansion. In order to arrive at reasonable cross-lingual query suggestions, a key issue is the estimation of cross-lingual query similarity. In this article, we propose a new method for calculating this similarity by exploiting, in addition to the translation information, a wide spectrum of bilingual and monolingual information, such as term co-occurrences, query logs with click-through data, etc. A discriminative model is used to learn the calculation of cross-lingual query similarity based on a set of manually translated queries. The model is trained by optimizing the crosslingual similarity to best ﬁt the monolingual similarity between one query and the other query’s translation. Besides being benchmarked as an independent module, the resulting CLQS system is tested as a new means of query “translation” in French-English and ChineseEnglish CLIR tasks using prevalent retrieval models based on TREC-6 and NTCIR4 data collections, respectively. It is then compared with several traditional query 5 http://www.google.com/translate_t
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translation methods including a dictionary-based translation approach using cooccurrence-based translation disambiguation, a phrase-based statistical machine translation (SMT) system, and an automated translation extraction technique by mining unknown query translations from Web corpora. The results show that this new “translation” method is more eﬀective than the other approaches. Especially, we show that when combined with the pseudo-relevance feedback (PRF), CLQSbased CLIR can be enhanced by the expansion eﬀect on diﬀerent language pairs. The remainder of this paper is organized as follows: Section 2 introduces the related work; Section 3 describes in detail the discriminative model for estimating cross-lingual query similarity; Section 4 presents a new CLIR approach using crosslingual query suggestion as a bridge across language boundaries. Section 5 discusses the experiments and results; ﬁnally, we conclude in Section 6 and give the future directions in Section 7. 2.



RELATED WORK



Most approaches to CLIR perform a query translation followed by a monolingual IR. Typically, queries are translated using a bilingual dictionary [Pirkola et al. 2001], a machine translation system [Fuji and Ishikawa 2000], a parallel [Nie et al. 1999] or comparable corpus [L´opez-Ostenero et al. 2005]. Despite the various types of resources used, out-of-vocabulary (OOV) words and translation disambiguation are the two major bottlenecks for CLIR [Nie et al. 1999]. In [Cheng et al. 2004; Zhang and Vines 2004], OOV term translations are mined from the Web using a search engine. In [Lu et al. 2001], bilingual knowledge is acquired based on anchor text analysis. In addition, word co-occurrence statistics in the target language has been leveraged for translation disambiguation [Ballesteros and Croft 1998; Gao et al. 2001; Gao et al. 2002; Monz and Dorr 2005]. When query translation is employed for CLIR, Kwok et al. [2005] concatenates translation results from diﬀerent types of MT tools and translation resources to achieve better CLIR eﬀectiveness than a single translation mechanism. Although we also resort to various translation resources, our approach is diﬀerent from theirs in that we employ diﬀerent resources in CLQS only as assistant means for ﬁnding relevant candidate queries in the query log rather than for acquiring accurate translations. It is arguable that accurate query translation may neither be necessary, nor sufﬁcient, for CLIR. Indeed, in many cases, it is helpful to introduce words that are not direct translations of any query word, but are closely related to the meaning of the query. From a translation point of view, such a translation is certainly not perfect. However, several experiments have shown that such a translation can perform better than a high-quality MT result [Kraaij et al. 2003], and even better than a professional manual translation [Gao et al. 2001]. This observation has led to the development of cross-lingual query expansion (CLQE) techniques [Ballesteros and Croft 1997; Lavrenko et al. 2002; McNamee and Mayﬁeld 2002]. Ballesteros and Croft [1997] reports the enhancement on CLIR by post-translation expansion. Lavrenko et al. [2002] develops a cross-lingual relevancy model by leveraging the cross-lingual co-occurrence statistics in parallel texts. McNamee and Mayﬁeld [2002] makes performance comparison on multiple CLQE techniques, including preACM Journal Name, Vol. 2, No. 3, 09 2009.
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and post-translation expansion. However, there is lack of a uniﬁed framework to combine the wide spectrum of resources and recent advances of mining techniques for CLQE. L´opez-Ostenero et al. [2005] proposes an assistant means on cross-language search by accurate translation of the noun phrases in a query, then followed by a blind expansion with frequent phrases. Their bilingual phrase alignment dictionary was built on a comparable corpus, and query reﬁnement is fulﬁlled with the phrase-based summary of document content. This technique can be considered as a noun-phrasebased CLQE. CLQS is diﬀerent from CLQE in that it aims to suggest full queries that have been formulated by users in another language. As our approach to CLQS exploits upto-date query logs, it is expected that for most user queries, we can ﬁnd common formulations on these topics in the query log of the target language. Therefore, CLQS also plays a role of adapting the original query formulation to the common formulations of similar topics in the target language. Query logs have been successfully used for monolingual IR [Cui et al. 2003; Gleich and Zhukov 2004], especially in monolingual query suggestions [Gleich and Zhukov 2004] and relating semantically relevant terms for query expansion [Cui et al. 2003; Joachims 2002]. In [Ambati and Rohini 2006], the target language query log has been exploited to help query translation in CLIR. White et al. [2007] compared the similarity of reﬁned queries using query logs and PRF in Web search. Based on a BM25 retrieval model [Robertson et al. 1995], our recent work [Gao et al. 2007] shows that in the French-English CLIR task, a CLQS-based approach can outperform dictionary-based method and an online MT tool from Google for query translation, and the combination of CLQS and PRF is complementary for improving CLIR eﬀectiveness. Nevertheless, several important issues remain unclear and unexplored in our previous study: (1) When queries are translated using online MT software such as Google, it is diﬃcult to compare it with CLQS because the translation quality is frequently changing due to the product updates made by service provider. In addition, the techniques and data resources used for constructing the MT system are unknown to us. The blind comparison is thus unfair for diﬀerent methods and is thought of as merely being a system-level study. (2) It is unclear how CLQS-based CLIR performs compared to query translation under diﬀerent IR frameworks, especially when PRF is added to enhance IR performance. This is important because PRF techniques vary with the underlying retrieval models. Is PRF consistently complementary to CLQS? (3) It is unknown if high-quality queries could be suggested using query logs across linguistically dissimilar languages, such as ChineseEnglish. It is interesting to investigate the eﬀectiveness of CLQS for such a pair of languages where the correspondence between users’ search interests might be less strong. In this article, we will examine all the above issues. 3.



ESTIMATING CROSS-LINGUAL QUERY SIMILARITY



A search engine has a query log containing user queries with time stamp. In addition to queries, click-through information is also recorded. Therefore, we know which documents have been selected by users for each query. A search engine is used ACM Journal Name, Vol. 2, No. 3, 09 2009.
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simultaneously by users in diﬀerent languages, or more precisely, each version of the search engine is used by users of a language group (and locale). We then have a query log for each language (or locale) at the same time period. The simultaneous query logs are the key resources that we will exploit in this study. Given a query in the source language, our CLQS task is to determine one or more similar queries in the target language from the query log. The key problem with cross-lingual query suggestion is how to learn a similarity measure between two queries in diﬀerent languages. Although various statistical similarity measures have been studied for monolingual terms [Cui et al. 2003; Wen et al. 2002], most of them are based on term co-occurrence statistics, and can hardly be applied directly in cross-lingual settings. In order to deﬁne a similarity measure across languages, one has to use at least one translation tool or resource. So the measure is based on both translation relation and monolingual similarity. In this work, as our purpose is to provide up-to-date query similarity measure, it may not be suﬃcient to use only a static translation resource. Therefore, we also integrate a method to mine possible translations on the Web. This method is particularly useful for dealing with OOV terms. Given a set of resources of diﬀerent natures, the next question is how to integrate them in a principled manner. In this study, we propose a discriminative model to learn the appropriate similarity measure. The principle is as follows: we assume that we have a reasonable monolingual query similarity measure. For any training query example for which a translation exists, its similarity measure (with any other query) is transposed to its translation. Therefore, we have the desired cross-language similarity value for this example. Then we use a discriminative model to learn the cross-language similarity function which ﬁts the best these examples. In the following sections, let us ﬁrst describe the detail of the discriminative model for cross-lingual query similarity estimation. Then we introduce all the features (monolingual and cross-lingual information) that we will use in the discriminative model. 3.1



Discriminative Model for Estimating Cross-Lingual Query Similarity



The principle we use is as follows: We ﬁrst assume a reasonable monolingual query similarity that we use as the target in the discriminative training. Then, for a pair of queries in diﬀerent languages, their cross-lingual similarity should ﬁt the monolingual similarity between one query and the other query’s translation. For example, the similarity between French query “pages jaunes” (i.e., “yellow pages” in English) and English query “telephone directory” should be equal to the monolingual similarity between the translation of the French query “yellow page” and “telephone directory”. Figure 1 shows an illustration of our principle based on this example. Compared to a query translation approach, the above approach has several advantages: (1) Monolingual query similarity can be estimated more accurately than crosslingual query similarity, and there are many ways and resources available for it. Using our approach, we can take advantage of the monolingual similarity to deduce a way to estimate cross-lingual query similarity. ACM Journal Name, Vol. 2, No. 3, 09 2009.
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Fig. 1. An illustration of the principle to transpose cross-lingual query similarity to monolingual query similarity for CLQS candidates to ﬁt as target values. Note that the matched queries are displayed with the characters in the same size.



(2) Cross-lingual query suggestion is not limited to query translation. Similar queries in the target language can also be suggested, even though they are not translations. For example, “telephone directory” can be suggested for the French query “pages jaunes”. This will naturally produce the desired query expansion eﬀect. (3) The suggested queries in the target language are those that appeared frequently in the query logs in the target language. So, we can also take into account the way that queries are formulated by users in the target language. For example, if the query “organic food” has been submitted much more often than the query “biologic food” in English, then the former can be suggested for the French query “nourriture biologique” rather than the latter. The target monolingual query similarity can be determined in various ways, e.g., using term co-occurrence based mutual information [Jiang et al. 1999] and chi-square [Cheng et al. 2004]. Any of them can be used as the target for the cross-lingual similarity function to ﬁt. In this way, cross-lingual query similarity estimation is formulated as a regression task described as follows. Given a source language query qf , a target language query qe , and a monolingual query similarity simM L , the corresponding cross-lingual query similarity simCL is deﬁned as the following: simCL (qf , qe ) = simM L (Tqf , qe )



(1)



where Tqf is the translation of qf in the target language. Based on Equation 1, it would be relatively easy to create a training corpus. All it requires is a list of query translations complied by human experts and a monolingual query similarity function. Then an existing monolingual query suggestion system can be used to automatically produce similar queries to each translation, and create the training corpus for cross-lingual similarity estimation. Another advantage is that it is fairly easy to make use of arbitrary information sources within a discriminative modeling framework to achieve optimal performance. In this work, support vector machine (SVM) regression algorithm [Smola and Sch¨ olkopf 2004] is used to learn the cross-lingual term similarity function. Given f , ACM Journal Name, Vol. 2, No. 3, 09 2009.
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a vector of feature functions with respect to qf and qe , simCL (qf , qe ) is represented as an inner product between a weight vector and the feature vector in a kernel space as follows: simCL (qf , qe ) = w · φ(f (qf , qe ))



(2)



where φ(.) is the mapping from the input feature space onto the kernel space, and w is the weight vector in the kernel space which will be learned by the SVM regression training. Once the weight vector is learned, the Equation 2 can be used to estimate the similarity between queries of diﬀerent languages. We want to point out that instead of regression, one can deﬁnitely simplify the task as a binary or ordinal classiﬁcation, in which case CLQS can be categorized according to discontinuous class labels, e.g., relevant and irrelevant, or a series of levels of relevancies, e.g., strongly relevant, weakly relevant, and irrelevant. In either case, one can resort to discriminative classiﬁcation approaches, such as an SVM or maximum entropy model, in a straightforward way. However, the regression formalism enables us to fully rank the suggested queries based on the similarity score given by Equation 1. The Equations 1 and 2 construct a regression model for cross-lingual query similarity estimation. In the following sections, the monolingual query similarity measure (see Section 3.2) and the feature functions used for SVM regression (see Section 3.3) will be presented. 3.2



Monolingual Query Similarity Measure Based on Click-through Information



Any monolingual term similarity measure can be used as the regression target. In this work, we select the monolingual query similarity measure presented in [Wen et al. 2002] which reports good performance by using search users’ click-through information in query logs. The reason to choose this monolingual similarity is that it is deﬁned in a similar context to ours – according to a user log that reﬂects users’ intention and behavior. Therefore, we can expect that the cross-lingual query similarity learned from it can also reﬂect users’ intention and expectation. Following [Wen et al. 2002], our monolingual query similarity is deﬁned by combining both query content-based similarity and click-through commonality in the query log. First, the content similarity between two queries p and q is deﬁned as follows: KN (p, q) similaritycontent (p, q) = (3) max(kn(p), kn(q)) where kn(x) is the number of keywords in a query x, KN (p, q) is the number of common keywords in the two queries. Secondly, the click-through-based similarity is deﬁned as follows: RD(p, q) similarityclick-through (p, q) = (4) max(rd(p), rd(q)) where rd(x) is the number of clicked URLs for a query x, and RD(p, q) is the number of common URLs clicked for two queries. Despite the simplicity, these two similarity measures represent diﬀerent points of views. The content-based measure aims to capture queries with the same or similar terms without considering semantic relatedness, such as “Barack Obama”, “Obama Barack”, “Senator Barack Obama”, ACM Journal Name, Vol. 2, No. 3, 09 2009.
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etc., while the click-through-based measure can capture queries semantically related to the same or similar topics, such as “Illinois Senator”, “Obama 2004 democratic national convention”, “Michelle Obama”, etc. However, user’s information need may only be partially captured by either of the measures. In order to take the advantage of both strategies, the similarity between two queries can be formulated as a linear combination of the two similarities, which is presented as follows: simM L (p, q) = δ ∗ similaritycontent (p, q) + (1 − δ) ∗ similarityclick-through (p, q) (5) where δ is the relative importance of the content-based similarity. In this work, we set δ = 0.4 empirically. Also, queries with similarity measure higher than a threshold with another query will be regarded as relevant monolingual query suggestions (MLQS) for the latter. The threshold is set as 0.9 empirically. See [Wen et al. 2002] for more details about the parameter tuning and the impact of the threshold. 3.3



Features Used for Learning Cross-Lingual Query Similarity Measure



This section presents the extraction of candidate relevant queries from the log with the assistance of various monolingual and bilingual resources. Meanwhile, feature functions over source query and the cross-lingual relevant candidates are deﬁned. Some of the resources being used here, such as bilingual lexicon and parallel corpora, were widely used for query translation in previous work [Ballesteros and Croft 1998; Gao et al. 2001; McNamee and Mayﬁeld 2002; Nie et al. 1999; Pirkola et al. 2001]. But note that we employ them here as an assistant means for ﬁnding relevant candidates in the log rather than for acquiring accurate translations. 3.3.1 Bilingual Dictionary. In this subsection, we describe how a bilingual dictionary is used to retrieve candidate queries. Since multiple translations may be associated with each source word, co-occurrence based translation disambiguation is performed [Ballesteros and Croft 1998; Gao et al. 2001; Gao et al. 2002] and described below. Given an input query qf = wf 1 wf 2 . . . wf n in the source language, for each query term wf i , a set of unique translations provided by the bilingual dictionary is denoted as Ti : D(wf i ) = {ti1 , ti2 , . . . , tim }. Then we try to determine a measure of cohesion between the translations of diﬀerent query words wf i and wf k (i 6= k). A cohesive query is the one that has a high likelihood to be formed in the target language. Here, we deﬁne the cohesion between the translation terms of two query terms, i.e., tij ∈ Ti and tkl ∈ Tk (Tk : D(wf k ) = {tk1 , tk2 , . . . , tkm }), according to the following mutual information (MI ) which is computed as: M I(tij , tkl ) = P (tij , tkl )log



P (tij , tkl ) P (tij )P (tkl )



(6)



C(t ,t )



ij kl where P (tij , tkl ) = and P (t) = C(t) N N . Here C(x, y) is the number of queries in the log containing both x and y, C(x) is the number of queries containing term x, and N is the total number of queries in the log. The MI value indicates how likely two translation terms co-occur in the queries of the target-language log. Based on the term-term cohesion deﬁned in Equation 6, the optimal set of query
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translations can be approximated with a greedy algorithm described in [Gao et al. 2001] to select the word in each Ti that has the highest degree of cohesion with the translation words in other set Tk . The set of best words from each translation set forms our query translation Tq0f measured by the summation of the term-term cohesions: ∑ ∑ Sdict (Tq0f ) = max max M I(tij , tkl ) (7) i



ij



k,k6=i



kl



The algorithm then iteratively ﬁnds the next set of best translation words by excluding one or more of the selected words. All the generated query translations are added into the set {Tq0f } and ranked by Sdict (Tq0f ) score. For each query translation T ∈ {Tq0f }, we retrieve all the queries containing the same keywords as T from the target-language log. The retrieved queries are candidate target queries, and are assigned Sdict (T ) as the value of the feature Dictionary-based Translation Score. By trial and error on diﬀerent number of candidates, we empirically select 4 best candidate target queries ranked by Sdict (T ) score for the suggestion, which yield nearly optimal training performance. The number of candidates is also determined in a similar way for the candidate extraction using parallel corpus and Web mining in the following sections. 3.3.2 Parallel Corpora. Parallel corpora are precious resources for bilingual knowledge acquisition. Diﬀerent from the bilingual dictionary, the bilingual knowledge learned from parallel corpora assigns probability for each translation candidate which is useful in acquiring dominant query translations. A parallel corpus is ﬁrst aligned at sentence level. Then word alignments can be derived by training an IBM translation model-1 [Brown et al. 1993] using GIZA++ [Och and Ney 2003]. The learned bilingual knowledge is used to extract candidate queries from the query log. Given a pair of queries, qf in the source language and qe in the target language, the Bi-Directional Translation Score is deﬁned as follows: √ (8) Smodel-1 (qf , qe ) = Pmodel-1 (qf |qe ) × Pmodel-1 (qe |qf ) where Pmodel-1 (y|x) is the word sequence translation probability given by IBM model-1 which has the following form: Pmodel-1 (y|x) =



|y| |x| ∏ ∑ 1 P (yj |xi ) (|x| + 1)|y| j=1 i=0



(9)



where P (yj |xi ) is the word-to-word translation probability derived from the wordaligned corpora. The reason to use bidirectional translation probability is to deal with the fact that common words can be considered as possible translations of many words. By using bidirectional translation, we test whether the translation words can be translated back to the source words. This is helpful to enhance the translation probability of the most speciﬁc translation candidates. Now given an input query qf , the top-10 queries {qe } with the highest bidirectional translation scores with qf are retrieved from the query log, and Smodel-1 (qf , qe ) ACM Journal Name, Vol. 2, No. 3, 09 2009.
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in Equation 8 is assigned as the value for the feature Bi-Directional Translation Score. 3.3.3 Online Mining for Related Queries. The translation of unknown words or Out-Of-Vocabulary (OOV) words is a major knowledge bottleneck for query translation and CLIR. To overcome this predicament, Web mining has been exploited in [Cheng et al. 2004; Zhang and Vines 2004] to acquire English-Chinese term translations. The proposed methods are based on the observation that Chinese terms may co-occur with their English translations, for example, “. . . ddddd (Real Madrid). . . ” in the same Chinese Web page. This approach works well for proper names that occur frequently in Web pages. Our goal is broader – we are not limited to mining the translation of unknown words, and we are also interested in mining strongly related terms, e.g., we expect the queries relevant to “dddd” (David Beckham) to be mined as well for the example above because his name is very likely to occur within the context of the Web pages and/or query logs. In this section, we describe a variant of this approach to acquire both translations and semantically related queries in the target language. It is assumed that if a query in the target language co-occurs with the source query in many Web pages, they are probably semantically related. Therefore, a simple method is to send the source query to a search engine (e.g., Google) for Web pages in the target language in order to ﬁnd related queries in the target language. For instance, by sending a French query “pages jaunes” to search for English pages, the English snippets containing the key words “yellow pages” or “telephone directory” will be returned. However, this simple approach may induce signiﬁcant amount of noise due to the non-relevant returns from the search engine. In order to improve the relevancy of the bilingual snippets, we extend the simple approach by the following query modiﬁcation: the original query is used to search with the dictionary-based query keyword translations, which are uniﬁed by the ∧ (AND) ∨ (OR) operators into a single Boolean query. For example, for a given query q = abc where the set of translation entries in the dictionary for word a is {a1 , a2 , a3 }, b is {b1 , b2 } and c is {c1 }, we issue q ∧ (a1 ∨ a2 ∨ a3 ) ∧ (b1 ∨ b2 ) ∧ c1 as one Web query. From the top 700 returned snippets of each constructed Boolean query, query translations are ﬁrst identiﬁed using the SCPCD measure from all word n-grams in the target language. SCPCD combines the symmetric conditional probability (SCP ) with the context dependency (CD) for n-grams, and is used as an association measure for determining an n-gram as well-formed phrase (See [Cheng et al. 2004] for details). Then the most frequent 10 candidate queries are retrieved from the query log and are associated with the features of Frequency in the Snippets. Furthermore, we use Co-Occurrence Double-Check (CODC ) measure to weight the relatedness between the source and target queries. CODC measure is proposed in [Chen et al. 2006] as an association measure based on snippet analysis, named Web Search with Double Checking (WSDC ) model. In WSDC model, two objects a and b are considered to have an association if b can be found by using a as query (forward process), and a can be found by using b as query (backward process) by Web search. The forward process counts the frequency of b in the top N snippets of query a, denoted as f req(b@a). Similarly, the backward process count the freACM Journal Name, Vol. 2, No. 3, 09 2009.
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quency of a in the top snippets of query b, denoted as f req(a@b). Then the CODC association score is deﬁned as follows: { 0, if{f req(q[e @qf ) · f req(qf @qe ) = 0;] } ² SCODC (qf , qe ) = (10) f req(qe @qf ) f req(qf @qe ) exp log10 f req(q × f req(q , otherwise e) f) Note that an CODC value is in the range between 0 and 1. In one extreme case where f req(qe @qf ) = 0 or f req(qf @qe ) = 0, qe and qf have no association; in the other extreme case where f req(qe @qf ) = f req(qf ) and f req(qf @qe ) = f req(qe ), they have the strongest association. In our experiment, ² is set at 0.15 following [Chen et al. 2006]. In addition to the frequency feature above, any mined query qe will be associated with a feature CODC measure with SCODC (qf , qe ) as its value. 3.3.4 Monolingual Query Suggestion. For all the candidate queries Q0 being retrieved using dictionary (see Section 3.3.1), parallel corpus (see Section 3.3.2) and Web mining (see Section 3.3.3), monolingual query suggestion system (described in Section 3.2) is called to produce more related queries in the target language. For each target language query qe , its monolingual source query SQM L (qe ) is deﬁned as the query in Q0 with the highest monolingual similarity with qe as follows: SQM L (qe ) = argmaxqe0 ∈Q0 simM L (qe , qe0 )



(11)



Then the monolingual similarity between qe and SQM L (qe ) is used as the value of qe ’s Monolingual Query Suggestion Feature. For any target query q ∈ Q0 , its Monolingual Query Suggestion Feature is set as 1; For any query qe ∈ / Q0 , its values of Dictionary-based Translation Score, Bi-Directional Translation Score, Frequency in the Snippet, and CODC Measure are set to be equal to the feature values of SQM L (qe ). Note that all queries in Q0 have these four feature values deﬁned. Following the French query example “pages jaunes” in Figure 1, we use Figure 2 to illustrate how the CLQS candidate set Q0 can be replenished by monolingual query suggestions of the candidates available and how their feature values can be set. Suppose Q0 is initially constructed as the left hand side shown in Figure 1, as we can see, the query “white page search” is added into Q0 , and its monolingual query suggestion feature value is set as 0.964, which is the highest with its monolingual source query “white page”, and its other feature values are set as the same values as those of “white page”. 3.4



Estimating Cross-lingual Query Similarity



In summary, four categories of features are used to learn the cross-lingual query similarity. SVM regression algorithm [Smola and Sch¨olkopf 2004] is used to learn the weights in Equation 2. In this study, LibSVM6 toolkit [Chang and Lin 2001] is used for the regression training. In the prediction stage, the candidate queries will be ranked using the crosslingual query similarity score computed using simCL (qf , qe ) = w · φ(f (qf , qe )), and the queries with similarity score lower than a threshold will be regarded as nonrelevant. The threshold is learned using a development dataset by ﬁtting MLQS’s 6 http://www.csie.ntu.edu.tw/



~cjlin/libsvm/
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Fig. 2. An illustration on how the CLQS candidate set Q0 of French query “pages jaunes” can be updated or replenished by the monolingual query suggestions of the candidates “telephone directory” and “white page”. Note that the queries are normalized, and plurals and non-plurals are of no diﬀerence.



output. Speciﬁcally, we ﬁrst divided the CLQS candidates into two categories: relevant if a CLQS is in the set of MLQS and non-relevant otherwise. Then a binary classiﬁcation model is trained. The relevancy threshold on the predicted crosslingual query similarity is determined as the decision boundary of the classiﬁer. 4.



CLIR BASED ON CROSS-LINGUAL QUERY SUGGESTION



In Section 3, we presented a discriminative model for cross-lingual query suggestion. However, objectively benchmarking a query suggestion system is not a trivial task. In this study, we additionally propose to use CLQS as an alternative to query translation, and test its eﬀectiveness in CLIR tasks. The resulting good performance of CLIR presumably corresponds to the high quality of the suggested queries. Given a source query qf , a set of relevant queries {qe } in the target language are recommended using the cross-lingual query suggestion system. Then a monolingual IR system based on a particular retrieval model is called by concatenating all the suggested queries in {qe } together as a long query to retrieve documents. The advantage of this method over the retrieve-then-combine approach is that one can naturally think of the suggested queries as a piece of information need as a whole, which conforms to the way of how query expansion works by considering feedback terms as the natural extension of the original query. For retrieval, we apply three diﬀerent and widely used IR models in our CLIR experiments: BM25 probabilistic model [Robertson et al. 1995], language modeling-based IR model [Ponte and Croft 1998; Zhai and Laﬀerty 2001b] and vector space model [Salton and Buckley 1988]. 5.



PERFORMANCE EVALUATION



In this section, we will benchmark the cross-lingual query suggestion system, comparing its eﬀectiveness with monolingual query suggestion, studying the contribution of various information sources, and testing its eﬀectiveness in CLIR tasks. Note that CLQS aims at suggestion for Web queries of a few keywords rather than long queries of sentence or paragraph level. The language pairs concerned are FrenchACM Journal Name, Vol. 2, No. 3, 09 2009.
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English and Chinese-English. Such selection is due to the fact that large scale query logs are readily available for the two pairs of languages. Moreover, English is considered as correlated with French more strongly than with Chinese. Thus, we can assume that there is stronger correspondence between the input French queries and English queries in the log while such correspondence between Chinese and English queries is less strong. It would be interesting to study the eﬀectiveness of CLQS-based CLIR on these two language pairs compared to other query translation approaches. French-English (Chinese-English) denotes using French (Chinese) as the source language and English as the target language. 5.1



Data Resources



5.1.1 English Query Log. We use a one-month English query log of MSN search engine (now Live Search) in year 2005 as the target-language log that contains over 7.01 million unique English queries with occurrence frequency more than 10. A monolingual query suggestion system is built based on it by following the method described in Section 3.2. For all the French-English and Chinese-English experiments hereafter, we exploit this same English query log for mining CLQS. 5.1.2 French-English Data. Besides the English query log, we obtain a French log containing over 3 million queries, from which we select source queries to build corpus for learning CLQS model. First, we randomly select 20,000 French queries from the French log to form a query pool, and automatically translate them into English by Google’s machine translation tool. We ﬁnd 42.17% (8,433) French queries have translations in the English log. Then, among these French-English query pairs, we asked professional translators to manually select 4,171 pairs believed as correct translations. Only these selected 4,171 French-English query pairs are adopted for learning, among which 70% are used for cross-lingual query similarity training, 10% are used as the development data to determine the relevancy threshold, and 20% are used for testing. To retrieve the cross-lingual related queries, a built-in-house French-English bilingual lexicon (containing 120,000 unique entries) and the Europarl parallel corpus [Koehn 2005] (with about 1 million French-English parallel sentences from the proceedings of the European Parliament) are also used. Besides benchmarking CLQS as an independent system, the CLQS is also tested as a query “translation” system for CLIR tasks. Based on the observation that the CLIR performance heavily relies on the quality of the suggested queries, this benchmark measures the quality of CLQS in terms of its eﬀectiveness in helping CLIR. To perform such benchmark, we use the documents of TREC-6 CLIR dataset (AP88-90 English newswire, 750MB) and the oﬃcially provided 25 short FrenchEnglish queries pairs (CL1-CL25) [Schauble and Sheridan 2000]. The selection of this dataset is due to the fact that this collection is relatively easy to obtain and the average length of title queries in the set is 3.3 words long, which matches the Web queries used to train the CLQS model. 5.1.3 Chinese-English Data. We obtain a small Chinese query log of the same period of time with 32,730 queries, from which we select source queries. First, machine translation is done to translate all these queries into English, among which 21.41% (7,008) Chinese queries are found having translations in the English log. ACM Journal Name, Vol. 2, No. 3, 09 2009.



Exploiting Query Logs for Cross-Lingual Query Suggestion



Table I. Main data resources employed in our experiments. Both experiments use the CLQS model trained on 70% of the query human experts to generate cross-lingual query suggestions. French-English # queries in target-language log 7.01 million # translation pairs by expert 4,171 % of pairs for CLQS training 70% of 4,171 % of pairs for CLQS development 10% of 4,171 20% of 4,171 % of pairs for CLQS testing Size of bilingual dictionary 120,000 entries Size of parallel corpus 1 million sentences (Europarl corpus) 25 (TREC-6) # CLIR query pairs CLIR document collection AP news (1988-90)
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CLQS and CLQS-based CLIR translation pairs complied by Chinese-English 7.01 million 3,767 70% of 3,767 10% of 3,767 20% of 3,767 940,000 entries 3 million sentences (LDC HK parallel corpus) 60 (NTCIR-4) Mainichi Daily News, Korea Times, Xinhua News (1998-99)



Then we manually check these translations and select 3,767 correct Chinese-English query pairs used for CLQS model training (70%), testing (20%) and development (10%). For helping retrieve CLQS candidates, we employ a Chinese-English bilingual lexicon containing 940,000 unique entries and LDC’s Hong Kong parallel corpus (Catalog No.: LDC2004T08 ) with about 3 million parallel sentences. In CLIR experiments, we perform NTCIR-4’s Chinese-English CLIR task [Kishida et al. 2004]. The English documents we use are three subsets of the test collection, including the news of 1998-99 from Mainichi Daily News, Korea Times, and Xinhua News Agency. The number of document is about 240,490. There are 60 search topics (001-060) provided with their translations, and the title ﬁeld of topic is selected as our queries for retrieval. The average length of the Chinese title queries is 4.4 words, a little longer than the TREC-6 queries above, but is still close to the length of Web queries. NTCIR provides two kinds of relevance judgment, i.e., “Relaxed” relevance and “Rigid” relevance. We base our evaluation on the “Rigid” judgment ﬁles. Before any translation mechanism can be applied, a Chinese query must be appropriately segmented into a sequence of meaningful words. This is done by using a state-of-the-art Chinese word segmenter called MSRSeg [Gao et al. 2005]. MSRSeg provides a pragmatic mathematical framework to unify ﬁve sets of fundamental features of word-level Chinese language processing: lexicon word processing, morphological analysis, factoid detection, named entity recognition, and new word identiﬁcation. 5.1.4



5.2



Summary. Table I summarizes the data resources described above.



Performance of Cross-lingual Query Suggestion



5.2.1 Performance Measure. Mean-square-error (MSE ) is used to measure the regression error and it is deﬁned as follows: ACM Journal Name, Vol. 2, No. 3, 09 2009.
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Table II. French-English CLQS performance with diﬀerent feature settings (DD: dictionary only; DD+PC: dictionary and parallel corpora; DD+PC+Web: dictionary, parallel corpora, and Web mining; DD+PC+Web+MLQS: dictionary, parallel corpora, Web mining and monolingual query suggestion) Regression Classiﬁcation Features MSE Precision Recall DD 0.274 0.723 0.098 DD+PC 0.224 0.713 0.125 DD+PC+Web 0.115 0.808 0.192 DD+PC+Web+MLQS 0.174 0.796 0.421



Table III.



Chinese-English CLQS performance with diﬀerent feature settings Regression Classiﬁcation MSE Precision Recall DD 0.236 0.854 0.149 DD+PC 0.236 0.892 0.212 DD+PC+Web 0.202 0.824 0.261 DD+PC+Web+MLQS 0.166 0.883 0.442 Features



M SE =



]2 1 ∑[ simCL (qfi , qeij ) − simM L (Tqfi , qeij ) l i,j



(12)



where i is the index of the i-th source query in the testing data, j is the index of the suggested queries of the i-th query, and there are in total l number of cross-lingual query pairs. As described in Section 3.4, a relevancy threshold is learned using the development data, and only CLQS with similarity value above the threshold is regarded as truly relevant to the input query. In this way, CLQS can also be benchmarked as a classiﬁcation task using precision (P ) and recall (R) which are deﬁned as follows: P =



SCLQS ∩ SM LQS SCLQS ∩ SM LQS , R= SCLQS SM LQS



where SCLQS is the set of relevant queries suggested by CLQS, SM LQS is the set of relevant queries suggested by MLQS (see Section 3.2). 5.2.2 CLQS Performance. The French-English and Chinese-English CLQS results with various feature conﬁgurations are shown in Table II and Table III, respectively. The baseline system (DD) uses a conventional query translation approach, i.e., a bilingual dictionary for co-occurrence-based translation disambiguation. For French-English CLQS in Table II, the baseline system only covers less than 10% of the suggestions made by MLQS. Using additional features obviously enables CLQS to generate more relevant queries. The most signiﬁcant improvement on recall is achieved by exploiting MLQS. The ﬁnal CLQS system is able to generate 42% of the queries suggested by MLQS. Among all the feature combinations, there is no signiﬁcant change in precision. The performance of Chinese-English CLQS in Table III shows a similar trend as Table II. This indicates that our method can improve ACM Journal Name, Vol. 2, No. 3, 09 2009.
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what is terrorism (0.943); terrorist (0.911); international terrorist (0.853); global terrorism (0.833); human rights (0.811); patterns of global terrorism (0.762);



Fig. 3. An example of CLQS of the French query “terrorisme international”, where the queries suggested by MLQS are shown in bold.



nba michael jordan retired (0.988); michael and jordan and retired (0.980); jordan michael (0.843); nba jordan retirement (0.799); life of michael jordan (0.697);



nba michael jordan retirement (0.987); michael jordan retirement ceremonies (0.911); michael jordan (0.817); nba jordan retired (0.799); chicago bulls (0.694)



Fig. 4. An example of CLQS of the Chinese query “NBA dd dd dd”, where the queries suggested by MLQS are shown in bold.



the recall by eﬀectively leveraging various information sources without losing the accuracy of the suggestions. The regression performance is improved with additional features and is consistently reﬂected by the decrease of regression error (i.e., MSE ). This is because our CLQS system increasingly enhances the cross-lingual query similarity estimation by aligning with the monolingual query similarity under the help of additional information sources. Chinese-English CLQS performs surprisingly well and is better than what we have expected. Compared to French-English performance, the higher recall values of Chinese-English CLQS probably result from the larger size of bilingual dictionary and that of parallel corpus. Besides benchmarking CLQS by comparing its output with MLQS output, 200 French queries are randomly selected from the pool of 20,000 French queries. They are double-checked to make sure that they are not in the CLQS training corpus. Then CLQS system is used to suggest relevant English queries for them. On average, for each French query, 8.7 English queries are suggested. Then the total 1,740 suggested English queries are manually checked by two professional translators with cross-validation. Among the 1,740 suggested queries, 1,407 queries are recognized as relevant to the original ones, hence the accuracy is 80.9%. Figure 3 shows an example of CLQS of the French query “terrorisme international” (“international terrorism” in English), among which the queries suggested for the English translation “international terrorism” by MLQS are displayed in bold. We then conduct the similar human evaluation as above for 60 Chinese queries. In average, there are 14.8 English queries suggested for each Chinese query by the system, and the total number of suggested queries is 885, among which 748 queries are considered as relevant. Therefore, the accuracy of Chinese-English CLQS is 84.5%. Figure 4 shows an example of CLQS of the Chinese query “NBA dd d d dd” (“NBA Michael Jordan retirement”). ACM Journal Name, Vol. 2, No. 3, 09 2009.
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CLIR Performance



In this section, CLQS is tested with French-English (F2E) and Chinese-English (C2E) CLIR tasks. We conduct F2E and C2E experiments using the TREC-6 and NTCIR-4 CLIR datasets described in Section 5.1, respectively. The CLIR is performed using a query translation system followed by a monolingual IR module based on Lemur’s toolkit7 . Three typical retrieval models will be studied separately, i.e., BM25 [Robertson et al. 1995], language modeling-based IR (LM) [Ponte and Croft 1998; Zhai and Laﬀerty 2001b], and TFIDF vector space model (TFIDF) [Salton and Buckley 1988]. The following three diﬀerent systems are used to perform query translation: (1) CLQS: Our CLQS systems. The F2E and C2E CLQS models are trained on the respective 70% of human expert complied French-English and Chinese-English query translation pairs described in Section 5.1.2 and 5.1.3 with all the features conﬁgured. (2) For F2E, we use Moses translation engine [Koehn et al. 2007], a phrase-based SMT system based on the source-channel formalism [Och 2002; Koehn et al. 2003], denoted as “SMT (Moses)”; For C2E, we use a built-in-house SMT system [Li et al. 2007; Zhang et al. 2008], denoted as “SMT (MSRA)”, which also adopts a phrase-based translation model. The two systems represent the state-of-the-art SMT tools for French-English and Chinese-English translation nowadays, and are trained on the corresponding sets of parallel corpora used by our CLQS systems (i.e., Europarl for F2E and LDC’s Hong Kong corpus for C2E). (3) DT: A dictionary-based query translation system using co-occurrence statistics for translation disambiguation. The disambiguation algorithm presented in Section 3.3.1 is used. Especially for C2E CLIR, we implement the approach of [Zhang and Vines 2004] to automatically extract OOV translations for Chinese queries from Web corpora, denoted as “DT (Web)”. This represents the stateof-the-art Web mining approach for dictionary-based query translation. The monolingual IR performance using the standard target language queries are also reported as a reference. 5.3.1 F2E CLIR Performance. The average precision of the three F2E CLIR and the monolingual IR systems are reported in Table IV in terms of diﬀerent retrieval models. The benchmark on BM25 retrieval shows that using CLQS as a query translation tool outperforms CLIR based on dictionary translation by 36.9% (relative improvement, the same for the following numbers), outperforms CLIR based on machine translation by 14.58%, and achieves 98.71% of the monolingual IR performance. Consistent results are also obtained using language modeling and TFIDF vector space model for retrieval: using language-modeling-based retrieval with JelinekMercer (interpolate) smoothing, CLQS outperforms dictionary-based query translation by 27.57%, outperforms machine translation by 11.86%, and achieves 94.87% 7 http://www.lemurproject.org/
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Table IV. Average precision of French-English CLIR on TREC-6 dataset (Monolingual: monolingual IR system; DT: CLIR based on dictionary translation; SMT (Moses): CLIR based on Moses statistical machine translation engine; CLQS: CLQS-based CLIR). IR models are tuned to nearly their optimal performance – BM25: k1 = 1.2, b = 0.75, k3 = 7; LM: language modeling with Jelinek-Mercer (interpolate) smoothing; TFIDF: query term TF weighting method – Raw-TF, document term TF weighting method – log-TF. BM25 LM TFIDF CLIR systems Average % of Average % of Average % of Precision monolingual Precision monolingual Precision monolingual Monolingual 0.2954 100% 0.2844 100% 0.2739 100% DT 0.2130 72.11% 0.2115 74.37% 0.1958 71.49% SMT (Moses) 0.2545 86.15% 0.2412 84.81% 0.2448 89.38% CLQS 0.2916 98.71% 0.2698 94.87% 0.2585 94.38%



Table V. The p-values result from pair-wise signiﬁcance t-tests for diﬀerent French-English CLIR systems. The conﬁdence level is set as 95% (p < 0.05 are considered statistically signiﬁcant) BM25 LM TFIDF DT MT (Moses) DT MT (Moses) DT MT(Moses) CLQS 0.018 0.039 0.028 0.042 0.023 0.047



of the monolingual IR performance; using TFIDF vector space model, CLQS outperforms dictionary-based method by 32.02%, outperforms machine translation by 5.6%, and achieves 94.38% of monolingual IR performance. This indicates the consistent advantage of CLQS-based CLIR over the other traditional query translation approaches. We further conducted test for signiﬁcance (two-tailed pairwise student’s t-test) (Hull 1998) on the results of diﬀerent approaches. The p-values shown in Table V suggest that the higher performance of CLQS-based CLIR is statistically signiﬁcant at the 95% conﬁdence level. The eﬀectiveness of CLQS lies in its ability in suggesting closely related queries besides accurate translations. For example, for the query CL14 “terrorisme international” (“international terrorism”), although machine translation translates the query correctly, CLQS system still achieves higher score by recommending many additional related terms such as “global terrorism”, “world terrorism”, etc. (see Figure 3). Another example is the query “La pollution caus´ee par l’automobile” (“air pollution due to automobile”) of CL6. The Moses SMT provides the translation “the pollution caused by cars”, while CLQS system enumerates all the possible synonyms of “car”, and suggest the following queries “car pollution”, “auto pollution”, “automobile pollution”. Besides, other related queries such as “global warming” are also suggested, resulting in an analogous eﬀect as query expansion. For the query CL12 “la culture ´ecologique” (“organic farming”), Moses translates it as “ecological culture”, which is not the term used in English. Thus it fails to generate the correct translation and to ﬁnd the relevant documents. Although the correct translation is neither in our French-English dictionary, CLQS system generates “organic farm” as a relevant query due to successful Web mining. 5.3.2 F2E CLIR Performance with Pseudo-Relevance Feedback. The above experiments demonstrate the eﬀectiveness of using CLQS to suggest relevant queries for CLIR enhancement. A related research is to perform query expansion to enhance ACM Journal Name, Vol. 2, No. 3, 09 2009.
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Table VI. The representative relevance feedback formulations corresponding to the three typical retrieval models: BM25, Language-modeling-base retrieval (LM), and TFIDF vector space model. IR Model Relevance Feedback Model Reference [Robertson 1990] RSVi = wi · ri /R (13) (ri + 0.5)/(R − ri + 0.5) wi = log (ni − ri + 0.5)/(N − ni − R − ri + 0.5) BM25



where RSVi is the Robertson Selection Value (RSV) for term i; wi is the Robertson-Sparck Jones relevance weight [Robertson and Jones 1976] of the term; ri is the # of relevant document for the query containing the term; R is the total # of relevant documents for the query; ni is the # of documents in the collection containing the term; N is the # of indexed documents in the collection. θˆQ0 = (1 − α)θˆQ + αθˆF



(14)



[Zhai and Lafferty 2001a]



θˆF ∝ log p(F |θ) =



∑∑ i



LM



c(w; di ) log((1 − λ)p(w|θ) + λp(w|C))



w



where θˆQ0 is the updated query model based on the original query model θˆQ and feedback model θˆF ; α is the coeﬃcient controlling the inﬂuence of feedback model; F is the set of feedback documents; p(F |θ) is a mixture model used to estimate the feedback model; λ is the parameter controlling the inﬂuence of background noise when generating a feedback document. [Rocchio 1971] Q1 = Q0 + β



n1 ∑ Rk k=1



TFIDF



n1



−γ



n2 ∑ Sk k=1



n2



(15)



where Q1 is the new query vector, Q0 is the initial query vector, Rk (Sk ) is the vector for relevant (nonrelevant) document k, n1 (n2 ) is the number of relevant (non-relevant) documents, and β (γ) is the parameter that control the relative contribution of relevant (non-relevant) documents.



CLIR [Ballesteros and Croft 1997; McNamee and Mayﬁeld 2002]. Pseudo-relevance feedback (PRF) can be used to obtain more alternative query expressions from feedback documents, which obtains similar eﬀects as what our approach tries to do. So it is interesting to compare the CLQS approach with the conventional query expansion approaches. Following [McNamee and Mayﬁeld 2002], post-translation expansion is performed based on PRF techniques. We ﬁrst perform CLIR in the same way as before using diﬀerent retrieval models. Then we use the traditional PRF algorithms corresponding to the diﬀerent retrieval models to perform posttranslation expansion. Table VI shows the corresponding feedback models with respect to diﬀerent retrieval models. For BM25 model, we use the method described in [Robertson 1990] to select ACM Journal Name, Vol. 2, No. 3, 09 2009.
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Average precision vs. # of feedback terms (TREC−6, F2E, BM25, 30 feedback documents) 0.34
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Fig. 5. Average precision of post-translation expansion using PRF varies with the number of expansion terms on TREC-6 French-English dataset (BM25).



expansion terms. In our experiments, the top 10 to 200 terms are selected based on RSV (see Table VI) from the top 30 feedback documents to expand the original query for the comparison between CLQS and the baseline approaches. For language modeling approach, PRF is done by using a mixture feedback model described in [Zhai and Laﬀerty 2001a]. Unlike the PRF of BM25, the mixture model updates the query’s language model instead of query terms using feedback documents. In addition to varying the number of feedback terms (which is the threshold to truncate the feedback model to no more than the given number of terms), we also examine the inﬂuence of feedback model by changing the coeﬃcient α which controls the extent of inclusion of the feedback model; For TFIDF, we expand queries using the traditional Rocchio’s algorithm [Rocchio 1971] associated with vector space model (for the reason of “pseudo” feedback, β is set to 1 and γ set to 0). Through the above manual tuning, the three PRF approaches are tuned nearly to their best performance. The compared CLIR performances with PRF in terms of average precision are compared as shown in Figures 5–8. These results show the trend where the CLQS-based CLIR consistently outperforms the other methods when PRF is performed. Especially, even though PRF is not added on CLQS-based CLIR (with zero feedback term), it still performs better than the other two translation approaches plus PRF (with 10+ feedback terms) when using BM25 (Figure 5) and language modeling (Figure 6). In this regard, however, the outperformance is not shown as signiﬁcant by t-test. Then we conduct t-tests with PRF added on CLQS-based retrieval. We ﬁnd that CLQS-based CLIR with PRF is signiﬁcantly better than DT-based CLIR with PRF under all the examined number of feedback terms (p < 0.05), and is also signiﬁcantly better than SMT-based retrieval with PRF in most cases, except for BM25 using 10 feedACM Journal Name, Vol. 2, No. 3, 09 2009.
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Fig. 6. Average precision of post-translation expansion using PRF changes with the number of feedback terms on TREC-6 French-English dataset (LM with interpolate smoothing, α = 0.5, λ = 0.7). Average precision vs. α (TREC−6, F2E, LM−interpolate smoothing, λ=0.7, 10 feedback terms, 30 feedback documents) 0.34
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Fig. 7. Average precision of post-translation expansion using PRF changes with the feedback coeﬃcient α on TREC-6 French-English dataset (LM with interpolate smoothing).



back terms (p = 0.095) and TFIDF (Figure 8) using less than 60 feedback terms (p varies from 0.112 to 0.073). The higher eﬀectiveness of CLQS results from its ability of identifying related ACM Journal Name, Vol. 2, No. 3, 09 2009.
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Average precision vs. # of feedback terms (TREC−6, F2E, TFIDF, 30 feedback documents) 0.32
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Fig. 8. Average precision of post-translation expansion using PRF changes with the number of expansion terms on TREC-6 French-English dataset (TFIDF vector space model).



queries by leveraging a wide spectrum of resources. A further t-test between CLQSbased CLIR with and without PRF shows that PRF, although helpful, is not signiﬁcantly better than using CLQS alone. This is because CLQS and PRF leverage diﬀerent categories of resources, and both approaches can be complementary; on the other hand, this also reﬂects that the related query terms by CLQS from query log is kind of overlapping with the feedback terms from documents, and introducing more feedback terms may be not so much helpful to CLQS-based retrieval as to the CLIR based on other query translation approaches. Furthermore, CLQSbased CLIR with PRF appears more stable and is not inﬂuenced by the number of feedback terms as much as other approaches. This may be because the suggested queries are closely related to the original query, so the updated query by PRF tends to be more robust to the noise introduced from the feedback process. As a result, CLQS-based CLIR need not rely heavily on a feedback model to boost retrieval performance. This can be reﬂected in Figure 7 where the performance of CLQS-based CLIR degrades to the same level as the SMT-based when only feedback model is involved. This implies that unlike the SMT-based approach, PRF is less helpful to CLQS-based CLIR since certain amount of performance gain comes from the suggested queries themselves. 5.3.3 C2E CLIR Performance. The average precisions of the four C2E CLIR and the monolingual IR systems are reported in Table VII in terms of diﬀerent retrieval models. Consistent with the F2E CLIR in Section 5.3.1, the higher eﬀectiveness of C2E CLIR based on CLQS sheds more light on the advantage of CLQS over the other typical query translation approaches. Speciﬁcally, when using BM25, CLQS-based CLIR outperforms dictionary-based query translation by 21.47%, outperforms dicACM Journal Name, Vol. 2, No. 3, 09 2009.
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Table VII. Average precision of Chinese-English CLIR (Rigid test) on NTCIR-4 dataset (Monolingual: monolingual IR system; DT: CLIR based on dictionary translation; DT (Web): CLIR based on dictionary translation with OOV query translations mined from Web; SMT (MSRA): CLIR based on MSRA statistical machine translation engine; CLQS: CLQS-based CLIR). IR models are tuned to nearly their best performance – BM25: k1 = 1.2, b = 0.75, k3 = 7; LM: language modeling with Jelinek-Mercer (interpolate) smoothing; TFIDF: query term TF weighting method – Raw-TF, document term TF weighting method – log-TF. BM25 LM TFIDF CLIR systems Average % of Average % of Average % of Precision monolingual Precision monolingual Precision monolingual Monolingual 0.1857 100% 0.1729 100% 0.1733 100% DT 0.1416 76.25% 0.1302 75.30% 0.1314 75.82% DT (Web) 0.1564 84.22% 0.1448 83.75% 0.1453 83.84% SMT (MSRA) 0.1545 83.20% 0.1438 83.17% 0.1389 80.15% CLQS 0.1720 92.62% 0.1680 97.17% 0.1652 95.33%



Table VIII. The p-values result from pairwise signiﬁcance t-tests for diﬀerent Chinese-English CLIR systems. The conﬁdence level is set as 95% (p < 0.05 are considered statistically signiﬁcant). BM25 LM TFIDF DT (Web) MT (Moses) DT (Web) MT (Moses) DT (Web) MT (Moses) CLQS 0.012 0.027 0.0014 0.0006 0.0004 0.0013



tionary method with OOV translation mining by 9.97%, outperforms SMT-based query translation by 11.33%, and achieves 92.62% of the monolingual IR performance; when using language modeling, CLQS-based CLIR outperforms dictionarybased query translation by 29.03%, outperforms dictionary-based query translation plus OOV translation mining by 16.02%, outperforms SMT-based query translation by 16.83%, and achieves 97.17% of the monolingual IR performance; when using TFIDF vector space model, CLQS-based CLIR outperforms dictionary-based method by 25.72%, outperforms dictionary-based method with OOV translation mining by 13.7%, outperforms SMT-based query translation by 18.93%, and achieves 95.33% of monolingual IR performance. In addition, we ﬁnd that dictionary-based query translation is promising and can perform even better than machine translation when the OOV translations mined from the Web are added to the dictionary. The machine translation method, however, is constrained by the coverage of parallel corpus, and cannot deal with OOV translations eﬀectively. CLQS leverages various kinds of resources including Web mining of OOV translations to ﬁnd relevant queries from query log, and thus can cover more relevant information than accurate query translation does. T-test results shown as Table VIII demonstrate that the higher eﬀectiveness of CLQS-based CLIR is statistically signiﬁcant. For more illustrations, we show some examples from NTCIR-4’s query set. For query 005 “ddd dd dd dd” (“dioxin human body eﬀect threat”) where “d dd” (“dioxin”) is an OOV term. Both DT and SMT (MSRA) cannot correctly translate “ddd” as “dioxin” while both DT (Web) and CLQS can by identifying the translation pair from Web corpora. CLQS can further suggest related queries in addition to the translated query, such as “how drugs aﬀect the body”, “estimated human body burdens dioxin-like chemicals”, and “food chain”, etc. For query 030 ACM Journal Name, Vol. 2, No. 3, 09 2009.
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Average precision vs. # of feedback terms (NTCIR−4, C2E, BM25, 30 feedback documents) 0.23 0.22
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Fig. 9. Average precision of post-translation expansion using PRF changes with the number of expansion terms on NTCIR-4 Chinese-English (rigid test) dataset (BM25).



“dddddd” (animal cloning technique), all the methods, except CLQS, cannot generate queries with the term “clone” because “clone” is neither a translation entry of “dd” (“reproduction”) in our bilingual resources, nor do they co-occur frequently on the Web (what co-occurs more often is “dd” and “clone”). CLQS can correctly suggest “animal cloning technology” because it has a high similarity with “animal reproduction technology clone” in the query log, and MLQS can successfully retrieve it from the query log by using “animal reproduction technology”, the exact translation of the original query. 5.3.4 C2E CLIR Performance with Pseudo-Relevance Feedback. Under the similar settings in Section 5.3.2, we compare the average precisions of these diﬀerent C2E CLIR systems with PRF added, which are shown in Figures 9–12. These results demonstrate that when PRF is performed CLQS-based CLIR bears consistent advantage over the other approaches for a diﬀerent pair of languages. Particularly, even when PRF is not used in CLQS-based CLIR (with zero feedback term), it still outperforms the other query translation approaches plus PRF (with 10+ feedback terms) for language modeling (Figure 10) and TFIDF (Figure 12) except for BM25 (Figure 9). Similarly, t-tests do not show signiﬁcant outperformance in this regard, but when adding PRF on all retrieval models, we ﬁnd CLQS-based CLIR signiﬁcantly better than DT (Web) using any number of feedback terms, and also signiﬁcantly better than SMT (MSRA) in most cases (p varies from 0.012 to 0.035), except for BM25 using less than 40 feedback terms. Diﬀerent from F2E, a t-test between CLQS-based CLIR with and without PRF shows that PRF is not only helpful to the CLQS-based approach, but also significantly better provided that appropriate number of feedback terms is used. For example, when more than 20 terms are introduced in BM25’s pseudo feedback, the ACM Journal Name, Vol. 2, No. 3, 09 2009.
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Fig. 10. Average precision of post-translation expansion using PRF changes with the number of expansion terms on NTCIR-4 Chinese-English (rigid test) dataset (LM with interpolate smoothing, α = 0.5, λ = 0.7). Average precision vs. α (NTCIR−4, C2E, LM−interpolate smoothing, λ=0.7, 10 feedback terms, 30 feedback documents) 0.28
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Fig. 11. Average precision of post-translation expansion using PRF changes with the feedback coeﬃcient on NTCIR-4 Chinese-English (rigid test) dataset (LM with interpolate smoothing).



average precision becomes signiﬁcantly higher than that of CLQS alone (p < 0.003). Such signiﬁcant improvement also can be observed in language modeling as well as TFIDF with 10+ feedback terms used. This is intuitive because C2E CLQS, alACM Journal Name, Vol. 2, No. 3, 09 2009.
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Average precision vs. # of feedback terms (NTCIR−4, C2E, TFIDF, 30 feedback documents) 0.2 0.19
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Fig. 12. Average precision of post-translation expansion using PRF changes with the number of expansion terms on NTCIR-4 Chinese-English (rigid test) dataset (TFIDF vector space model).



though eﬀective, cannot suggest closely related queries as eﬀectively as the F2E counterpart. Unlike French queries, the Chinese queries may be less strongly correspondent to the queries in English query log due to the wider linguistic gap and the less common search interests of users between the two locales. Thus it would be harder to ﬁnd their correspondences from the English query log for Chinese queries. This fact is reﬂected by the estimated proportions of Chinese and French queries that have translations in English query log – 21.41% vs. 42.17% (see Section 5.1.2 and 5.1.3). Therefore, the role of PRF is more important in C2E than in F2E to improving CLIR eﬀectiveness. Our conjecture can be strengthened by Figure 11 (compared to Figure 7), where the performance of CLQS-based CLIR increases as constantly as the other approaches with more involvement of the feedback model. This implies that in C2E CLIR, relevance feedback plays an important role for the CLQS-based approach, meaning that the performance gain increasingly comes from the complementary eﬀect of PRF. 6.



CONCLUSIONS



In this article, we proposed a new approach to cross-lingual query suggestion by mining relevant queries in diﬀerent languages from query logs. Compared to query translation, our method can suggest not only better query formulations because they have been formulated by users in the target language, but also more similar queries. The key issue to this approach is to learn a cross-lingual query similarity measure between the original query and the possible suggestion candidates. We proposed a discriminative model to determine such a similarity by exploiting multiple types of monolingual and bilingual information. The model is trained based on the principle that cross-lingual similarity should best ﬁt the monolingual similarity ACM Journal Name, Vol. 2, No. 3, 09 2009.
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between one query and the other query’s translation. Our method diﬀers from the existing approach to query suggestion and query translation on at least the following aspects: – We extended monolingual query suggestion to cross-lingual query suggestion. To our knowledge, this is the ﬁrst attempt in this direction. – We leveraged the target-language query log to suggest more cohesive complete queries than using a query translation approach. – We proposed a discriminative method to learn to estimate cross-lingual query similarity instead of manually deﬁne such a measure. This allowed us to not only obtain a more suitable similarity measure, but also adapt the approach to diﬀerent language pairs more easily. In our experiments, we have compared our approach with several baseline methods. The baseline CLQS system applies a typical query translation approach, using a bilingual dictionary with co-occurrence-based translation disambiguation. Benchmarked under French-English and Chinese-English settings, this approach only covers 10-15% of the relevant queries suggested by an MLQS system (when the exact translation of the original query is given). By leveraging additional resources such as parallel corpora, Web mining and query log-based monolingual query suggestion, the ﬁnal system is able to cover 42-44% of the relevant queries suggested by an MLQS system with precision as high as 79.6% and 93.8% for French-English and Chinese-English tests, respectively. To further test the quality of the suggested queries, CLQS system is used as a query “translation” system in CLIR tasks. Benchmarked by TREC-6 FrenchEnglish and NTCIR-4 Chinese-English CLIR tasks, CLQS consistently demonstrates higher eﬀectiveness than the traditional query translation methods using either bilingual dictionary or state-of-the-art statistical machine translation approaches, which are evaluated on three types of dominant retrieval models, i.e., BM25, language modeling, and TFIDF vector space model. The improvement on TREC-6 French-English CLIR task by using CLQS demonstrates the high quality of the suggested queries. This also implies the strong correspondence between the input French queries and English queries in the log. For queries of Chinese and English that are of less strong correspondence in the log, CLQS performs surprisingly well due to the comprehensive bilingual data resources and the satisfactory coverage of the query logs. Pseudo-relevance feedback and CLQS both expand the original query for improving CLIR performance, but they exploit diﬀerent types of resources and distinctive mechanisms. Both methods can be complementary to each other. Interestingly, for French-English CLIR, the complementary eﬀect from the feedback to CLQS is relatively smaller than Chinese-English CLIR. This is because French-English CLQS can suggest closely related queries more eﬀectively in respect that the English queries in the log has stronger correspondence with input French queries than Chinese queries. Our experimental results also provide positive answers to the three unresolved issues aforementioned, which can be concluded as follows: (1) Compared with the SMT-based query translation systems that are trained on the same sets of parallel corpora used by CLQS, our CLQS-based approach achieved superior CLIR ACM Journal Name, Vol. 2, No. 3, 09 2009.
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performance; (2) PRF can be consistently complementary to CLQS-based CLIR regardless of the underlying retrieval models adopted; (3) Across Chinese and English, the two linguistically dissimilar languages, high-quality queries can still be suggested from query logs, evidenced as the signiﬁcant improvement on CLIR effectiveness. 7.



FUTURE WORK



In this work, we have exploited several types of monolingual and cross-lingual information. However, more types of information can be integrated into the general framework for the estimation of cross-lingual query similarity. This is an interesting improvement for our future work. Improvements can also be made in the way to determine similar queries. For example, query popularity can be explicitly taken into account so that the most popular (thus usual) query formulations can be suggested ﬁrst. One of the key advantages of query logs is that they are up-to-date in terms of user needs and vocabulary. But our method works well on standard text collections that are not necessarily aligned with the timeframe of query logs. This may be because our query log is newer (in 2005) than the news collections (in 1988-90 and 1998-99) and is characterized with good backward compatibility with the news previously occurred. We ﬁnd that nearly all the topics about the test queries can correlate to some entries in our English query log. What’s more, our log also contains the queries that turn out to become very popular later on. For example, many queries about “Barack Obama” can be found in this log of early days, although far from so popular as nowadays. This suggests that query log may have large intemporal value as a translation resource. We would like to study speciﬁcally the temporal issues of exploiting query logs for CLQS in future work. ACKNOWLEDGMENTS
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