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Exploiting the graphical model structure of latent Gaussian models Helen Ogden



Rn i∼j



i=1



where i ∼ j indicates a pair of players who compete against each other. This model is an example of a latent Gaussian model. We develop methods to approximate the likelihood, which may be used across this wider class of models.



Laplace approximation to the likelihood The Laplace approximation to the likelihood replaces the integrand n Y Y g(u; θ) = logit−1 {yij [β(xi − xj ) + σ(ui − uj )]} φ(ui ) i∼j



i=1



with a normal approximation: g˜ (u; θ) = cθ φ(u, µθ , Σθ ), giving ˜ y) ≈ cθ . In our example, the Laplace approximation should be L(θ; good if each player competes in a lot of matches, but may be poor if each player competes in a small number of matches.



Graphical models Graphical models are distributions for u = (u1, . . . un ) such that Y p(u) ∝ g(u) = gC (uC ). C



We represent this factorization structure on a dependence graph, with one node per variable, and an edge between any two variables contained within the same term of the factorization. Variables not joined by an edge are conditionally independent, given all the other variables. [email protected]



For a tree-structured pairwise competition model with n = 63 players, we approximate the diﬀerence in the loglikelihood at two points close to the MLE.



Variable elimination with continuous variables At each stage, we must compute g¯Ni (uNi ) = −∞ C:i∈C gC (uC )dui . For each ﬁxed uNi , we can use numerical integration to approximate g¯Ni (uNi ). We want an approximate representation of the function g¯Ni (.), so we store g¯Ni (uNi ) at a ﬁxed set of points uNi , and interpolate between those points. The approximate representation is based on the normal approximation used to construct the Laplace approximation, so the method is always at least as accurate as the Laplace approximation. See [3] for details. R∞ Q



1.8 1.6



Suppose we have a graphical model where each u ∈ {0, 1}, and we i P want to compute Z = u g(u). Naively, we could just sum 2n contributions. We can reduce that cost by exploiting the structure of the dependence graph. If the dependence graph is a tree (has no cycles), we can compute Z at cost linear in n. 1. Choose a ‘leaf‘ variable‘ i. 2. Sum over ui : it is involved in only one term j gij (ui , uj )P of the factorization. Compute g¯j (uj ) = ui gij (ui , uj ), and replace gij with i g¯j in the factorization. 3. The resulting marginal distribution for the remaining variables is a graphical model with j new tree-structured dependence graph. Repeat until all variables removed. This is a special case of the variable elimination algorithm. More generally, aP stepQof the algorithm involves computing g¯Ni (uNi ) = ui C:i∈C gC (uC ), at cost O(2|NI |), where Ni are the neighbours of i in the dependence graph. We get a factorization over a new dependence graph, with i removed and Ni joined together. See [2] for details.



1.4



Variable elimination with discrete variables



2.0



The likelihood for the pairwise competition model is the normalizing constant Z corresponding to a graphical model. The dependence graph has a node for each player, and an edge for each match. The Laplace approximation may fail if this dependence graph is sparse, so we focus on this case.



1.2



We observe binary matches Yij played between pairs of players, and model Pr(Yij = 1|λi , λj ) = logit−1(λi − λj ), where λi is a latent ‘ability‘ of player i. We have covariates xi for player i, and model λi = βxi + σui , where ui ∼ N(0, 1). The likelihood is Z Y n Y L(θ; y) = logit−1 {yij [β(xi − xj ) + σ(ui − uj )]} φ(ui )du,



Comparing likelihood approximations



1.0



Example: pairwise competition models



Rephrasing the problem



Difference in Loglikelihoods



The likelihood for a latent Gaussian model is a high-dimensional integral. We exploit the structure of the integrand to reduce the cost of computing an accurate approximation of the likelihood, by modifying methods designed for graphical models with discrete variables.
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The black line is an importance sampling approximation, based on the same normal distribution used to construct the Laplace approximation. The red line is the approximation based on variable elimination, as the number of points used for storage increases.



Sparse but non-tree-like graphs Many latent Gaussian models have dependence graphs which are ‘close‘ to trees, and variable elimination works well. However, challenging cases remain: if we have a graphical model with binary variables, and a square lattice dependence√graph, the cost of computing Z with variable elimination is O(n2 n ). I have been working on a new approximation to Z in these cases, controlled by a parameter t. For a square lattice, the cost is O(n2t ), and the error shrinks quickly with t. I hope to combine this new approximation with approximate function storage to get better approximations to the likelihood in latent Gaussian models. See [1].
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