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Abstract



In early works, it may take months to train a high-quality detector due to limited computing resources. Even with the great increase of computing power today, existing learning frameworks are still inefficient to handle such a large-scale training problem. It is still required several days or even weeks to obtain a high-quality detector [37, 24, 30, 36]. As there are usually required some fine-tuning of parameters based on training experiments [35, 2], the long training time yields very painful experiences for researches in face detection field. Besides the large-scale dataset, there are two major factors that impact the efficiency of training. First factor is the size of feature search space. There are three typical ways to learn base classifier on feature spaces. • The VJ framework [32] learns base classifier on each single haar feature separately. In a typical 20×20 detection template, there are more than hundreds of thousands of haar features. It is a critical problem of feature selection on such a large space. • The HoG-SVM framework [4] directly learns SVM classifier from high dimensional concatenated HoG features. The high-dimensional representation not only yields time-consuming training procedure, but also leads to slow detection speed. • The cascade-HoG framework [37] learns base classifier over local HoG blocks. The feature space has been reduced from hundreds of thousands to several thousands. However, the training is still required dayslevel. Parts are due to slow feature extraction speed, and parts are due to the training convergence speed. Second factor is the training convergence speed. Most existing cascade detection frameworks are trained based on two conflicting criteria (false-positive-rate and detectionrate) for the detection-error tradeoff. Although some researches introduced intermediate tuning of cascade threshold with some optimization methods [35, 2, 26], they attempted to remove manual threshold tuning step, but did not touch the training convergence problem. As a result, the final cascade usually has very long stages. In this paper, we proposed a new cascade learning framework for face detection, named SURF cascade. First, we



We present a novel boosting cascade based face detection framework using SURF features. The framework is derived from the well-known Viola-Jones (VJ) framework but distinguished by two key contributions. First, the proposed framework deals with only several hundreds of multidimensional local SURF patches instead of hundreds of thousands of single dimensional haar features in the VJ framework. Second, it takes AUC as a single criterion for the convergence test of each cascade stage rather than the two conflicting criteria (false-positive-rate and detectionrate) in the VJ framework. These modifications yield much faster training convergence and much fewer stages in the final cascade. We made experiments on training face detector from large scale database. Results shows that the proposed method is able to train face detectors within one hour through scanning billions of negative samples on current personal computers. Furthermore, the built detector is comparable to the state-of-the-art algorithm not only on the accuracy but also on the processing speed.



1. Introduction Face detection is one hot research topic in computer vision due to wide applications. Great advances have been made in the passed decade, especially since the milestone work by Viola and Jones [32]. To realize good generalization performance on the data explosive era, more training data are required and used in the learning procedure. This is not a problem nowadays, since it is much cheaper to collect many labeled samples from Internet with small incremental human labeling effort like Mechanical Turk [27]. Consequently, large scale training data make the learning a critical bottleneck. This is especially true for training face detectors [33, 18, 36]. As is known, the training is usually required to reach very low false positive rate per scanwindow (FPPW) such as 1e-6 [32, 33], which means that hundreds of millions or even billions of negative samples should be processed during the training procedure. Therefore, training face detector is a very time-consuming task. 1



represent target detection window by SURF features [1] in local patches within the window. In each detection window, the number of local SURF patches is limited to several hundreds. We adopt logistic regression as base learner on each local patch. In this way, the feature pool size is reduced greatly which makes feature selection much easier. Moreover, the feature extraction of SURF is much faster than existing local features like HoG[4]. Second, we adopt AUC (Area under ROC curve) as a single criterion for convergence test during cascade training instead of the two conflicting criteria (detection-rate and false-positive-rate) on ROC curve. The training of SURF cascade converges much faster and generates cascade with much fewer stages. Our experiments showed that the proposed framework can build highly accurate detector from billions of samples within one hour on current personal computers. In summary, this paper presents three major contributions: (1) We introduced SURF features for fast face detection. (2) We proposed the single AUC based criterion for cascade optimization, which makes the cascade converge faster and yield much fewer cascade stages. (3) We showed a system that can train cascade face detector from billions of samples within one hour on current personal computers. In the rest of the paper, we will first revisit related works on face detection in Section 2, and present the details of the proposed framework in Section 3. Experiments are shown in Section 4. Conclusions are drawn in Section 5.



2. Related Works The boosting cascade framework by Viola-Jones is a milestone work in object detection [32, 33]. It inspired many following works. It is necessary to revisit the VJ framework before diving into more details. Basically, there are three key ideas that make it able to build real-time detectors: the integral images for efficient haar feature computing, the boosting learning of weak classifier, and the attentional cascade structure for fast negative rejection. There are several limitations regarding to the VJ framework. First, the feature pool size of haar-like features is too large, which is usually in hundreds of thousands level for a typical 20×20 detection template. The learning of boosting decision tree requires testing all the features for all the training data in each iteration. This is extremely large computing requirement. Some heuristic feature selection or filtering strategies have been proposed to speedup the training by several hundreds of folds [19, 3, 23]. However, these kind of techniques are not only still unsatisfied due to such a large feature pool size, but also may lead to possible performance loss due to un-optimal search. Second, the feature representation capacity of haar feature is very limited. It can not well handle viewpoint, pose



and illumination variations. On the one hand, some researches extended haar-features to propose rotated haar-like features [16], joint haar-features [22], sparse features [11], polygon features [24], etc. These features can improve the detection accuracy but make feature space even larger, and thus the feature-selection problem becomes even critical. On the other hand, some complex features are proposed and used in object detection field, which includes histogram of oriented gradient (HoG) features [4, 37], region-covariance features [28], etc. They are more complex than haarfeatures, and thus are much slower in computing. This paper introduces SURF features [1] to describe local patches within detection window. It is close related to HoG representation in the cascade-HoG framework [37]. However, SURF is much faster in computing than that of HoG. Third, the attentional cascade is trained based on two conflicting criteria on ROC curve (false-positive rate fi and detection-rate di ) for the detection-error tradeoff. The overall false-positive-rate (FPR) of the T -stage cascade is QT thus F = i=1 fi , while the overall detection-rate is D = QT i=1 di . Due to the detection error trade-off on the ROC curve, the VJ framework suggests setting the maximum false alarm rate such as fi =0.5 and the minimum detectionrate such as di =0.995 during the training procedure. If we want to reach overall false positive-rate 1e-6, it requires at least 20 stages (0.520 ≈1e-6) by the given global setting. This is obviously inefficient since on some stages, it may reach the goal without convergence. It is better that we have adaptive value for fi among different stages such that we could easily reach overall training goal. Some works designed some automatic scheme to tune the intermediate threshold of each stage [35, 2, 26, 3]. These may alleviate the painful manual tuning effort, but have nothing to do with the convergence speed. Inspired by the work [17], we introduced area under ROC curve (AUC) [6] as a single criterion for cascade convergence testing. This AUC based training procedure realizes adaptive false-positive-rate for each stage, and thus the cascade converges much faster, and the final cascade has much fewer number of stages. The proposed approach has some relationship with partbased detection methods[10, 8]. Early part-based method trained parts detectors separately and integrated them together [20] for detection. Later works trained mixtures of deformable part models even under the cascade framework [8, 9]. The proposed method can be viewed as a simple case of the part-based methods when viewing base classifier on each local patch as part-based model. However, the proposed approach just combines local parts in a discriminative way for each stage without any pictorial structures among parts. Although it may not have the same power to handle deformable objects, it is still valuable in object detection field due to its simplicity and efficiency.



3. SURF Cascade



3.2. Weak Classifier



The proposed algorithm contains three ingredients: SURF feature to represent local patches; logistic regression based weak classifier; and the AUC-based boosting cascade learning algorithm. We describe them below separately.



With SURF feature representation, we built weak classifier over each local patch, and selected optimal classifier in each boosting iteration from all possible local patches. In the VJ framework, the base classifier is decision tree. In some following works, people introduced other linear classifiers such as Fisher linear discriminant [14], linear asymmetric classifier [25, 3] and linear SVM [4]. In this paper, we choose logistic regression as base learner. This is due to two reasons:



3.1. SURF Features SURF (Speeded Up Robust Features) is a detector and descriptor of local scale- and rotation- invariant image features [1]. It has been succussed applied in applications like object recognition, image matching, structure-from-motion, etc. This paper only used SURF descriptor for face detection, and did not need the keypoint detection part. The original SURF descriptor is defined in the gradient space. The gradient may have different granular. However, currently we simply define dx be the horizontal gradient image obtained with the filter kernel [−1, 0, 1] and dy be the vertical gradient image by the filter kernel [−1, 0, 1]T . We adopted the extended form of SURF descriptor, i.e., the sums of dx and |dx | for dy < 0 and dy ≥ 0, and the sums of dy and |dy | for dx < 0 and dx ≥ 0 for given local patches. We densely sampled SURF descriptor over the target detection window. The descriptor is thus not rotation invariant. In practice, given a detection window, we consider possible local patches within the detection window similar to the scheme used in cascade HoG [37]. For instance, given a 40×40 detection template, we choose patch size range from 12×12 to 40×40, and allow the patch width and height ratio like 1:1, 1:2, 2:1, 2:3, 3:2. We slide the same size patch over the detection window with fixed step 4 pixels 1 . In total, 396 patches are generated from the 40×40 detection template. Each local patch is represented by 2×2 cells of extended SURF features. Concatenating features in 2×2 cell together, this yields a feature vector of 8×2×2=32 dimensions. Finally, this descriptor is turned to unit vector with L2 normalization, which makes the descriptor scaleinvariant to the size of detection window. For fast feature extraction, we exploit the integral image techniques [32]. Since there are 8-channels of the extended SURF features in each cell, if building one integral image for each channel separately, it needs 4×8 = 32 image access operations to obtain SURF feature from one cell. Here, we adopt the structure-of-array trick which packs all 8 channels together with a structure array, and thus only need 4 access operations from the structure array to obtain SURF features in one cell. This trick greatly improves the feature extraction speed. 1 As the SURF feature for each local patch is 32 dimensional, less than 4-pixel step does not provide sufficient differences for the SURF features of two neighbor and same-size local patches.



• Logistic regression can directly give probability output, which further makes the cascade easily produce probability at any level. This is very helpful for AUCbased cascade training. • Logistic regression is simple linear model, which can be trained and evaluated very efficiently. Given extended SURF features x over a local patch, the logistic regression [21] defines a probability model P (y = ±1|x, w) =



1 , 1 + exp(−ywT x)



(1)



where y is the label of the patch belongs to (positive or negative), w are weight parameters of the model. Given training samples {xi , yi }N i=1 , the parameters can be found via minimizing the following objective l(w) =



N X



log(1 + exp(−ywT x) + λwT w,



i=1



while λ is a parameter of the regularization term. This optimization can be efficiently resolved by technology like iterative scaling [21].



3.3. AUC based Cascade Training We trained the boosting cascade on local-patch features from large scale data with improvement over the original VJ cascade [32] and the cascade-HoG framework [37]. Suppose there are N training samples, and K possible local patches represented by d-dimensional (=32) extended SURF feature x, each stage is a Boosting learning procedure with logistic regression as base learner. A strong classifier is a linear combination of T base learner ht T



H (x) =



T X



αt ht (x, w),



(2)



t=1



where αt P is a weight of the base learner ht in the range of [0,1] and Tt=1 αt = 1. As each base learner gives probability output, the linear combination also produces probability output. The strong classifier is learned in the following way. In the k-th boosting round, we built K logit models



{hk (x)}K k=1 for each local patch in parallel from the boosting sampled sub- dataset. We tested each model hk (x) with combination of previous t-1 rounds in a brute force way. That is to say, we tested H t−1 (x) + αk hk (x) on all the N training samples. Each tested model will produce an AUC score J(H t−1 (x) + αk hk (x)). We choose the one as current model which can produce the highest AUC score, i.e., H t (x) = arg max J(H k = H t−1 (x) + αk hk (x)). Hk



(3)



The boosting procedure is converged when the AUC score is converged or the designed number of iteration is reached. The weak classifier is trained on balanced positive and negative samples. To avoid overfitting of each weak classifier, we restrict the number of samples used in training as in [35]. In practice, we found that it is generally good sampling 20×d number of positive/negative samples. Table 1 summarizes the detail algorithm of one boosting stage. Table 1. AUC-Boosting of local SURF patches in one stage 1. Given training set: {(xki , yi )}N i=1 , k = 1 : K, where N is the number of samples and K is the total number of local patches. xk ∈ Rd is d-dimensional SURF feature representation of the k-th local patch. 2. Initialize weight for positive and negative respectively. + (1) w1,i =



1 N+



for those yi =1;



− (2) w1,i =



1 N−



for those yi = -1.



3. For t = 1 : T boosting round 3.1 Bootstrap sampled 20×d (d=32 in 2×2 SURF patch) positive samples and 20×d negative samples from training set according to the weight; 3.2 Parallel for each patch {xki , yi }, train a logistic regression model hk (x, w); 3.3 For each hk , combine it with existing model H t−1 ; and evaluate on the whole training set to obtain AUC score J(H t−1 + hk ); 3.4 Choose best model H t (x) according to Eq.3; 3.5 Test H t (x) on the whole training set to get H t (xi ) and AUC score Jt ; t 3.6 Define error et = 1 − Jt , and αt = 21 ln 1−e ; et t 3.7 Update weight wt,i = wt,i exp[−yi αt h (xi )] for each sample; P + 3.8 Normalize the weight such that i wt,i = 1 and P − w = 1; i t,i 3.9 If AUC value Jt is converged, break the loop. 4. Output final strong model H T (x) for this stage.



The procedure in one stage is forward selection of weak classifier over possible local patches. It is simple to extend the procedure with backward removing capability, which is not only able to shrink the number of weak classifier in each



stage, but also able to improve the generalization capacity of the strong classifier. For details on including backward removing or even floating searching into boosting framework, please refer to [15]. Within one stage, we did not need to give threshold for each weak classifier. We just need to determine the decision threshold θ of the strong classifier H t (x). In the VJ framework [32, 37], the threshold is manual tuned on a validation set based on the two conflicting criteria, false-positive rate and detection rate. In our case, the threshold is much easier to be determined since ROC curve is consistently available at any stage[6]. With ROC curve, the false-positive-rate is easily determined when given minimal detection-rate dmin . We decreased di from 1.0 on the ROC curve, until reached the transit point that di equals to dmin . The false-positiverate fi is automatic determined at this point on the curve. After one stage is converged, we continued to train another stage with false-positive samples coming from scanning non-face images with existing partial cascade until the overall false-positive rate reaches the final goal. Table 2 summarizes the cascade training algorithm based on ROC analysis. With this framework, false-positive-rate fi is adaptive among different stages, and thus the cascade may converge much faster. Let’s give an example, when setting global FPR fi = 0.5, we know that the VJ framework requires at least 20 stages to reach overall false positive rate 1e-6. However, in our case, fi is adaptive among stages, and it is much smaller than 0.5 in most stages. For instance, we get an 8-stage cascade with fi at each stage forming a vector like (0.305, 0.226, 0.147, 0.117, 0.045, 0.095, 0.219, 0.268). Hence, the AUC based cascade optimization can converge with stage number as fewer as 8. This will not only increase the detection speed, but also make model-size very smaller (As an example, the 8-stage SURF cascade model may be as smaller as 50KB).



4. Experiments In this section, we will show the implementation details, evaluation results on public data sets and the detection speed of the proposed SURF cascade.



4.1. Implementation Details We implemented all the training and detection modules in C/C++ on x86 platform. For the feature extraction part, we adopted the integral image technique to speedup the computation as we described in Section 3.1. For the cascade training part, we parallelized the time-consuming weak classifier training step (step 3.2 in Table 1) with OpenMP, which is a very simple task-level parallelization. Furthermore, we did some optimization on the vector operations using SIMD. This includes the L2 vector normalization of



Table 2. Training the cascade based on ROC • Input: over all false-positive-rate Ft ; minimum detectionrate per stage dmin ; set of positive samples Pos; set of negative samples Neg. • Initialize Fi = 1.0, Di = 1.0, i=0. • while Fi > Ft 1. i = i +1; 2. Train one stage boosting model H i (x) using Pos and Neg samples with algorithm in Table 1; 3. Evaluate the model H i (x) on the whole training set to obtain ROC curve; 4. Determine the threshold θi by searching on the ROC curve to find the point (di , fi ) such that di = dmin ; 5. Fi+1 = Fi × fi and Di+1 = Di × di ; 6. Empty the set Neg; 7. If Fi+1 > Ft , adopt current cascaded detector to scan non-target images with sliding detection window and put false-positive samples into the set Neg until the size |N eg| > |P os|. • Output the boosting cascade detector {H i (x) > θi } and overall training accuracy F and D.



the SURF features and the vector dot-product in logistic model (i.e., wT x). The detection module shares the same SIMD optimization with the training part. The training and detection experiments were done on a personal workstation with 3.2GHz Core-i7 CPU (4 cores 8 threads) and 12GB RAM. This paper demonstrated the effectiveness of the proposed approach on frontal face detection. We collected training samples from Internet. The positive samples included frontal faces from the GENKI dataset[29], the facetracer dataset [13] and some of in-house photo-album collections (about 1000 face images). We cropped 13000 frontal faces from these datasets. We further derived 13000 faces with horizontal mirrors, and 13000 faces with downsampling 10% followed by upsampling 10%. All cropped and derived frontal faces are resized to 40×40. Finally, we had 39000 positive training samples. The negative images are collected from Caltech 101 dataset[7], SIMPLICITY image retrieval dataset[34] and ImageNet[5]. Totally, we collected about 18000 images without faces, with image resolution range from 10k pixels to 1M pixels. We placed 396 local patches on the 40×40 detection template as described in section 3.1. We set the maximum number of weak learners in each stage to 128. To obtain fast detector, we only allowed at most 4 weak learners in the first 3 stages. We set the minimum detection-rate to 0.995 for each stage and the overall false-positive-rate per window (FPPW) to 1e-6. Given these parameters, the training procedure is fully automatic. It took about 47 minutes (2841 seconds) to converge at the 8th stages. During the training



procedure, we scanned both the original and the horizontal mirrors of each negative image with a size-scalable sliding detection window to get false-positive samples. In the end, more than 13.6 billions of negative samples were scanned. In comparison, we tried to train face detector using the OpenCV haar training modules on the same training set. However, we can’t finish the training within 2 days on the same computer with parallel processing tuned on. Besides, we also tried the same strategy in the VJ framework (i.e., the two conflicting criteria) to control the SURF cascade training instead of the AUC criterion. We found that the VJ strategy for training SURF cascade required more than 5 hours to converge at the 19th stages. This experiment shows the benefit of AUC criterion for cascade training. Figure 1(a) and 1(b) illustrate details of the final cascade, including the number of weak learner in each stage and the accumulated rejection rate over the cascade stages. It shows the first three stages rejects 98% negative examples with only 7 weak classifiers. The cascade detector contains 334 weak classifiers, and only need to evaluate 1.5 per negative window. On the contrary, the default haar-based face detector in OpenCV contains more than 24 stages and 2912 weak classifiers, and is required to evaluate more than 28 haar-features per negative window [16]. We further illustrate the top-3 most discriminative local patches that the system selected in Figure 1(c). We observed that the best local patch locates in the regions of two eyes. This is similar to that of Haar-based detector [32]. The final detector contains a post-processing step, which merges cascade results using the disjoint-set algorithm and filters unreliable results using the non-maximum suppression algorithm.



4.2. Face Detection Evaluation We evaluated the accuracy of SURF detector on two public data-sets: first is the CMU+MIT data set, the other is the UMass FDDB data set [12]. The standard CMU+MIT data set consists of 130 gray images with 507 frontal faces. As SURF cascade can directly output probability score (in the range 0∼1) at any stage, it is natural to define score for each detection window w as s(w) = p(w) + k(w), where k(w) is the number of passed stages and p(w) is probability output of the exiting stage. With this score, we strictly followed the benchmark protocol suggested in [12] 2 , and generated the ROC curve as shown in Figure 2. Comparable results are depicted for some recent works in face detection such as the VJ detector [33], polygon-feature detector [24], soft cascade detector [2] and recycling-cascade detector [3]. Figure 2 shows 2 We



implemented a benchmark tool for CMU+MIT data-set based on the three criteria in section 6 of [12] with some modifications of the original FDDB evaluation code, since CMU+MIT does not provide ground truth as elliptical regions.
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Figure 1. (a)The number of weak classifiers at each stage of the face detector, (b) the accumulated rejection rate over the cascade stages of the face detector; (c)Top-3 local patches selected by training procedure in the red-green-blue order.



that SURF cascade achieves comparable performance to the state-of-the-art method soft-cascade [2], while outperforms all the other methods. 0.96 0.94 0.92 0.9



True positive rate



0.88 0.86 0.84 0.82 0.8 0.78 0.76



SURF SoftCascade [2] Recycling [3] PolyFace [24] Viola-Jones [32]



0.74 0.72 0



10



20



30



40



50 60 False positives



70



80



90



100



Figure 2. ROC curves for different methods on CMU+MIT dataset



The CMU+MIT dataset is a little out-of-date as it only contains gray, relative low-resolution images, and the size of the data set is too small to reflect nowadays data explosion status. Hence, the UMass face detection data-set and benchmark (FDDB) is introduced [12]. It contains 2845 images with a total of 5771 faces under a wide range of conditions. Besides, it provides a systematic protocol to evaluate performance of face detection system. Figure 3 shows the discrete score and continuous score ROC curve generated by SURF cascade detector in comparison to available results on the benchmark [31, 16, 20]. 3 . It is obvious that SURF cascade outperforms others significantly. Furthermore, we believe that when multi-view SURF-based face detector is trained, the result would be even better. Figure 4 illustrates some examples of face detection results on CMU+MIT and UMass FDDB datasets. 3 Some detectors



did not shared their result files on the website, however it is obvious that we have much better performance than others except the one by Olaworks inc., which should utilize multi-view information.



4.3. Detection Speed Finally, we further made comparison of detection speed between the proposed detector and the OpenCV face detector. As is known, the OpenCV face detector was well tuned in speed. We tested the two detectors on three video clips (about 2∼3 minutes each) under pure detection mode with the same parameters (scale factor 1.2 for scaling detection window and minimum detection window size 40×40). We first compared the detection speed on a low-end single core Intel Atom 1.6GHz CPU. The first 3 rows of Table 3 list the compared results. Note that video B and C have different number of faces in each frames. On average, video B has 3 frontal faces in one frame while video C has only 1 frontal face in one frame. We further compared the speed on the high-end Core-i7 CPU with parallel processing enabled on both detectors. The results are listed in the last 3 rows of Table 3. Note that we only counted the computing time in detection part without taking any other computing (such as video decoding) into consideration on both detectors. Two points can be found from the table. First, our detector is faster than OpenCV default detector. This is due to the facts that ours detector has fewer number of stages (8 vs 24), fewer number of weaker classifiers (334 vs 2916) and fewer average number of evaluated weak classifiers per detection window (1.5 vs 28) than that of haar-based detector. These advantages can compensate one weakness point that the computing on each weak classifier is larger than that of OpenCV detector. Second, the parallel scaling of the proposed detector is better than that of OpenCV detector. This is due to two facts. First, the fewer stages of SURF-cascade may yield better load balance among threads than that of longer stages of Haar-cascade. Second, SURF-cascade benefits much more from the SIMD optimization (i.e., wT x in logit model) than that of OpenCV.



5. Conclusions This paper presents a novel boosting cascade framework based on SURF features for face detection. The major con-
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Figure 3. (a)Discrete score ROC curves and (b) Continuous score ROC curves for different methods on UMass FDDB dataset. Table 3. Detection speed comparison between OpenCV default detector and SURF-cascade. The first three rows on 1.6GHz Atom CPU, and the rest on the 3.2GHz Core i7. Videos resolution Ours (fps) OpenCV (fps) A.avi 352×288 30.1 25.0 B.mpg 640×480 5.8 4.6 C.avi 640×480 7.3 5.4 A.avi 352×288 312 190 B.mpg 640×480 71.3 49.7 C.avi 640×480 90.5 58.2



tributions are three points. First, we introduce SURF features for fast face detection. Second, we proposed AUC as the single criterion for cascade training, which leads to fast training convergence. Third, we showed a real example that can train fast and accurate cascade face detector from billions of samples within one hour on personal computers. This is a big improvement over the Viola-Jones framework. We also compared the detector accuracy and speed with existing algorithms. It shows SURF cascade can achieve results comparable to state-of-the-art detectors. Furthermore, the speed of the detector even outperforms the tailored optimized OpenCV detector. Future work may consider extending the approach on other more complex object detection task such as human detection and multi-view object detection.
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