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Abstract Humans often use faces for recognizing individuals. We are capable of doing this in a few milliseconds from various sources like still pictures, animated videos, caricatures, having different degrees of noise in the form of illumination, expression and head orientation. The current face recognition algorithms have evolved from the earlier ones that used simple geometric models. Recent algorithms that were evaluated in the Face Recognition Grand Challenge were nearly 100 times more accurate than those of 1995. Although huge amount of research effort has gone into face recognition algorithms, not much work has been done on developing an end to end systems capable of handling varying parameters. The objective of this work was to develop such an end to end system capable of recognizing similar faces in a video with minimum human interference. This work considers such varying parameters and tries to address them. We propose a simple and fast algorithm to handle the problem of head orientation in frontal faces. Additionally, we use a representation of the faces described over a set of face examples rather than using single shots. To facilitate the matching, we structure this process so as to handle problems such as small detection size and blurring effects. The result is a face retrieval system, able to retrieve a ranked list of shots for the user to select from in order to obtain the final concatenated video of the character. The system was tested on two full length sitcoms.
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Chapter 1



Introduction Face recognition is one of the most successful applications of image analysis and understanding and has received significant attention especially during the past couple of decades. In this regard quite a few face recognition conferences such as the International Conference on Automatic Face and Gesture Recognition (AFGR) and the International Conference on Audio and Video-Based Authentication (AVBPA) have been held. Popular database such as FERET, CMU-PIE, YALE, are freely distributed to help researchers check their performance against a fixed standard. Even systematic evaluations systems of face recognition techniques like the FRVT 2000, FRVT 2002, and XM2VTS were held to access the existing standards. Two main reasons can be cited for this trend, the first is the wide range of law enforcement applications, and the second is the availability of cheap cameras that can be easily installed for image acquisition purpose. The objective in this work was to retrieve shots containing particular person/actor, having at least one (near) frontal pose, from a video material using a query image (within the video). There are many applications of such a capability, for example: retrieval of all the shots containing a particular family member from the thousands of short video sequences captured using a digital camera, ‘intelligent fast-forwards’ where the video jumps to the next scene containing that actor, movie dubbing where we need to know all the shots where the actor has performed. The rest of the report is arranged as follows: the remaining chapter gives the challenges in face recognition and a survey on face recognition methods that was done at the start



2



of this project. The following chapter explains the face detection and tracking system developed by [4] along with the modification with which it was used in the project. The third chapter gives the face alignment and the pre-processing steps involved before the face recognition. The fourth chapter gives a detail of the features used and the clustering technique. It ends with an explanation of the on-line model developed for this system. The Final chapter gives the results obtained from the system.



1.1



Challenges



Face matching is difficult even under quite controlled conditions. The variation in a face due to various factors such as lighting, pose, partial occlusion, etc. can exceed that due to identity. Though recognition of faces from video sequence is a direct extension of stillimage-based recognition, true video based face recognition techniques use both spatial and temporal information. The existence of additional information (temporal) makes face recognition based on video preferred over still images. It was demonstrated that humans can also recognize animated faces better than randomly rearranged images from the same set. Significant challenges for video-based recognition still exist, some of them are listed below: 1. The quality of video is low. Usually, video acquisition occurs outdoors (or indoors but with bad conditions for video capture) and the subjects are not cooperative. Hence there may be large illumination and pose variations in the face images. In addition, partial occlusion and disguise are possible. 2. Face images are small. Again, due to the acquisition conditions, the face image sizes are smaller (sometimes much smaller) than the assumed sizes in most still-image-based face recognition systems. For example, the valid face region can be as small as 15 × 15 pixels, whereas the face image sizes used in feature-based still image based systems can be as large as 128 × 128. Small-size images not only make the recognition task more difficult, but also affect the accuracy of detection of the fiducial points/landmarks that are often needed in recognition methods. 3. The characteristics of faces parts. Generic description of human behavior not particular to an individual is a useful concept. One of the main reasons for the feasibility 3



of generic descriptions of human behavior is that the intraclass variations of faces is much smaller than the difference between the objects inside and outside the class. For the same reason, recognition of individuals within the class is difficult. For example, detecting and localizing faces is typically much easier than recognizing a specific face. 4. Efficient implementation on a hardware. Most of the current algorithms are very slow and resource consuming. In addition the memory requirement is practically unfeasible. This makes dedicated hardware for face recognition systems very costly.



1.2



Survey on Face Recognition Methods



A large number of methods for face recognition have been proposed during the past couple of decades. Face recognition is such a challenging yet interesting problem that it has attracted researchers having different backgrounds: psychology, pattern recognition, neural networks, computer vision, and computer graphics. It is due to this fact that the literature on face recognition is vast and diverse. A single system thus can involve different techniques. The usage of a mixture of techniques makes it difficult to classify these systems based purely on what types of techniques they use. For this reason methods are divided using a guideline suggested by the psychological study of how humans use holistic and local feature. The following categorization is used:



1.2.1



Holistic/Appearance based Techniques



Faces contain a lot of features, some are common to all faces, some have highly discriminatory information. These methods use the whole face region as the raw input to a recognition system which are mapped to different feature space that consists of discriminatory information. Principal Component Analysis: Starting from the successful low dimensional reconstruction of faces using KL or PCA projections, eigenfaces[22] have been one of the major driving forces behind face representation, detection, and recognition.



It is known



that there exist significant statistical redundancies in natural images. One of the best global compact representations is KL/PCA, which decorrelates the outputs. More specifically, sample vectors x can be expressed as linear combinations of the orthogonal basis: 4



Φi : x =



Pn i



αi Φi ≈



Pm i



αi Φi (typically m << n) by solving the eigenvalue problem: CΦ = ΦΛ



(1.1)



where C is the covariance vector and αi form the representation of the input samples x. An advantage of using such representations is their reduced sensitivity to noise. Some of this noise may be due to small occlusions, as long as the topological structure does not change. The above techniques using different similarity measure such as euclidean, probabilistic are present in the literature. Linear Discriminant Analysis: LDA/FLD based Face recognition systems have also been very successful[5]. LDA training is carried out via scatter matrix analysis. For an M-class problem, the within and between class scatter matrices Sw , Sb are computed as follows: Sw =



M X



P r(ωi )Ci



(1.2)



P r(ωi )(mi − m0 )(mi − m0 )T



(1.3)



i=1



Sb =



M X i=1



where P r(ωi ) is the prior class probability, and is usually replaced by 1/M with the assumption of equal priors. Here Sw is the within-class scatter matrix, showing the average scatter Ci of the sample vectors x of different classes ωi around their respective means mi : Ci = E[(x(ω) − mi )(x(ω) − mi)T |ω = ωi ]. Similarly, Sb is the Between-class Scatter Matrix, representing the scatter of the conditional mean vectors mi around the overall mean vector m0 . A commonly used measure for quantifying discriminatory power is the ratio of the determinant of the between-class scatter matrix of the projected samples to the determinant of the within-class scatter matrix: J(T ) =



|T T Sb T | . |T T Sw T |



The optimal projection matrix W



which maximizes J(T ) can be obtained by solving a generalized eigenvalue problem: Sb W = Sw W ΛW



(1.4)



The test image is then projected onto W and its closest class can be found using various distance metrics.
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Independent Component Analysis: On the basis of the argument that in tasks such as face recognition, much of the important information is contained in high-order statistics, [16] proposed to use ICA to extract features for face recognition. Independent-component analysis is a generalization of principal-component analysis, which decorrelates the highorder moments along with the second order moments of the input. A comparison between the various projection methods is useful to fully understand them: (1) It is seen that PCA uses the eigenvectors of the covariance matrix obtained from the input data. The m(<< n) eigenvectors corresponding to the largest eigenvalues define a space where the variation between the input data is maximum, however this need not necessarily be good discriminating features. On the other hand LDA defines a space such that the within class scatter matrix is minimized and the between class scatter matrix is maximized, or in other words data points belonging to the same class are brought nearer while those belonging to different classes are spread out. (2) In order to obtain the projection matrix in LDA the within class scatter matrix must be invertible, eq(1.4). This is possible only if we have enough number of examples for each class. (3) In case of generalization for faces outside the training data, PCA is found to be better than LDA. The above methods were further improved with the use of Machine learning techniques which use the Kernel trick for classification in the higher dimensional space, like the KLDA and KPCA methods.



1.2.2



Feature Based Techniques



Many methods in the feature based matching category have been proposed, including many based on geometry of local features such as the 1D HMM. One of the most successful methods is the Elastic Bunch Graph Matching(EBGM) technique[1]. EBGM makes use of the fact that all human faces share a similar structure. Firstly, fiducial points such as eyes, nose, etc are located in the face which are treated as nodes of a graph. Thus giving a kind of graph representation to the faces. The edges of this graph are labeled with 2-D distance vectors between the fiducial points. Each node contains a set of 40 complex Gabor wavelet coefficients at different scales and orientations. These coefficients are called ‘jets’. A labeled graph for each of the stored image is formed. Labeled graph is a set of nodes connected by edges, nodes are labeled with jets, edges are labeled with 6



distances. Recognition of a new image takes place by finding the labeled graph of the image, and matching all stored model graphs to that of the image. Another new technique is the Cybulla method. In this method a 3D mesh is used to identify a set of significant points. Emphasis is on identifying High curvature points on face profiles. These points along with the relationship between points(distance) are represented by a graph. A graph matching framework called Relaxation by Elimination is then used for finding the similarity between two graphs. Relaxation by Elimination attempts to match a query graph against a graph or series of target graphs to determine if there is a possible correspondence between the graphs. For this a computing structure of a series of nodes is created, corresponding with the query graph, and seeded with possible candidates for matches to the target graph. The support for these candidates, based on some appropriate criterion between the nodes, is used to prune the less likely matches until the solution converges.



1.2.3



Hybrid Technique



Hybrid approaches use both holistic and local features. For Example, the Linear Binary Pattern suggested by [3]. In LBP both shape and texture information are used to represent the face images. As opposed to the EBGM approach, a straightforward extraction of the face feature vector (histogram) is adopted in this algorithm. The face image is first divided into small regions from which the Local Binary Pattern (LBP) features are extracted and concatenated into a single feature histogram efficiently representing the face image. The textures of the facial regions are locally encoded by the LBP patterns while the whole shape of the face is recovered by the construction of the face feature histogram. The idea behind using the LBP features is that the face images can be seen as composition of micro-patterns which are invariant with respect to monotonic grey scale transformations. Combining these micropatterns, a global description of the face image is obtained. Other method is the the modular eigenfaces approach [17] which uses both global eigenfaces and local eigenfeatures. In this the concept of eigenfaces was extended to eigenfeatures, such as eigeneyes, eigenmouth, etc. Using a limited set of images, recognition performance as a function of the number of eigenvectors was measured for eigenfaces only and for the 7



combined representation. For lower-order spaces, the eigenfeatures performed better than the eigenfaces when the combined set was used, only marginal improvement was obtained. These experiments support the claim that feature-based mechanisms may be useful when gross variations are present in the input images.



1.2.4



Model Based Technique



Model based techniques, is a relatively new method. One of the popular Technique is the Active Appearance Method[10]. An Active Appearance Model (AAM) is an integrated statistical model which combines a model of shape variation with a model of the appearance variations in a shape-normalized frame. An AAM contains a statistical model if the shape and gray-level appearance of the object of interest which can generalize to almost any valid example. Matching to an image involves finding model parameters which minimize the difference between the image and a synthesized model example projected into the image. The other popular method is the 3D Morphable method[6]. In this technique a set of laser scanned, centered, and aligned 3D image models are used to construct the morphable 3D model. Shape is represented by 3D co-ordinates while texture is represented by colour. Model parameters are calculated by applying Eigen analysis. When a 2D image is presented along with the viewing direction the 3D model is deformed to obtain the best fit between its 2D projection and the 2D image. Optimization process involves finding out optimum values for model parameters as well as scene parameters. New model parameters are used to describe this image. So this could be seen as 2D to 3D mapping. These parameters are then used for recognition purpose.
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Chapter 2



Face Detection and Tracking A typical face recognition system consists of 3 main modules, as shown in figure 2.1. 1. Face Detection: A face detection module is used to detect faces present in static images. Quite a few techniques are present in literature from the early methods using eigenfaces to the present ones using Artificial Neural Network, Ada Boost etc. However the major challenge in this is to perform in (near)Real Time. 2. Face Tracking: Once a face is detected this module is used to track the face in the subsequent frames. This module can also give inputs to the detection module to reduce search size for the detector. Some popular methods are the mean shift tracker, affine covariant region tracker, particle filters etc. 3. Face Recognition: On detection of all the faces this module is used to recognize the detected faces. Before we proceed we need to define a term that will be used frequently from here on. A Face track or track is a sequence of spatial and temporal position of a unique face from the point of its detection till the track becomes ambiguous. In other words it is the cropped



Figure 2.1: Different modules of a typical FRS 9



location of a unique face. Ambiguity in the track could occur as the face is occluded, change of scene or their is an unnatural motion.



2.1



Face Detection



As said earlier, a lot of techniques are already present in the literature on face detection, however in this case as detection is a lower level processing, a relatively fast method with a good detection rate was required. For this reason, Viola-Jones detector[23], which is a popular method that gives near real time capability was used. A detailed explanation is given in this section.



2.1.1



Viola Jone’s Detector



Viola-Jone’s uses Ada Boost, which is a machine learning technique, to obtain a complex nonlinear strong classifier from a combination of weak classifiers. A weak classifier hm (x) ∈ (−1, +1) is obtained by thresholding on a scalar feature zk (x) ∈ R selected from an overcomplete set of Haar wavelet-like features. A strong classifier HM (x) is then constructed as a linear combination of M simpler, weak classifiers given by: PM HM (x) =



m=1 αm hm (x) PM m=1 αm



(2.1)



where x is a pattern to be classified, hm (x) are the M weak classifiers, αm ≥ 0 are the combining coefficients in R, and the denominator is the normalizing factor. HM (x) is real-valued, but the prediction of class label for x is obtained as yˆ(x) = sign[HM (x)] and the normalized confidence score is |HM (x)|. Haar-like Features Four basic types of scalar features were proposed for face detection, as shown in figure 2.2. Such a block feature is located in a subregion of a subwindow and can vary in shape (aspect ratio), size, and location within the subwindow. Thus for a subwindow of size 20 × 20, there can be thousands of such features for varying shapes, sizes and locations. Feature k, taking a scalar value zk (x) ∈ R, can be considered as a mapping from the n-dimensional space
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Figure 2.2: Haar-like features: feature is a scalar calculated by summing up the pixels in the white region and subtracting those in the dark region. (n = 400 if a face example x is of size 20 × 20) to the real line. These scalar numbers form an overcomplete feature set for the low-dimensional face pattern. These Haar-like features are interesting for two reasons: (1) powerful face/nonface classifiers can be constructed based on these features and (2) they can be computed efficiently using the integral image technique. Weak Classifiers The AdaBoost learning procedure is aimed at learning a sequence of best weak classifiers hm (x) to combine and the combining weights αm . It solves the following three problems: (1) learning effective features from a large feature set; (2) constructing weak classifiers, each of which is based on one of the selected features,(3) boosting the weak classifiers to construct a strong classifier. The simplest type of weak classifiers is a ‘stump’. A stump is a single-node decision tree. When the feature is real-valued, a stump may be constructed by thresholding the value of the selected feature at a certain threshold value. The following shows the procedure for constructing the stump. Assume that we have constructed M − 1 weak classifiers {hm (x)|m = 1, ..., M − 1} and we want to construct hM (x). The stump hM (x) ∈ {−1, +1} is determined by comparing the selected feature zk∗ (x) with a threshold τM as follows:   +1 hM (x) =  −1



if zk∗ > τk∗ otherwise



In this form, hM (x) is determined by two parameters: the type of the scalar feature zk∗
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and the threshold τk∗ . The two may be determined by some criterion, for example, (1) the minimum weighted classification error, or (2) the lowest false alarm rate given a certain detection rate. Strong Classifiers AdaBoost learns a sequence of weak classifiers hm and boosts them into a strong one HM effectively by minimizing the upper bound on classification error achieved by HM . The bound is derived as the following exponential loss function



J(HM ) =



X



e−yi HM (xi ) =



i



X



e−yi



PM



m=1



αm hm (xi )



(2.2)



i



where xi are the training examples and yi are the corresponding labels. AdaBoost construct hm (x)(m = 1, ..., M ) by stage wise minimization of Eq.2.2. Given the current HM −1 (x) = PM −1 m=1 αm hm (x), and the newly learned weak classifier hM , the best combining coefficient αM for the new strong classifier HM (x) = HM −1 (x) + αM hM (x) minimizes the cost: αM = arg min J(HM −1 (x) + αm hM (x)) α



This minimizer can be easily calculated[2]. Each example is re-weighted after an iteration (M −1)



i.e., wi



is updated according to the classification performance of HM : w(M ) (x, y) = exp(−yHM (x))



which is used for calculating the weighted error or another cost for training the weak classifier in the next round. This way, a more difficult example is associated with a larger weight so it is emphasized more in the next round of learning. The learning is however done for a particular pose of the face. Thus the detector is pose sensitive, however by having different detectors (frontal, left profile and right profile) for each pose we can make the system pose invariant. In addition this method also brigs in the additional knowledge of pose type of a detected face which can be used later on in the system. The face detection module used however can recognize faces as small as 38×38. All
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faces and consequently their tracks smaller than this size would not be detected and not considered.



2.2



Face Tracking



Tracking has dual advantages: (1) It reduces the region in which detector is to be run and (2) It allows us to use the temporal information in a video since we are assured that a track has the same person but with different pose/expression. Because of the continuity(tracks) it acts like a first level of clustering. This approach gives a representation for each person consisting of a distribution over face exemplars.



2.2.1



Detect-Track Framework



The Detect-track framework developed by Paresh et al[4] is used as the tracking module. This framework uses Experiential Sampling(ES) and Meanshift tracker. Experiential Sampling In this approach, the sensor data about a tentative target are integrated over time and may yield detection in cases when signals from any particular time instance are too weak against clutter (low signal-to-noise ratio) to register a detected target. The ES based tracking module is based on Neissers Perceptual Cycle(NPC) which is a schema exploration-experienceschema update cycle. That is, the current schema directs exploration and the experience gained from this exploration is used to update the schema. ES uses particle filtering to track the faces. Initially, an attention map using colour as the cue is developed for the first frame. Any additional cue such as motion can also be integrated. Samples are then drawn from this map at which we run the Viola-Jone’s detector(experience stage in NPC). The detector results are then used to update the existing samples(schema update in NPC) by weighing them appropriately. These samples are then propagated to the next frame using a state(position) model(exploration stage in NCP) were they are further updated from the current frames attention map before running the detector. In order to detect new faces coming into the frame that might not be filtered properly by the colour cue certain samples are randomly drawn from the entire image.
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Mean-Shift This process still dose not guarantee that a face detected in the previous frame will be detected in the next frame. For this reason Mean-Shift(MS) tracking[7] is used along with ES setup. MS tracking is a Kernel based tracking method which uses a kernel mask to find the mode of a density. It does this by shifting the kernel center to the mean of its current density estimate, iteratively until it converges. In other words, first we estimate the density of the samples using a mask(kernel). Once we find the mean of the estimated density the mask(kernel) is shifted with its center at the mean. The process is repeated until the new mean coincides with the previous mean. It was shown in the same work that the point it converges to will be the mode of the density. MS tracking uses colour histogram as its feature and Bhattacharya coefficient as a distance measure. The Bhattacharyya distance measures the similarity of two probability distributions. It is a divergence-type measure which has a straightforward geometric interpretation. It is the cosine of the angle between √ √ √ √ the m-dimensional unit vectors: ( pˆ1 , ...., pˆm )T and ( qˆ1 , ...., qˆm )T which in this case are the histograms features. It is defined by: R  p ρ(p, q) = −ln x∈X p(x)q(x) dx for continuous case and, P √  m ρ(p, q) = −ln p q for discrete case i i i=1



(2.3)



Once a face is detected, the MS tracker is initialized. For the next frame both particle filtering and MS tracking is carried out. If the face detected at the samples provided by particle filter corresponds to the face being tracked by MS then the results are clubbed and MS tracker is reinitialized. On the other hand if particle filter fails to detect the face then MS result are used. The advantage of Detect-Track over running a detector on the whole frame is that it reduces the computation time, since detection is done only at the sample points instead of the whole image, along with the reduction in the number of false positives.



2.3



Obtaining Unique Tracks



The above mentioned process does not ensure that a track is unique. This is because both MS and ES uses colour as its feature which is not a good measure to distinguish faces. This can cause a track to shift from one person to another. The following work explains my 14



contribution to the above algorithm in order to ensure that the tracks are unique. Such cases can occur in the following scenarios: 1. When a person is being occluded by another person. 2. One of the track’s is lost while another person is detected (in the same frame) causing the track to jump. 3. A scene change occurs with two different people appearing at the same position before and after the scene change. These cases are pretty frequent, especially in case of serials and can affect our basic assumption that the tracks are unique. The third case can be easily handled by using a simple scene change detector with chi-square measure. Thus if H1 represents the colour histogram of previous frame and H2 represents the colour histogram of the current frame then:



dchi−square =



N X (H1 (i) − H2 (i))2 i=1



H1 (i) + H2 (i)



where, N = no of histogram bins; and if, dchi−square > τ then we say a scene change has occurred and we close all the active tracks. On the other hand, the first two cases are not that simple and for this reason a motion model is used. The motion model used here is: 1 xnew −xold 2 ) σ



P (x) = e− 2 (



(2.4)



where, x is the two dimensional position vector, xnew = position of face in current frame, xold = position of face in previous frame. By thresholding on P (x) we ensures that the track of a person does not jump from one person to another( which indicates an unnatural motion). The above solution still does not address the case of occlusion. This can be resolved by substituting σ 2 ∝ detected window in
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equation 2.4. As the person in front(f ) would be detected at a larger scale then the person at the back(b), i.e σf2 > σb2 which along with equation 2.4 results in: Pf (x) > Pb (x) Thus the detected face would be associated to f allowing us to handle the case of occlusion.



2.4



Summary



The chapter breaks down a typical Face Recognition System into different modules and looks into two of them. It explains the face detection module and the Viola-Jone’s detector used here. It also tells us about the importance of the face tracking module and goes on to explain the detect-track frame work based model used in this project. Further, it brings out the drawbacks of this model from the point of obtaining unique tracks and shows the additions done towards addressing these issues.
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Chapter 3



Face Alignment and Preprocessing In the previous chapter it was mentioned that a typical Face Recognition System contains 3 modules. Apart from the three modules, a relatively new module used is the face alignment and preprocessing module as shown in the figure 3.1. Once all the tracks are obtained, pre-processing steps on each face in the track is performed before any further operations are done so as to make the system more robust. In order to understand this module we first look at the major challenges in a image based face recognition: 1. Scale 2. Pose 3. Illumination 4. Expression, and 5. Head Orientation Face Alignment and Preprocessing modules handles Scale, Illumination and head orientation. Face alignment aims at aligning the faces so as to have fiducial points of different images at nearly the same location. It is seen that this increases the accuracy of recognition by a considerable amount especially in holistic approaches. The explanation for how pose is handled is given in the next chapter. The features along with clustering technique explained later, are robust enough to handle the expression change occurring in a video.
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Figure 3.1: Different modules of a modern FRS



3.1



Scale Invariance



As said before, faces in a naturally occurring video vary from 15×15 to nearly 200×200. The cropped faces thus cannot be directly used for feature generation and need to be resized to a common size(100×100). Techniques such as Super-Resolution have been used to enlarge the small, detected faces. The technique requires two or more images of the same scene taken from slightly different angles to construct a larger image of the scene. The system’s based on this technique argue that two consecutive frames in a video are not very different and can be used for resizing cropped faces that are very small, but this is not always true(shaking of head) and can give erroneous results. Also these technique are very cumbersome and the small increase in accuracy brought in by them do not justify there use and hence simple bilateral filtering technique is used for resizing.



3.2



Illumination Invariance



Achieving Illumination invariance is a key in many computer vision tasks. As stated by Adini et al., ‘The variations between the images of the same face due to illumination and viewing direction are almost always larger than image variations due to change in image/face. Histogram equalization (HE) is a commonly used method to convert an image so it has a uniform histogram, which is considered to produce an ‘optimal’ overall contrast in the image. In the histogram equalization process, the gray level values of an image are spread out over the entire gray level range, hence equal amount of pixels are allocated to each gray level value. For human observers, this yields more balanced and better-contrasted images. Furthermore, equalized images make details visible in dark or bright regions of the original images. However, after being processed by HE, the lighting condition of an image under uneven illumination may sometimes turn to be even more uneven.
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Adaptive histogram equalization (AHE) computes the histogram of a local image region centered at a given pixel to determine the mapped value for that pixel, this can achieve a local contrast enhancement. However, the enhancement often leads to noise amplification in flat(same intensity) regions, and ring artifacts at strong edges. In addition, this technique is computationally intensive. Face modeling approaches use low-dimensional linear subspaces for modeling image variations of human faces under different lighting conditions. As an example, the illumination cone method exploits the fact that the set of images of an object (a face) in fixed pose, but under all possible illumination conditions, forms a convex cone in the images space.



3.2.1



Multi Scale Retinex



When the dynamic range of a scene exceeds the dynamic range of the recording medium(camera), the visibility of colour and detail will usually be quite poor in the recorded image. Dynamic range compression attempts to correct this situation by mapping a large input dynamic range to a relatively small output dynamic range. Simultaneously, the colours recorded from a scene vary as the scene illumination changes. Colour constancy aims to produce colours that look similar under widely different viewing conditions and illuminations. The Retinex is an image enhancement algorithm that provides a high level of dynamic range compression and colour constancy. The retinex method was initially proposed by Land[15]. Assumption’s made in Land’s work were however not accurate and was later corrected by Daniel et al.[9]. This improved method still had the problem of balancing between dynamic range compression and colour constancy which led to multi scale retinex[8]. The method works well for gray images but fails in the case of colour images, however in the later works of Daniel et al. newer methods have come up with ways to deal with this problem too. This method is based on Homomorphic filtering. Homomorphic filtering is a generalized technique for image processing, involving a nonlinear mapping to a different domain in which linear filter techniques are applied, followed by mapping back to the original domain. Illumination and reflectance are not separable, but their approximate locations in the frequency domain may be located. The image is said to be a product of the illumination and
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reflectance component. i.e, I(x, y) = S(x, y)r(x, y) where S(x, y) is the source illumination and r(x, y) is the scene reflectance part. Since illumination and reflectance combine multiplicatively, the components are made additive by taking the logarithm of the image intensity, so that these multiplicative components of the image can be separated linearly in the frequency domain, i.e, log(I(x, y)) = log(S(x, y)r(x, y)) =⇒ log(S(x, y)) + log(r(x, y))



(3.1)



Illumination variations can be thought of as a multiplicative noise, and can be reduced by filtering in the log domain. The single scale retinex output(R(x, y)) is given by: R(x, y) = log(I(x, y)) − log(F (x, y) ⊗ I(x, y))



(3.2)



where ‘⊗’ denotes the convolution operation and F (x, y) denotes the surround function(Gaussian in our case). The second term in equation 3.2 acts as a low pass filter, giving a net effect of a high pass filter. This is done because to make the illumination of an image more even, the high-frequency components are increased and low-frequency components are decreased, because the high-frequency components are assumed to represent mostly the reflectance in the scene (the amount of light reflected off the object in the scene), whereas the low-frequency components are assumed to represent mostly the illumination in the scene. From equations 3.1 and 3.2 we have: S(x, y)r(x, y) R(x, y) = log ¯ S(x, y)¯ r(x, y) where the bars denote the spatially weighted average value. Since illumination is mainly ¯ y), then low-frequency we have S(x, y) ≈ S(x, R(x, y) ≈ log



r(x, y) r¯(x, y)



(3.3)



The choice of σ in the surround function determines the final result i.e, image with better colour constancy (high σ) or better dynamic range compression(low σ). Plotting the histogram of R(x, y) for different images gives nearly the shape. By choosing appropriate
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Figure 3.2: Top row are original pictures from yale database, middle row are images obtained by histogram equalization and the last row is the Multiscale retinex output lower and upper cut-offs for this histogram, the images can be fit in the same range giving similar intensity images. The output for Multi scale retinex is given by:



RM SR (x, y) =



N X



wi Ri (x, y)



(3.4)



i



Thus instead of taking a single retinex output, a weighted average at different retinex scale is used. This is done because small scales are strong on detail and dynamic range compression and weak on tonal and color rendition, whereas the reverse is true for the largest spatial scale. The multiscale retinex combines the strengths of each scale and tries to mitigate the weaknesses of each. Here N is the number of single scale retinex used. Though, new parameters (wi ) were introduced in multi scale retinex, it was seen that equal weightage also gave good results. To show the performance of this method images of the same person under different lighting conditions and expression(with glasses, astonishment) were taken(Yale database). Figure 3.2 compares the original images(first row), histogram equalized images(second row)
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and the multi scale retinex output(last row). It clearly shows that the retinex method outperforms the histogram equalized method in terms of its visual appearance.



3.3



Head Orientation



While using holistic based approaches for face recognition it is of utmost importance that fiducial points of faces should lie at nearly the same locations for good performance. However, naturally occurring images/videos do not always contain an upright face. Especially in the case of videos, where head movement along with body language are used in expressing emotions, it is seldom that we find an absolutely upright face. Although quite a few methods are present in the literature most of them have unrealistic requirements such as high resolution images, person specific training, fiducial points initialization and large computation time. It must be noted that it is easier to build system that give rough alignment rather than systems that give precise alignment. Thus by using features that are robust to handle slight alignment mismatch we can build a more fast as well as robust system. One of the popular methods is the congealing method that aims at unsupervised alignment. In congealing a distribution over the range of values(0-255) at each pixel is calculated using the training images, which is called a distribution field at that pixel. Congealing proceeds by iteratively computing the empirical distribution defined by a set of images, then for each image, choosing a transformation that reduces the entropy of the distribution field. However, the high variation present in color in the foreground object as well as the variation due to lighting will cause the distribution field to have high entropy even under a proper alignment, violating one of the necessary conditions for congealing to work. In [11] to over come this defect the work was further extended by using the sift descriptors instead of using plain pixel values, the process was shown to work well on faces. Though these techniques do not need any prior initializations they are computationally intensive.



3.3.1



Eye localization



Another simple technique for aligning (near)frontal faces is to locate the eyes and use this information to de-rotate the faces. This technique has the added advantage of been fast.
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Since we have already assumed that a track contains at least one frontal pose by using a proper similarity measure we can restrict ourselves to this method. This section will explain how this was done. Assumptions The following assumptions were made: 1. Input is in the form of a cropped face. Every cropped location contains a (near)frontal pose face, i.e there are no mis-detection. 2. The head orientation is considered to be in the range of +60 to -60 degrees. 3. The cropped face is centered, i.e edges of the image do not contain any fiducial points(eyes,mouth). 4. Since the face is centered, the nose can be assumed to lie near to the center of the image. Obtaining Candidate Regions We start by taking the edge map of the scale and illumination invariant cropped face using the ‘sobel’ operator. The threshold used varies depending on the size of the detected face. The edge density at every pixel using a 15×15 sized window is then calculated. Since we have assumed that their are no eyes at the image boundary edge density at the boundary is kept zero. This removes high edge density noise in the form of hair, background clutter. We next consider only the top three edge density locations for the possible candidates of the eye. It is seen that more than 95% of the time the top three edge density region contain the eye. Exceptions are when there are shaded/reflecting glasses or the hair falls over the face. The next task is to eliminate one of the three regions. Since we have assumed a limited range of head orientation all regions falling below the 60% of the image are removed. Also since the nose lies somewhere near the middle of the image any region occuring in the middle of the image are not considered. If at this point we have less than two possible regions then the algorithm stops and we cannot locate the eye regions. However this was the case for only 10% of the input images. 23



On the other hand if we are still left with more than two regions then the histogram for all regions are calculated and the regions that are closest using chi-square distance are used as the eye locations. It was observed that the eye regions obtained by this method were not exact. However for de-rotating the face, getting the exact eye location is not as important as getting similar regions near both eyes. To obtain approximately the same regions, we use one eye location as a template and search for a similar location about the other eye region using mean-shift. To improve the search result the initialization for mean shift search is done at the center as well as around the center of the eye location and the closest match is taken as the eye. De-Rotating Faces Once the eye-regions are obtained we need to de-rotate the entire image and get the new cropped region of the face. To do this we first find the angle at which the head is orientated using the obtained regions. This is given by:   CR1y − CR2y angleHO = atan CR1x − CR2x Where, CR1 = candidate region 1 and CR2 = candidate region 2. The subscript x and y indicate its 2D position. We then find the intersection of the line joining the center of the candidate regions and its perpendicular bisector, with the boundary of the cropped image. These four points (boundary points) are then located in the de-rotated image and are used to find the bonding box for the new cropped region. Algorithm The final algorithm in brief is given below: • Get the edge map for the resized and illumination invariant cropped face. • Find the top three edge density regions(neglecting the boundary) and consider them as candidate eye regions. • Eliminate candidate regions below the 60% line and candidate regions occuring near the center of the image(nose region). 24



Figure 3.3: Output for eye localization • If the number of candidate regions is exactly equal to 2 then they correspond to the eye location. Skip to the second last step. • If the number of candidate regions is less than two then we cannot find the eye location. • If the number of candidate regions is 3 then find the closest regions using chi-square histogram matching technique and eliminate the third. • Use one of the two candidate region as a template and initialize a search around the second region using mean-shift. • Obtain the boundary points and locate them in the de-rotated image. They form the bounding box for the new cropped face location. To show the performance of the above method images from CMU database were used(figure 3.3). The first column of pictures show the original cropped images, second column shows the edge map, third column show the top 3 edge density regions and the final column shows the final candidates after the mean-shift localization. As seen this step provide more accurate similar regions.
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3.4



Summary



In this chapter we list out the challenges in face recognition and see how some of them are addressed by the Face Alignment and Pre-processing module. The different techniques used for Illumination invariance is given and an analysis of the retinex method(used here) is done. We also look into the techniques used to compensate head orientation along with its disadvantages. A new algorithm is suggested to address these issues and the results obtained are shown.
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Chapter 4



Face Recognition Among the different biometric techniques facial recognition might not be the most reliable and efficient but its great advantage is that it does not require aid from the test subject. Properly designed systems installed in airports, multiplexes, and other public places can detect presence of criminals among the crowd. Other biometrics like fingerprints, iris, and speech recognition cannot perform this kind of mass scanning. Although extensive research effort has gone into computational face recognition, we have yet to see a system that can be used effectively in an unconstrained setting, with all of the variability in imaging parameters. The only system that does seem to work well under these challenges is the human visual system. For this reason researchers are keenly looking at the visual system to provide insights into the nature of cues that humans rely upon for achieving their impressive performance and serve as the building blocks for future work. Some of the result obtained are given in [21]. Because of the nature of the problem, not only computer science researchers are interested in it, but neuroscientists and psychologists also. It is the general opinion that advances in computer vision research will provide useful insights to neuroscientists and psychologists into how human brain works, and vice versa. As seen in the first chapter a lot of techniques are present in the literature for face recognition, like the holistic based technique, feature based technique, model based technique etc. These technique are been extended and further developed for video based face recognition methods. In [12] where the similar problem was addressed, Zisserman et al. uses the SIFT
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descriptors which is a feature based technique to retrieve the shots of a character from a movie.



4.1



Features



Once all the cropped faces in the tracks have been preprocessed and aligned we build a feature for the entire track. As said above, the best system to emulate for now is the human visual system, for this reason we use the Gabor feature. In the past decade a lot of algorithms in cognition tasks have used Gabor feature. This is primarily because of the similarity between Gabor wavelets, especially for frequency and orientation representations, to the human visual system. This similarity is explored in[19].



4.1.1



Gabor Filters



A Gabor filter is a linear filter whose impulse response is defined by a harmonic function multiplied by a Gaussian function. Because of the convolution property, the Fourier transform of a Gabor filter’s impulse response is the convolution of the Fourier transform of the harmonic function and the Fourier transform of the Gaussian function. Gabor features have been found to be appropriate for texture representation and discrimination. Gabor filters based features have been successfully and widely applied to texture segmentation. A family of complex Gabor filters is defined as: ϕu,v (x) =



    ||ku,v ||2 −||ku,v ||2 ||x||2 σ2 exp exp(ik .x) − exp − u,v σ2 2σ 2 2



(4.1)



where u and v define the orientation and scale of the Gabor filters and the wave vector ku,v is defined as follows: ku,v = kv e(iφu ) where, kv =



kmax fv



and φu =



uπ /



N,



(4.2)



kmax is the maximum frequency , N is the number



of orientations and f is the spacing factor between kernels in the frequency domain. Each filter is in the shape of plane wave, as shown in figure 4.1, with wave vector ku,v , restricted by a Gaussian envelope function. The first term in the square brackets in equation 4.1 determines the oscillatory part of the filter and the second term makes the filters DC free.
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a)



b)



Figure 4.1: a) Gabor wavelet and b) the real part of two Gabor filters For face recognition application we use the following parameters[20]: σ = 2π, kmax = 2π, √ f = 2, v ∈ {0, . . . , 4} and u ∈ {0, . . . , 7}.



4.1.2



Gabor Feature Representation of Tracks



The Gabor filter bank that have been used have 5 scales(v ∈ {0, . . . , 4}) and 8 orientations(u ∈ {0, . . . , 7}) giving a total of 40 filters. Each detected face, I i , in every track is convolved with this filter bank giving 40, 100×100 filtered images. The convolution of image I i (x) and a Gabor filter ϕu,v (x) can be defined as follows: Giu,v (x) = (I i ⊗ ϕu,v )(x) where, Giu,v (x) denote the convolution result corresponding to the Gabor filter at orientation u and scale v. The convolution result(Giu,v (x)) itself gives a feature size of 400000( = 8×5×100×100) for each faces in the track which is extremely large. For this reason we first downsample Giu,v (x) to a size of 16×16. These images are then normalized to zero mean and unit variance and finally transformed to a vector piu,v , by concatenating its rows or columns. Finally, a discriminative feature vector pi can be derived to represent each faced-image I i in the tracks by concatenating the vectors, i.e: pi = ((pi0,0 )t , (pi0,1 )t , . . . , (pi4,7 )t )t 29



The feature length for each detected face would then be 10240( = 16×16×40). The final feature for the whole track would then be obtained by stacking such pi of each detected face one after the other, i.e: P k = (p1 , p2 , . . . , pn )



(4.3)



where, n is the number of detected faces within the k th track .



4.2



Kernel Principal Component Analysis



If we consider a track to have an average of 15 detected faces then each track would have an average feature size of 204800( = 10240×20), which is extremely large and hence we need to consider some dimensionality technique for the final representation of each track. KPCA is a non-linear form of principal component analysis. It was initially proposed by Smola et al. in their work [18]. This work aims at finding the principal components not in the input space but the principal components of variables, or features, which are nonlinearly related to the input variables. The advantage of KPCA over PCA is that it takes PCA after projecting the feature vector in a higher dimensional space, where the features maybe linearly separable. Let RN be the input space, {xk , k = 1, ..., m} are the training patterns and φ a nonlinear map defined from the input space to a high dimensional feature space: φ : RN → F. Here, we assume all the data mapped into the feature space are centered, i.e. m X



φ(xk ) = 0



k=1



Covariance matrix for the training data is: m



R=



1 X φ(xk )φ(xk )T m k=1



We need to find the eigenvectors of R which are give by: RV = λV
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(4.4)



where, V is the eigenvector and λ is the eigenvalue of R. Now to get the principal component representation of a test vector, (φ(x)) we need to project them on the normalized eigenvectors {V 1 , ...., V m }, i.e we need V k · φ(x). The problem here is that of finding the actual mapping φ where the feature would be linearly separable. However, the problem does not restrict to just finding the mapping, the calculations that would be involved in both mapping the vectors to the higher dimensional space as well as calculating the covariance matrix and its eigenvectors are huge. Smola et al. gave a method to solve this without actually finding φ and restricting ourselves to the input space. They restated the above problem to that of solving:



mλKα = K 2 α where λ are the eigenvalues of R and α1 , ..., αm are the eigenvectors of K. For non-zero eigenvalues this is equal to solving: mλα = Kα



(4.5)



Matrix K is give by: Kij = (φ(xi ) · φ(xj )) = k(φ(xi ), φ(xj )) here, k(·, ·) is a kernel. Once we get α’s we apply the condition :



λk (αk · αk ) = 1



(4.6)



This is done to normalize the eigenvectors V k ’s. The projection of any feature V k · φ(x) is then give by:



(V k · φ(x)) =



m X



αik (φ(xi ) · φ(x))



(4.7)



i=1



Thus the final algorithm to get KPCA is: first we get the matrix K. Next, we solve equation 4.5 to get the eigenvector’s(αk ), then we solve equation 4.6 to normalize V k ’s. To get the principal components of a test point φ(x) we solve equation 4.7. Here we have assumed that the feature’s (φ(x)) are centered (equation 4.4), which need not be true. The
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˜ will be given by: kernel matrix for the centered feature (K)



˜ = K − Im K − KIm + Im KIm K where, (Im )ij =



(4.8)



1 m



Proof for the above equations are given in Smola’s et. al. work. The training faces used here were from an Indian database (IIT-K) which contained pose and expression variation. Images from CMU database along with the faces from the input videos were also taken for the training process. A total of 2250 faces were taken. This was done to create more diversity so as to help better train the process. The kernel used was the Gaussian kernel which is given by: 2 1 (φ(xi )−φ(xj )) σ2



k(φ(xi ), φ(xj )) = e− 2



(4.9)



Other Kernel such as the fractional kernel with varying powers were also tried but the Gaussian kernel seemed to perform the best.



4.3



Kernel For Sets of Vectors



Kernel for sets of vectors is a relatively new technique which aims at obtaining a similarity measure between two sets. The sets themselves may have more than one vector in them. Not only should these kernel be able to handle such a representation but should also have certain properties such as: 1) They must be invariant to permutations of vectors within the set. 2) Relatively insensitive to transformations xi → xi +δ, especially when δ is a smoothly varying function of x. 3) Able to handle sets with different number of vectors. One such method is that given by Jebara et. al[14]. In this work they assume that the vectors xi ∈ RN of a set A are the realizations of a multivariate Gaussian distribution. However doing so restricts us to the input space which is not good for most of the application. Instead they first use a mapping φ : Rn → F , to project the vectors from the input space to a higher dimensional feature space where they fit the multivariate Gaussian distribution. Measures also been taken to avoid overfitting of the data. Once the distribution is fit they define a kernel for the two sets(A and B) using the Bhattacharya distance (equation 2.3)
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as a measure of similarity between the two distribution. Finally the kernel trick is used in calculating the Bhattacharya distance to avoid using the actual mapping(φ).



4.3.1



Kernel Principal Angles



Another technique was given by wolf et al. in their work [25]. This work was originally motivated from Yamaguchi et al. work who gave the idea of using principal angles as a measure for matching two image sequences. However this method gives a positive definite kernel only if the size of the two sets are equal. If A = [φ(a1 ), . . . , φ(ak )] and B = [φ(b1 ), . . . , φ(bk )] represent two linear subspaces UA , UB in the feature space where φ() is some mapping from input space Rn onto a feature space F with a kernel function k(x, x0 ) = φ(x)T φ(x0 ). The principal angles 0 ≤ θ1 ≤ · · · ≤ θk ≤ π/2 between the two subspaces are uniquely defined as: cos(θk ) = max max uT v u∈UA v∈UB



subject to: uT u = v T v = 1, uT ui = v T vi = 0



for i = 1, . . . , k − 1



A simple technique to calculate the principal angles is given by, if A = QA RA and B = QB RB are the QR decomposition of A and B then the singular values of the matrix QTA QB are the principal angles of A and B. Wolf computes the QR decomposition of the matrices by using the Gram-Schmidt orthogonalization process of the matrix: Let VA = [v1 , . . . , vk ] andSA = [s1 , . . . , sk ]where, vj ∈ F andsj ∈ Rk are defined as:



vj = φ(aj ) −



j−1 T X v φ(aj ) i



i=1



 sj =



viT vi



vi



T T φ(a ) vj−1 v1T φ(aj ) j ,..., T , 1, 0, . . . , 0 v1T v1 vj−1 vj−1



Then we have A = VA SA . where SA is an upper diagonal matrix. From which we have −1 A = (VA DA )(DA SA ) where DA is a diagonal matrix with Dii = ||vi ||2 . Then QA is given



by: −1 QA = (VA DA ) −1 −1 =⇒ ASA DA
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(4.10)



−1 If we take tj to be the columns of SA then we can calculate tj and sj iteratively solving



the formulas:  sj =



Pj−1  t11 k(a1 , aj ) q=1 tqj−1 k(aq , aj ) , . . . , Pj−1 , 1, 0, . . . , 0 t211 k(a1 , a1 ) q,p=1 tqj−1 tpj−1 k(aq , ap ) tj = [−t1 , . . . , −tj−1 , ej , 0, . . . , 0]sj



starting with t1 = s1 = e1 , where, tab is the ath element of the vector tb , ej is the j th column of the identity matrix. We can then obtain vj : vj = Atj thus all the elements of equation 4.10 are known which gives us the QA matrix and hence we can calculate the principal angles. For similarity measure we use the mean of the first few principal angles, i.e: K(A, B) =



r X



cos(θk )



k=1



Resullts Experiments were done using two types of kernels: Gaussian and fractional power. However both of these methods showed poor performance as compared to the KPCA method and thus further experiments were not done. Reason for such a performance could be because this method fit a linear subspace of dimension equal to that of the number of detected faces, thus resulting in overfitting. The method could be improved by considering the noise in the data before fitting the linear subspace. Also additional information in the form of pose(frontal, left profile, right profile) could be used to fit different subspace for each and considering them separately.



4.4



Clustering of Face Tracks



Once the tracks are obtained apart from the knowledge that all the faces in the set belong to the same person we also know that two sets overlapping in the temporal domain belong to different people. One of the clustering methods that allow us to use this information is
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given in the work done by Manning et al.[13]. In this work the knowledge of two instances being in the same class is represented by must link and the knowledge that the instances are in different classes is represented by cannot link. They look at propagating these constraints from instance level to space level, that is if two samples are must linked than all the points close to one instance are also close to the other instance and, if two samples are cannot linked than all samples close to one sample must be away from the other sample. To do this they propose making a new metric where these relations would hold. However, while finding some satisfying clustering for pure must-links is done in only slightly superlinear time, it is NP-complete to even determine whether a satisfying assignment exists when cannot-links are present. For this reason agglomerative clustering technique (with single linkage) is used to propagate the constraints.



4.4.1



Distance Matrix



The representation for each track (P k ) is shown in equation 4.3. While calculating the distance matrix additional knowledge in the form of pose was considered and distance between the cropped faces of different tracks was considered only if they have the same pose, this was done in order to make the system robust against pose variations. For calculating the distance matrix (D) for the tracks different metrics were tried: L2 norm With the L2 norm the distance matrix would be defined as:



L2 Dij



v u m X u t = min I × (k piu − k pjv )2 u,v



k=1



where, m = feature size, u ∈ {1, ...U } (U = number of faces in the ith face track), v ∈ {1, ...V } (V = number of faces in the j th face set) and,   1 I=  ∞



if, pose of piu = pose of pjv otherwise
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This(I) is done to make the system pose invariant. Also to make the system more robust to outliers we take the weighted average of first N( = 10-15) minimum values as the distance and not just the minimum value. However it was observed that L2 norm gave distances that were very small that could lead to round of errors also setting the threshold while clustering was more tedious by this method. L1 norm The distance matrix using L1 norm is given by: L1 Dij = min I × u,v



m X



|k piu − k pjv |



k=1



with the terms having the same meaning as above. L1 norm gave distance that were more distinguishable also the clustering process gave slightly better result than L2 metric. Mahanalobis Distance In order to determine Dij using the Mahanalobis distance we first determine the track having larger number of detected faces for each pose. Lets say the track i has greater j i number of detected faces for a given pose than track j. Let the sets rpose , rpose be the set of



all features in track i, j respectively corresponding to this pose. Also let, µi represents the i mean of all the features in set rpose and C i represents its covariance matrix. Now we have:



dij pose



= min



j p∈rpose



r



(p − µi )T C i (p − µi )







Finally Dij is obtained by taking mean of dij pose over all the poses. It must be noted that all tracks would have every pose and hence in this condition dpose for this pose was not considered. However seen all the tracks we are considering will have at least one frontal pose we will have at least one dpose . This distance metric was then used for clustering(explained in the next section). It was observed that while the initial clustering steps where correct, if any one of the cluster increases in size then all further merges would include this cluster. This could be because
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of the increase in noise while calculating the covariance matrix(C i ) when the cluster size increases. No further experiments were carried out with this metric and L1 distance metric was used for the final clustering.



4.4.2



Clustering



Clustering of tracks was done in two stages with different weighing function and different cutoffs. This was done while considering that not all tracks had enough detected faces that were good for face recognition task as most of the faces would be blurred due to motion. Also tracks with a smaller detected face are farther in distance than those with larger detection window. In the first stage of clustering we use a uniform weighing function with a lower cutoff. This causes all tracks with enough number of good detected faces to be merged first. At initialization each track is considered to be an individual cluster. Based on the distance matrix we select the least distance, if the two clusters don’t have a cannot link we merge them in to a single cluster and replace their corresponding columns and rows in the distance matrix with a single column and row which are filled with the minimum distance values(In case of Mahanalobis distance the distance metric was recalculated considering the merge). The cannot links of the two cluster are then carried over to the merged cluster. On the other hand if a cannot link exists between the two clusters we replace their distance by the maximum distance value. We continue this way until the least distance in the distance matrix has increased beyond the cutoff. In the second stage, the weighing function used is exponential giving more weightage to closer matches, along with a higher cutoff thus allowing tracks with blurred faces to be merged. The distance matrix is now recalculated between the clusters (not individual tracks). Also, in addition to the existing cannot link matrix, we include cannot links between all large cluster(cluster size > 3). Clustering is then done similar to the that explained above.
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4.5



Query Processing



For providing a query to the system we randomly choose a frame from the video containing a character with a frontal pose. This frame is then passed through the face detector, which provides the cropped location of the face which forms the query image. Such query images for each character are obtained. The user is then given a choice to select from these query images. Once the user has selected the query, pre-processing and face alignment steps are carried out on the cropped image as explained in chapter 3. Gabor features are then calculated for this image and KPCA applied on(q) it, as explained earlier in this chapter. Next we find the distance of this query image from each cluster. For this we use the Mahanalobis distance as explained below: We first calculate the mean(µi ) and covariance matrix (Ci ) for every cluster(i). While calculating the mean and covariance matrix we consider only faces that were detected to have the frontal pose. Also a rank approximation(Ci0 ) of Ci is done to prevent overfitting. An additional regulation constant is also added(Ci00 = Ci0 + ηI). The distance is then given by: q Di = (q − µi )T Ci00 (q − µi ) Based on these distances clusters are ranked in an ascending order. The user is then shown the clusters one by one in their ranked order. To display the cluster first image of all the tracks in the cluster are displayed. The user then selects whether the cluster belongs to the query character or not. When the user has selected two clusters that do not belong to the character no more clusters are displayed and the tracks corresponding to the right clusters(with a halo around the query character) are concatenated to give as the final output of the system.



4.6



Summary



In this final chapter we look at the last module in a Face Recognition System. The features used to represent the cropped faces obtained from the previous module are described. Dimensionality reduction technique used on these large features is also explained. We later
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analyze the 2 stage clustering technique used along with the experiments done by using different distance metrics. Finally we describe the on-line part of the Face Recognition System along with the user interface. Another technique that was suggest for similarity calculation of the detected faces is also looked at and the results obtained using this method are discussed.
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Chapter 5



Results and Conclusion 5.1



Results



The final system was tested on two serials. The detection and tracking modules were developed in C (by Paresh et al. and modified to get unique tracks) whereas the alignment and recognition modules where developed in Matlab. The codes were run on a 2.4 GHz Core 2 Duo processeor with 1GB RAM. Both serials took about 36 machine hours to run completely. Details of the serial are given below: 1. The first serial used was an episode from the popular sitcom ‘Coupling’ broadcasted by BBC. The episode titled ‘Jane and the Truth Snake’ is a 29 minutes video having 8 major characters with 3 additional characters detected in the background. The Face detection and tracking module detected 785 total tracks. Out of this 341 tracks contained at least one frontal pose, only these were used for further processing. From the 341 tracks one was a mis-detection and didn’t contain any face. 2. The second serial is an episode from another ongoing popular sitcom called ‘Two and a Half Men’. The episode was titled ‘Carpet Burns and a Bite Mark’. This is a 22 minutes video having a total of 5 major characters. No additional characters appeared in this episode. The detection and tracking modules found 574 total tracks of which 257 tracks contained at least one frontal pose. From these 13 tracks were mis-detection.
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Head Orientaion The result obtained from the face alignment modules for the two videos are shown in figure 5.1. The first column shows the original images along with the detected resolution, the second column shows the edge map, third column show the candidate regions and the final column shows the final output. Figure 5.2 show the false output cases. Multi Scale Retinex The output for Illumination invariance (Multiscale retinex) is shown in figure 5.3. Here we compare its output for a character from two different scenes having adverse lighting conditions. For better comparison we also show the histogram equalized outputs. The first row shows the two original scenes with the detected face of the character shown in a red halo, second row shows the enlarged portion of the character in gray scale, third row shows the histogram equalized results and the final row shows the retinex output. As clearly seen the output of the retinex method is aesthetically much better than the histogram equalization method. Experiments with this method was done on the YALE database. This database has 11 images of 15 different persons, with different expression and illumination. The gaborKPCA method was used. Six images of each person were randomly chosen for training and remaining 5 were used for testing, this was done for ten different trials. Accuracy obtained by this method was 98.27% against 93.2% using histogram equalization and 91.6% with no illumination compensation. Clustering The clustering as said before was done in two stages. In case of the first video first stage of clustering gave a total of 91 clusters. After the second stage of clustering a total of 18 clusters were obtained with 14 tracks misclassified. Of the 18 one cluster belonged to the misdetection. Some of the characters had multiple clusters. For the second video first stage of clustering produced 143 clusters which came down to 22 clusters after the second stage of which 6 clusters belonged to the misdetection. A total of 7 tracks were misclassified. Its clusters are shown in figure 5.4. The figure shows the
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a)



b)



c)



d)



e)



f) Figure 5.1: (a-f) Positive results obtained from the Face Alignment module
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a)



b) Figure 5.2: (a-b) False results obtained from the Face Alignment module



a)



b)



c)



d) Figure 5.3: a) Original frames of same character b) enlarged portion c) Histogram equalized output d) Retinex output
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first face occurring in a track, the numbers on top and in brackets show the detected track number, while the one without bracket shows the track number considering only tracks with atleast one frontal pose. Figure 5.5 shows an example of misclassification for this video while figure 5.6 shows an example of a cluster containing misdetection and figure 5.7 shows an example of multiple clusters. Query Processing When a query image(which is selected randomly and cropped by the face detector) of a character is given as an input, the clusters, in ranked order, are displayed one by one. The user then selects if the cluster being displayed belongs to the query character or not. This is done until two false clusters are selected by the user. This process was tried on each one of the characters in both the videos(8+5 = 13). An example is shown in figure 5.8 when the image shown in figure 5.8a) is passed through the face detector, 5.8b) is the cropped region obtained which is fed as an input to the system. The clusters returned in their ranked order are shown in figure 5.10. Since the character had just one main clusters(shown partially in the figure) which was returned first, second and third were the wrong clusters after which the system stopped returning any more clusters. Figure 5.9 shows random frames taken from the final video. The final Precision-Recall curves obtained for the characters in the second video are shown in figure 5.11.
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Figure 5.4: Examples of clusters from second video
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Figure 5.5: Example of clusters with misclassification, There are a total of 6 misscalsifications(1,5,and 6 row)



Figure 5.6: Example of cluster containing misdetection
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Figure 5.7: Example of multiple clusters(3) of the same character
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a)



b) Figure 5.8: a)Output of the face detector b) Enlarged cropped region



Figure 5.9: Frames from the final concatenated video
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a)rank1



b)rank2



c)rank3



Figure 5.10: Ranked cluster(rank 1 cluster is partially shown)
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Figure 5.11: Precision(Y axis) Recall(X axis) curves for different characters
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5.2



Conclusion and Future Direction



In the present work a system was developed that was capable of returning shots in a video, of a character, containing at least one frontal pose. There is a need however for the user to select the final ranked clusters. The face detection and tracking modules in conjunction with the modifications described in chapter 2 were able to provide unique tracks. Also the face alignment and pre-processing modules discussed in the third chapter were effective in handling changes in head orientations and illumination. The features along with the clustering technique given in chapter 4 were robust to changes in expression. Additionally, by restricting the matching of faces to that of similar posed faces the effect of pose was also addressed. The clustering technique required thresholds for each stage(two), which for now were heuristically set for each video. Later additions could include methods to automatically determine these thresholds. Also the method which uses kernel for sets of vectors could be further improved by incorporating the suggestion given in chapter 4. Although, Gaussian kernel for KPCA gave better results, a combination of kernels could be tried. Presently the time required by the matlab code for feature generation is very high(30-36 hrs), however by converting the code into C better performance can be expected. Finally the system was limited to tracks containing at least one frontal view, which could be removed by considering morphable model techniques described in chapter one.
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