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Abstract. In this paper, we propose an uncorrelated, weighted LDA (UWLDA) technique for face recognition. The UWLDA extends the uncorrelated LDA (ULDA) technique by integrating the weighted pairwise Fisher criterion and nullspace LDA (NLDA), while retaining all merits of ULDA. Experiments compare the proposed algorithm to other face recognition methods that employ linear dimensionality reduction such as Eigenfaces, Fisherfaces, DLDA and NLDA on the AR face database. The results demonstrate the eﬃciency and superiority of our method.
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Introduction



Face recognition has a wide range of applications, such as face-based video indexing and browsing engines, biometric identity authentication, human-computer interaction, and multimedia monitorring/surveillance. Within the last decades, numerous novel FR algorithms have been proposed [1]. A central issue to this approaches is the feature exaction. The most well-known technique for linear feature extraction is the linear discriminant analysis (LDA). Its basic idea is to seek an optimal set of discriminant vectors W = [w1 , . . . , wl ] by maximizing the Fisher criterion JF (W) = tr[(WT Sw W)−1 (WT Sb W)] , (1) c  c where, Sb = i=1 pi (mi − m)(mi − m)T and Sw = i=1 pi Si are the betweenand within-class scatter matrices, respectively; m is the mean of all samples and mi is the mean of class i with prior probability pi ; Si is the covariance matrices of class i. Uncorrelated features are usually desirable in pattern recognition because an uncorrelated feature set is likely to contain more discriminatory information than a correlated one. Recently, Jin et al. [2] proposed the uncorrelated LDA technique (ULDA), which tries to ﬁnd the optimal discriminant vectors by maximizing the Fisher criterionunder the conjugated orthogonal constrains: n wjT St wi = 0, (i = j), where St = i=1 (xi − m)(xi − m)T denotes total scatter matrix. Therefore, ULDA can extract a set of statistically uncorrelated discriminant features with better discriminant power as shown experimentally in Ref. [2]. However, the ULDA technique still has some deﬁciencies as follows: ﬁrst, it still suﬀers from the so-called small sample size problem (SSSP) which is S. Singh et al. (Eds.): ICAPR 2005, LNCS 3687, pp. 192–198, 2005. c Springer-Verlag Berlin Heidelberg 2005 
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often encountered in face recognition; second, the Fisher criterion that ULDA maximized isn’t optimal for a c-class (c > 2) classiﬁcation problem in that it overemphasizes the larger distance between classes and causes large overlaps of neighboring classes. In this paper, we propose an uncorrelated, weighted linear LDA (UWLDA) technique to solve the above problems. The reminder of this paper is organized as follows. The related work on LDA is described in section 2. Then our UWLDA is presented in section 3. Experiments are reported in section 4 and ﬁnally section 5 concludes this paper.



2 2.1



Related Work ULDA



Suppose that Sb is a positive semi-deﬁnite matrix and Sw is a positive definite matrix. The ﬁrst ULDA discriminant vector, denoted by w1 , is calculated as the ﬁrst eigenvector corresponding to the maximal eigenvalue of the generalized eigenequation Sb w = λSw w. Suppose that r ULDA discriminant vectors Wr = [w1 , . . . , wr ] have been obtained. Then the (r + 1)th discriminant vector wr+1 can be taken as the eigenvector corresponding to maximum eigenvalues of the generalized eigenequation: MSb w = λSw w, where M = −1 I − St Wr (WrT St S−1 WrT St S−1 w St Wr ) w . 2.2



NLDA



In many practical face recognition tasks, there are not enough samples to make Sw nonsingular and then both LDA and ULDA suﬀer from the well-known SSSP which arises whenever the number of available samples is smaller than the dimensionality of the samples [3]. The traditional solutions to this problem is to project all samples onto a subspace, as it was done for example in Fisherfaces [4], where the resulting within-class scatter matrix is no longer singular. However, Chen et al. [3] proved that the nullspace of Sw , denoted by N (Sw ), contains the most discriminant information when a SSSP takes place. Based this ﬁnding, they proposed an enhanced LDA that we refer to as NLDA, to extract the most discriminant information for recognition. Intrinsically, NLDA tries to ﬁnd a transform W who satisﬁes WT Sw W = 0, WT Sb W = Λ . 2.3



(2)



WLDA



In Fisher criterion, as discussed in [5] and [6], all class pairs have the same weights irrespective of their separability in the original space and the resulting transformation will preserve the distances of already well-separated classes, causing a large overlap of neighboring classes. Two similarly motivated solutions to this problem have been proposed: weighted pairwise Fisher criteria [5] and fractionalstep LDA [6]. Although quite eﬀective [6], the fractional-step LDA is iterative



194



Y. Liang et al.



and very time-consuming. The other solution, weighted pairwise Fisher criteria, is more easily to implement and we refer the resulting algorithm as weighted LDA or WLDA. In WLDA, the between-class scatter matrix Sb in Fisher criterion is replaced by the following weighted between-class scatter matrix ˆb = S



c−1  c 



pi pj w(dij )(mi − mj )(mi − mj )T ,



(3)



i=1 j=i+1 d



where w(dij ) = 2d12 erf ( 2√ij2 ) is the weighting function that depends on the ij Mahanalobis distance dij between the classes i and j.
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UWLDA



From the discussion in the previous section, it would certainly be desirable to exploit the beneﬁts of ULDA, NLDA and WLDA. There are, however, a potential contradiction: the primary motivation for NLDA is the preservation of the N (Sw ), while in N (Sw ) both ULDA and WLDA will break down. In the remainder of this paper, we intend to solve this problem and propose a new combining algorithm. To begin, as suggested in Ref. [7], we project all samples onto the subspace Ω adopted in NLDA where the resulting between-class scatter matrix ¯w is zero. This ¯b is full rank while the resulting within-class scatter matrix S S subspace can be easily determined by removing the nullspace of St ﬁrst and then extracting the nullspace of the intermediate within-scatter matrix. Notice that in Ω the Mahanalobis distance dij between the classes i and j is undeﬁned and ˆ b is intractable. then the calculation of weighted between-class scatter matrix S As our solutions to this question, we ﬁrst alter dij so that it is equal to Euclidean distance because in Ω the distribution of each class is exactly a point and the similarity between classes can be easily measured by Euclidean distance. Then we simply set the weighting function w(dij ) = (dij )−k , k > 0 ,



(4)



where k is the parameter. The rationale behind this is that classes which are closer together are more likely to have more confusion and should therefore be more heavily weighted. Now we turn our attention to combine the WLDA and ULDA in the subspace Ω. Notice that in Ω the Fisher criterion or weighted pairwise Fisher criterion is not longer in eﬀect for giving an arbitrary vector w ∈ Ω, the Fisher criterion will deﬁnitely reach inﬁnite. Motivated by NLDA and WLDA, we introduce a new criterion ˆ b w, w ∈ Ω . (5) J(w) = wT S ¯b , then the Moreover, as the total scatter matrix in Ω is deﬁnitely equal to S conjugated orthogonal constraint is equal to ¯b wi = 0 (i = j) . wjT S



(6)
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By maximizing (5) under the constrain (6), we derive a novel UWLDA technique. Likewise, in UWLDA the ﬁrst optimal discriminant vector w1 is the eigenvector ˆ b . In order to obtain the other corresponding to the largest eigenvalues of S directions, we introduce the following theorem. Theorem 1. The (r + 1)th desired optimal discriminant vector wr+1 is the eigenvector corresponding to maximum eigenvalues of the following eigenequation: ˆb w = λw , (7) MS where



¯b Wr (WrT S ¯bS ¯b Wr )−1 WrT S ¯b , M = I−S



(8)



Wr = [w1 , · · · , wr ] .



(9)



Proof. It is noted that besides the constraints (6), wr+1 should be normalized, i.e. T wr+1 = 1 . (10) wr+1 Therefore, the Lagrange function can be expressed as T ˆ T T ¯ L(wr+1 ) = wr+1 Sb wr+1 − λ(wr+1 Sb Wr U , wr+1 − 1) − wr+1



(11)



where U = [u1 , · · · , ur ]T . Set the derivative of L(wr+1 ) with respect to wr+1 equal to zero, namely ˆb wr+1 − 2λwr+1 − S ¯ b Wr U = 0 . 2S



(12)



¯ b , we obtain Multiplying the left-hand side of the above equation by WrT S



Thus we have



¯ bS ˆ b wr+1 − WrT S ¯bS ¯ b WrT U = 0 , 2WrT S



(13)



¯bS ¯b Wr )−1 WrT S ¯b S ˆ b wr+1 . U = 2(WrT S



(14)



Substituting Eq. (14) into Eq. (12), we will obtain ¯ b Wr (WrT S ¯b S ¯ b Wr )−1 WrT S ¯b )S ˆb wr+1 = λwr+1 . (I − S



(15)



Therefore, Eq. (7) is obtained. ˆb with the unIt is worth noting that in our UWLDA, if we substitute S weighted one, the resulting method is the generalization of ULDA to the SSSP cases. Moreover, one can easily prove that the resulting method is deﬁnitely equal to the original NLDA because the optimal discriminant vectors derived from NLDA can satisﬁed the conjugated orthogonal constraint (6). However, in our UWLDA, due to integrating the weighted pairwise Fisher criterion to replace ˆb . Therefore, ¯b into another matrix S the original Fisher criterion, i.e. we change S the traditional NLDA solution based on the weighted pairwise Fisher criterion cannot guarantee the derived discriminant features are statistically uncorrelated, whereas the proposed UWLDA technique that combines the ULDA, NLDA and the weighted pairwise Fisher criterion can obtain the statistically uncorrelated features.
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Experimental Results



In this section, we present experimental results on a subset of AR face database [8] using our method and comparing with the performance of several popular subspaces projection-based schemes such as Eigenfaces [9], Fisherfaces [4], DLDA [10] and NLDA [3]. This subset contains 1652 non-occluded images corresponding to 118 persons with changes in facial expression and illumination conditions, and images taken in two sessions two weeks apart. For illustration, some available images for one subject are shown in Fig.1. To begin, we convert the RGB images to gray scale ones by adding all threecolor channels. Later, each image is scaled, translated, rotated and cropped to a size of 53 × 56 to obtain a ”face” which includes only the middle portion of the face images. We also apply the histogram matching technology to images as photometric normalization. Subsequently we smooth them with a Gaussian ﬁlter (3 by 3 with sigma 1) for noise reduction and globally normalize them to have zero mean and unit standard deviation. As the regions on the two sides of the chin are usually not important but the magnitude of the summation vectors there may be large, we removed these regions by an elliptical mask. The preprocessed images of one person are shown in Fig.2. In our experiments, the simple nearest center classiﬁer (NCC) is adopted to recognize the unknown face images by using L2 norm as the distance measurement. In our UWLDA technique, the optimal parameter kopt can be found by searching highest accuracy over the variation of k. We randomly select 5 images per subject for training and the remains for testing. The results of diﬀerent k within the range from 1 to 10 are shown in Table 1, from which kopt = 4 is obtained for the following comparative experiments.



Fig. 1. Some face samples of one subject from the AR database



Fig. 2. The preprocessed images
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Table 1. Recognition accuracy corresponding to diﬀerent k in UWLDA (%) k



1



2



3



4



5



6



7



8



9



10



Accuracy 93.34 93.83 94.03 94.88 93.29 92.31 91.42 89.09 85.41 81.14



90



80 70 60 50 40



UWLDA NLDA DLDA Fisherfaces Eigenfaces



30 20 20



40



60



80



Dimensionality



(a)



100



120



Recognition accuracy (%)



95



90 Recognition accuracy (%)



100



85 80 75 70 65



UWLDA NLDA DLDA Fisherfaces Eigenfaces



60 55 20



40



60 80 Dimensionality



100



120



(b)



Fig. 3. Comparative recognition performance. (a) Under the condition of variations in illuminance. (b) Under the condition of variations in facial expression.



In the next experiment, our aim is to compare Eigenfaces, Fisherfaces, DLDA, NLDA and the proposed UWLDA under varying illumination conditions. For each subject, we select two images with normal lighting condition corresponding to the ﬁrst column in Fig.2 for training and 6 images with varying light conditions corresponding to the rightmost 3 columns in Fig.2 for testing. In total,we have 236 training samples and 708 testing samples. Fig. 3(a) shows the recognition accuracy under a varying number of selected features. This ﬁgure indicates that the performance of those LDA-based methods (Fisherfaces, DLDA, NLDA and UWLDA)is much better than PCA-based Eigenfaces under conditions where lighting is varied. In general, UWLDA performs better than the other methods. The last experiment is performed to evaluate the performance of diﬀerent methods under the condition of variations in expression. As in the previous experiment, we still select two neutral images per subject for training. The probe set comprises 4 images for each person which involve variations in facial expressions (smile and angry). Thus, the total number of training samples is 236 and the number of testing samples is 472. The experiment results are shown in Fig.3(b), with the recognition accuracy against number of selected features. Again, the proposed UWLDA obtains the best performance when more than 28 features are used.



5



Conclusions



In this short paper, we present a novel LDA-based subspace projection method for face recognition that uniﬁes nullspace LDA (NLDA), uncorrelated LDA
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(ULDA) and weighted pairwise Fisher criteria (WLDA) in a single algorithm we refer to as uncorrelated, weighted LDA (UWLDA). This approach can extract the most discriminatory features which are statistically uncorrelated. Experimental results indicate that under the conditions of varying in illuminance and facial expressions, UWLDA performs better than other state-of-the-art methods such as Eigenfaces, Fisherfaces, NLDA and DLDA in terms of classiﬁcation accuracy.
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