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ABSTRACT We consider the problem of routing in a highly and variably intermittent wireless network to support delay-intolerant as well as delay tolerant applications. Specifically, the links in such a network are too volatile to maintain a consistent topology, rendering most MANET protocols ineffective. At the same time, store-andforward (DTN) techniques are not an option due to the need for delay intolerance, and may be unnecessary due to the likely availability of contemporaneous, albeit rapidly changing, paths. We present a novel routing mechanism called FansyRoute, aimed at this challenged region between MANETs and DTNs. FansyRoute adaptively adjusts the number of replications (fan-out) on a per-node basis, taking into account the level of intermittency along the path to the destination and a user-specified tradeoff between delivery expectation and the cost of replication. We study the performance of two FansyRoute schemes on a prime example of such variably intermittently connected networks, namely asynchronously duty-cycled sensor networks. Using ns-3, we compare FansyRoute to OLSR, AODV and Flooding. The results show that in an intermittent network, FansyRoute can deliver 50% more packets than the single path protocols, with less than 5% of the replication incurred by flooding. FansyRoute replicates only when needed and the replication is restricted to the challenged regions of the network.
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I.



Introduction



Routing mechanisms for multi-hop networks have evolved along two broad lines – for networks that largely remain connected while experiencing a moderate amount of link dynamics; and for challenged networks that largely remain disconnected with occasional links between nodes. The former connected routing class includes traditional routing protocols such as AODV [23] and OLSR [3], and the latter opportunistic or disruption-tolerant (DTN) class includes Epidemic and a variety of contact-prediction based storeand-forward mechanisms [6, 17]. Neglected, however, is the “twilight zone" of network connectivities in the middle for which link ∗ *This waswas supported by funding from the Wright Thiswork work supported by funding from the Patterson Wright AFB, Dayton, OH. Approved public release: 88ABW-2012-6140. Patterson AFB, Dayton, for OH. Approved for public release: This work is based on earlieris work: Adaptive 88ABW-2012-6140. Thisanwork based“FansyRoute: on an earlier work: “FansyRoute: Adaptive Fan-OutChallenged for Variably Intermittent Fan-Out for Variably Intermittent Networks”, ACM c Challenged ©ACM, Networks”, ACM CHANTS’13, ACM, 2013. CHANTS’13, 2013. http://doi.acm.org/10.1145/2505494.2505498
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intermittency is high enough that connected routing is insufficient, and opportunistic routing is an overkill. Highly intermittent networks are challenged in the sense that connectivity can change faster than up-to-date topology information can be propagated, rendering connected routing protocols ineffective. A prime example of such a variably intermittent network, and one that we use as our chief application for this paper, is a wireless sensor network with (asynchronous and variable) duty cycling of nodes to conserve power. Sensor nodes in such networks double as multi-hop relays, and therefore we need a routing mechanism to convey sensed information. For sparse sensor networks with a low duty cycle, the probability of having an end-to-end path is prohibitively low. This not only results in inadequate delivery ratios when single-path traditional connected routing protocols and their variants are used, but also handicaps the dissemination of control information in such protocols (e.g. link state updates and route discovery messages), resulting in routing loops or failures. On the other hand when the sensor network is dense, or if the duty cycle is sufficiently high, connected routing may be sufficient and fixed-replication multi-path routing may be detrimentally wasteful of bandwidth. Other examples of variably intermittent networks include MANETs with highly mobile nodes, vehicular networks on a highway etc. While multi-path routing [18, 19, 21] is an obvious approach, such intermittency could be highly variable across network regions, time and instantiations, and therefore such “one size fits all" multi-path routing schemes will just not suffice. Accordingly, a solution needs be adaptive to the level of disruption over time and across the network, and be able to support delay bounded routing. There are a number of applications that require delay intolerant communication under the challenging conditions of variably intermittent networks. The quality of any interactive communication e.g. voice, video or telepresence can be made unbearable with the smallest of delays. For military networks, delays in battle awareness information can make the difference between mission success or failure and the unnecessary loss of life. Up-to-date traffic information in vehicular networks can shorten travel time and reduce the risks of vehicular accidents. Under these challenging conditions, delay intolerant communications may be necessary and is certainly possible. In this paper, we present FansyRoute – a protocol with a “fan out" of paths that is adaptive to the level of connectivity present and/or desired by the user. When the network is well-connected with a low to moderate level of link dynamics, FansyRoute performs similar to a traditional connected routing protocol. With increasing link intermittency, FansyRoute increases packet replication commensurately till in the other extreme it resembles a “flooding" protocol. FansyRoute does not require link or contact prediction and seeks to provide the best possible delivery commensurate with the presented connectivity profile. FansyRoute, does not use “store and forward" techniques, and is not a “DTN protocol" in the sense that it does not route over paths that are non-contemporaneous (e.g. a data mule). Consequently, FansyRoute is suitable for delay-intolerant applications as well as delaytolerant ones. Certainly, store-and-forward capabilities can be used to extend FansyRoute to operate in the delay-tolerant realm,
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but we argue that delay-intolerant routing is more challenging in this “twilight zone" of connectivity. FansyRoute operates on a generic metric called average availability which captures the expectation that a given link will be available when a packet needs to be sent over it, and is instantiated depending upon the application context. In a duty cycled sensor network, for instance, the average availability could be the probability that both nodes comprising a link are simultaneously “on". Unlike MANET routing protocols, FansyRoute does not attempt to construct graphs of the instantaneous connectivity of the network, nor does it rely on up-to-date topology information. Instead, average availability is measured over a longer timescale using an exponentially weighted moving average. We describe two adaptive fan-out variants of FansyRoute, called Locally Constrained (FansyRoute LX), and Globally Constrained (FansyRoute GX)1 . In the FansyRoute LX protocol, nodes make a completely local decision while FansyRoute GX factors in the existence of alternate paths. FansyRoute is not merely a multipath routing protocol, it is adaptive to local conditions of the network. Packets are replicated only where and when it is beneficial rather than using a fixed number of paths. Within the same network FansyRoute can detect challenged regions and fan-out, while using single path routing within the stable regions. The number of paths is not pre-fixed, but instead distributively determined by the current level of uncertainty at each node. We study the performance of FansyRoute on a specific application, namely asynchronously and variably duty cycled wireless sensor networks. In other words, nodes are turned off and on independently and the duty cycle can be different for different nodes. In particular, we show that in an intermittent network, FansyRoute can deliver 50% more packets than single path protocols with less than 5% of the replications from flooding. Packets are sparingly replicated, and those few replications have a significant impact on performance. Relative to the baseline protocol, FansyRoute can be used to either increase the delivery ratio with approximately the same amount of energy consumption, or provide the same delivery ratio with reduced energy consumption



II.



Related Work



In highly intermittent networks, the most successful routing approaches to date employ store and forward techniques that have become synonymous with delay tolerant networking (DTN). Epidemic routing [30] is a well known example of this genre. Packets are stored at a node, and replicated as nodes come in contact with each other. More recent store and forward protocols attempt to reduce the number of replicas by directing the flow [9], or restricting the number of replications in the network [28]. The limitations with store and forward techniques is the delay that they incur, especially as the number of replicas is reduced. Delay intolerant routing is possible with epidemic routing in highly intermittent networks, but this would be more expensive than flooding each packet. At the other end of the routing spectrum are single path routing protocols for mobile ad-hoc networks (MANETs). These protocols attempt to proactively maintain up-to-date topology information [3] or sample network connectivity on demand [23]. In a highly intermittent network, the topology changes frequently. Ondemand routing protocols will have to perform route discovery every time the path breaks, increasing delay and overhead. There will be some delay to the dissemination of topology changes in proactive routing, resulting in transient routing loops. The use of multiple paths has been extensively explored, with the aim of improving routing performance by increasing robustness. The existence of multiple known paths provides quicker recovery from link failures but comes at the cost of extra over1
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head in establishing and maintaining these paths [19]. Multipath routing protocols can be edge disjoint [31], node disjoint [16] or overlapping [14, 24]. Ensuring the paths are disjoint requires the nodes or signaling to store extra state, such as the first hop in the path [19], or geographical positioning information [21]. It has been shown, in general, that overlapping paths provide greater resilience to link failures [20] as the number of paths is not bounded by the minimum cut of the graph. After establishing multiple paths, packets can be forwarded along a single path or replicated and forwarded along multiple paths. In the former case, alternate paths are used as back-ups in case the initial path fails [14, 24]. Alternatively, the packet can be forwarded along multiple paths simultaneously knowing that it may be dropped along a subset of the paths used e.g. braided routing [7, 18]. Additionally, erasure coding techniques have be used to mitigate the effects of partial data loss [2]. In erasure coding, data is encoded and divided into blocks with enough redundancy so that the original packet can be reconstructed from only a fraction of the blocks. One main issue in this approach is the allocation of the data blocks to the available paths so as to maximize the probability of message delivery [10]. The has been much work on low duty-cycled sensor network and this can be applied to highly intermittent networks in general. One approach is through topology control [5, 8, 29, 11] by scheduling the up-times of nodes, and therefore links. In [5], nodes perform topology discovery and redundant nodes are put to sleep. In [8], nodes do not require topology information, instead they monitor network capacity and activity and determine their own sleep schedule. However, nodes cannot predict random bursts of high activity nor can they sense the network if they are completely offline. Opportunistic routing schemes have been adapted to sensor networks with duty-cycling [12, 1, 13]. The protocols differ in the cost function used when computing the list of forwarding nodes that is transmitted along with data packet. The first node to respond assumes responsibility for forwarding the packet. These protocols were designed for networks with very low duty cycles and are therefore more suitable for delay tolerant applications. The coordination between nodes is intended to prevent unnecessary duplication of the data packets. However, with interference and hidden terminals, there is no guarantee that the acknowledgments will reach every node in the forwarding set. Geographic based routing protocols have also been adapted for duty-cycled sensor networks. In RAW [22], nodes can forward a packet to any node that is awake and is geographically closer to the destination. The TPGF [26], nodes use geographical information to forward packets on multiple node-disjoint paths, aimed at minimizing distance traveled and end-to-end delay. This was further improved upon by scheduling the sleep cycles of the nodes [25]. In [4], De Couto et. al introduced the concept of estimated transmission count (ETX) to estimate the reliability of a link. ETX has been used to find paths which requires, on average, the least number of retransmissions. However, this assumes the link is always available, which is not the case in on-off networks. In this paper we introduce the concept of average availability, which is defined to be the probability that an end-to-end path exists at any given time. ETX measure the probability of delivering a packet across a single link, assuming the link exists but there may be interference on the channel. Our work is unique in that it targets the “twilight zone” of connectivity between a connected network and a network where the connectivity is only non-contemporaneous; accommodates delayintolerant applications; and is adaptive to the level of disruption (intermittency) of the network, both over time and across network regions.
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III.



FansyRoute Algorithm



FansyRoute is designed to provide efficient, robust, delay-intolerant routing in highly and variably intermittent challenged networks. Robustness is achieved through the simultaneous use of multiple paths and efficiency is achieved by restricting packet replication to the challenged regions of the network. Unlike previous multipath protocols [14, 24, 7, 18] the number of paths is adaptively determined, at each node, based on the degree of intermittency in the network and is particular to the local conditions of the network. FansyRoute attempts to satisfy an application-specified delivery probability using minimal replication. In a stable network, with high connectivity, nodes will have stable paths (see Definition 1) and FansyRoute resembles single-path proactive routing protocols (e.g. OLSR). In a challenged environment, with highly volatile links (e.g. a sensor network with low duty cycle), FansyRoute can resemble flooding as there is no stable path. If the network is variably intermittent, the protocol will be combination of single and multipath routing, depending on the level of intermittentcy at each hop. In this section, we describe two variants of FansyRoute: the LX and GX versions. In both cases, packets are routed on a hop-byhop basis, and fan out only in the face of uncertainty. The two algorithms differ in the manner and degree to which they fan out. The approach to multipath routing taken in this paper is neither node disjoint [16, 19] nor link disjoint [31]. We allow paths to intersect at nodes and/or links. In-fact, the interaction of paths allows “fan-in”, which reduces the number of replicas in the network. Nodes record the packet identifiers and duplicate packets are dropped silently. We reiterate that FansyRoute is targeted to accommodate delay intolerant routing (e.g. live audio or video), and if a node has no current path to the destination, the packets are dropped.



III.A



Estimating Intermittency



FansyRoute measures the intermittency of the network in order to determine when, where and to what degree to fan-out. We define the average availability of a link from A to B, denoted p(A → B), to be the average up-time of B as observed by A using an exponentially weighted moving average (EWMA). Periodic hello messages are used as the basis for average availability measurements. Every time a node sends a hello message it updates the average availability of all other nodes. If A received a hello message from B within the last hello interval, A updates p(A → B), at time time t, according to Equation 1. Otherwise the average availability is updated according to Equation 2. Average availability can be asymmetric for a link. p(A → B)t = α + (1 − α) · p(A → B)t−1



(1)



p(A → B)t = (1 − α) · p(A → B)t−1



(2)



In simulation, we use a value of 0.1 for α, the EWMA coefficient. Intuitively, average availability translates into the conditional probability that A will be able to forward a packet through B, given that the packet arrives at A. By extension, we define the average availability of a path to be the product of the average availabilities of its constituent links. The average availability of a path corresponds to the probability of successfully delivering a packet along the path without store and forward techniques. Unlike distance vector and link state protocols, FansyRoute does not attempt to determine the instantaneous connectivity of the network. On-demand distance vector protocols, such as AODV, take a snapshot of the network by flooding route request (RREQ) packets. In a highly intermittent challenged network, AODV will have to perform route discovery each time a path breaks. Linkstate routing protocols, such as OLSR, propagate current link state information throughout the network. In OLSR, it becomes difficult for all nodes to maintain up-to-date routing tables, resulting



(a) Duty-cycling



(b) Mobility



Figure 1: Nodes can experience intermittent connectivity due to duty-cycling or differing relative mobility in routing loops. Average availability, on the other hand, is an average over a longer timescale and does not change as rapidly as link state. In the underlying network, there is no guarantee that links in a path currently exist. We demonstrate that this approach yields better results in highly intermittent networks than using stale instantaneous connectivity information. A common cause of intermittent connectivity is duty-cycling in power-aware sensor networks. Consider Figure 1(a), where the duty cycle of three nodes are shown. Node C is always on, and according to our definition, the average availability of the link AC and BC, would be 100% as seen from nodes A and B, whereas the link CA and CB would have average availabilities of 25% and 50% respectively, as observed at node C. Intermittent connectivity can also be the result of mobility, as depicted in Figure 1(b). Node B is traveling along a square perimeter at constant velocity, and is within radio range of node A (the grey region), for 25% of the journey and therefore has an average availability of 25% as seen from either of nodes A or B. In these simple examples, the average availability of the link is constant over time as the nodes exhibit fixed periodic behavior. If the nodes were randomly duty-cycled or exhibited random mobility, the average availability of the links will vary over time. In this paper we focus on asynchronous duty-cycled networks. Nodes can go online or offline at any given time, without coordination with other nodes. In the long term, nodes achieve some specified duty cycle, which may not be the same for all nodes. Our algorithms are delay intolerant and are meant for networks where stale data is useless, e.g. in live warfare or emergency response where timeliness is essential.



III.B



Signaling, State and Path computation



Nodes transmit hello messages with a period of one second and topology control (TC) messages with a period of five seconds. TC messages are similar to those of OLSR except nodes advertise average availability rather than link state. We modify Dijkstra’s shortest path algorithm to compute paths with maximum average availability. Each node uses this algorithm to compute a path through each of its neighbors to every other node in the network. The routing table in FansyRoute is a list of [destination, next hop, last hop, distance, average availability] tuples. Let G = {V, E} be the network with vertices V and edges E. The weights of the edges in G corresponds to the average availability of that link in the network. When a node S is computing paths through a neighbor A, it removes all its other one-hop neighbors from consideration in the computation. It runs Dijkstra on the remaining nodes, except paths with higher average availability are favored instead of shortest distance. Algorithm 1
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outlines the the modified Dijkstra algorithm. For ease of implementation, we have used a simple version of the algorithm with a running time of O(|V |2 ). The running time can be tightened to O(|V |.log|V | + E) using binary heaps as described in [15]. Definition 1 : Stable Path A path is considered stable if its average availability is greater than some probabilistic delivery threshold, λ. The value of λ should be application specific. Replication is not needed along stable paths. Definition 2 : Successor Relationship Suppose node B received a packet from node C for destination D. Node B can forward the packet to node A if and only if p(A → D) > p(C → D) or (p(A → D) = p(C → D) and distance(AD) < distance(CD)), where distance(XY ) is the number of hops between X and Y . In this case, we say A is a successor of B or that B is a predecessor of A. The level of replication in FansyRoute can approach flooding in a highly intermittent network. However, Definition 2 imposes a constraint on the average availability of successors. With the exception of the source node, all neighbors cannot be successors.



Algorithm 1 : mDijkstra(G,source) 1: Q ← {source} 2: Add Q to G’ 3: for all vertex v in G do 4: AA[Q → v] ← 0 5: lasthop[v] ← undef ined 6: nexthop[v] ← undef ined 7: end for 8: change ← true 9: while change do 10: change ← false 11: for all vertex v in G do 12: for all vertex x in G’ do 13: if v is adjacent to x then 14: if AA[Q → v] < AA[Q → x] ∗ AA[v → x] then 15: AA[Q → v] ← AA[Q → x] ∗ AA[v → x] 16: lasthop[v] ← [x] 17: nexthop[v] ← nexthop[x] 18: change ← true 19: if v not in G’ then 20: G0 ← G0 + v 21: end if 22: end if 23: end if 24: end for 25: end for 26: end while



III.C



FansyRoute LX



In FansyRoute LX nodes make local decisions based solely on the average availability of paths to the destination. The application/user specifies a desired delivery probability λ. Each node individually attempts to satisfy the specified delivery probability, regardless of upstream replication. If the best path is stable, according to Definition 1, the packet is forwarded along that path without replication. On the other hand, if there are no stable paths, packets are replicated and sent along the fewest paths such that the cumulative average availability at each node is greater than the delivery threshold (λ in Definition 1). If multiple replicas of a packet arrive at a single node only the first is forwarded, effectively reducing the number of paths (fan-in) within stable regions. A flow diagram showing the decision process involved in FansyRoute LX is presented in Figure 2.
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Figure 2: Flowchart for FansyRoute LX For example, consider Figure 3(a) where node A is the source of a packet to be delivered to node Z. Suppose the delivery threshold is λ = 0.8. Each link in Figure 3(a) is associated with two values. The first value is the average availability of the link in the direction shown. The average availability of the best path to Z starting with the link is the second value. Node A runs the modified Dijkstra’s algorithm to determine the best path through each neighbor. Its best path is ABEF Z with p(ADGHG) = 0.52 < λ, therefore node A must fan out (replicate) the packet. A has 2 possible successors, and uses both of them. Node B receives the packet from A and does not have a single path that satisfies the threshold. It replicates the packet and sends it to C and E. Node E may receive the packet from either B or D. E will forward the first packet and drop the second. Node E has three paths, but the best two will achieve a delivery probability, as (1 − (1 − 0.63) · (1 − 0.56)) = 0.84 > λ. When node H or F receive the packet, they can satisfy the threshold with a single path and therefore do not fan-out. In this example, FansyRoute LX is equivalent to flooding the packet. In an intermittent network, it is expected that some nodes will be offline, but as long as one path is available the packet will arrive at the destination in this example. If node receives a packet and has no online successor, it drops the packet.



III.D



FansyRoute GX



FansyRoute GX improves on FansyRoute LX by considering upstream replication. In addition to the delivery probability λ, FansyRoute GX additionally uses a dynamic delivery threshold, δ, carried in data packets and is updated by each node before forwarding the packet. Each node should use as few paths as possible to achieve the delivery threshold δ. At the source of the flow, δ = λ, but each time a packet is fanned out, a new, lower value of δ is indicated so that the cumulative probability is at least λ. An important observation is that fan-out is subject to diminishing marginal returns. As the delivery probability approaches 1, the incremental benefit of additional paths is smaller and after some number of replications, the benefit (increased probability of delivery) is not worth the overhead incurred. Figure 4, illustrates the decision process involved in packet forwarding in FansyRoute GX. Suppose a node, call it A, receives a packet for destination Z with constraint δ. Node A uses the modified Dijkstra’s algorithm to calculate the best average availability through each neighbor. Node A then calculates the cumulative delivery probability through all successors, denoted τ , in Equation 3.
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(a) FansyRoute LX



Figure 4: Flowchart for FansyRoute GX Likewise, A forwards the packet to D and specifies δ = 0.56. Node B can satisfy the threshold with a single path and replication is not needed. The value of δ is not changed at node B. As seen in this example, the dynamic threshold used in FansyRoute GX require intermediate nodes to satisfy a smaller threshold, resulting in less fanning-out.



(b) FansyRoute GX Figure 3: FancyRoute GX incurs less replication than FancyRoute LX Before forwarding a data packet, nodes calculate τ and ∆, according to Equation 3 and Equation 4 respectively. If τ ≤ δin , the packets requires a greater delivery probability than the link allows and this extra probability, ∆ is added. Packets will be forwarded along one or more paths, starting with the paths with the highest average availability to the lowest. Each packet will carry a new value of δ = min(δ, p(x → D)) + ∆. After forwarding the packet, the value of δ is updated, according to Equation 5. Equation 5 is derived such that the cumulative delivery probability of all replications is at least that specified in the input packet. τ =1−



Y



(1 − p(A → x → D))



(3)



x∈Successors



∆ = max(δin − τ, 0) δ=



δ − p(x → D) 1 − p(x → D)



(4) (5)



For example, consider Figure 3(b), where A is sending packets to Z. Links are denoted with two or three values. The first value is the average availability of the link in the direction shown. The second value is the average availability of the best path through that link. And the third value is the value of δout used in outgoing packets. Assume we set λ = 0.8. Node A is the source of the packet and has a delivery constraint of λ = 0.8. The cumulative average availability through all paths is: (1−(1−0.5)·(1−0.52)) = 0.76, which is less than δ = λ. Both of node A’s successors must be used with a value of ∆ = 0.8 − 0.76 = 0.04. A forwards the packet to B and specifies a threshold δ = p(B → Z)+∆ = 0.54.



IV.



Simulation Results



We compare FansyRoute to AODV, OLSR and flooding. AODV and OLSR are well known routing protocols and indicate the performance of single path routing in intermittently connected challenged networks. They are representatives of on-demand and proactive routing techniques respectively. Flooding gives an the upper bound on the performance, in terms of delivery, of any multipath routing protocol, albeit at the cost of maximum replication. Since we target delay intolerant as well as delay tolerant applications, we focus on comparisons with MANET rather than DTN protocols. We present results in a sensor network setting with 49 nodes and static placement. We vary the intermittency by adjusting the duty cycle, with a lower duty cycle creating a more challenged network. Each node randomly chooses an average duty cycle centered around some mean, m, such that max(m − 0.20, 0) ≤ p ≤ min(m + 0.20, 1). Nodes schedule their on-time and off-time randomly so as to achieve their selected duty cycle. When nodes are offline they neither send nor receive packets. We monitor the fraction of unique packets that are successfully delivered to the destination, the total number of replicas created during each experiment the average end-to-end delay of the data packets and the total overhead incurred by each routing protocol. We expect to see a tradeoff between the number of replicas created and the number of unique data packets successfully delivered to the destination. Table 1 presents a summary of the parameters used in the experiments.



IV.A



Grid Placement



We consider routing performance in a 10 · 10 Manhattan grid, as a case of sparse connectivity in a duty-cycled sensor network setting. For each iteration of the experiment, three nodes are randomly selected to be data sinks and 50 nodes are randomly selected to be data sources. For a n · n grid, the average path length



Mobile Computing and Communications Review, Volume 18, Number 1, January 2014



41



(a) Delivery



(b) Replication



(c) Delay



(d) Overhead



Figure 5: Grid Placement: FancyRoute GX incurs significantly less replication than FancyRoute LX while out performing the single path protocols Parameter Simulation time Node Placement Mobility Model Physical layer Antenna model MAC Protocol Data Source Number of flows Number of sinks Packet rate Number of repetitions



Value 150 s Grid or Uniform Random Stationary 802.11 Omnidirectional 802.11 DCF constant bit rate (CBR) 15 5 1 packets per second 10



Table 1: Simulation Parameters



is 23 n [27], which means packets will have to travel close to 7 hops on average to reach the destination. In our experiments, the average availability of links is determined by the period (T ) and duty cycle (d) of links. Then the average lifetime of path is given 2n by d 3 · T . For example, the average lifetime of an end-to-end path in a 10 · 10 grid where nodes operate at an 80% duty cy2 cle with a period of 9 seconds is: 0.8 3 ·n · 9 = 2.03 seconds. The constant churn in paths constitutes a challenged network and
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traditional MANET routing protocols will perform poorly. Ondemand routing protocols, such as AODV, will have to perform route discovery every 2.03 seconds on average. Proactive routing protocols will make routing decisions based on stale information, resulting in transient routing loops and low delivery rates. Based on the duty-cycle, the network can be roughly categorized as connected if the duty-cycle is greater than 90%, disconnected if the duty cycle is less than 50% and otherwise intermittent. For the disconnected region, delay intolerant routing is near impossible over multiple hops. Store and forward techniques (e.g. epidemic, spray and wait, etc) are necessary and applications must tolerate delay. We focus our analysis on the intermittent region since this is the less studied “twilight zone” of network connectivity. Without replication a single dropped packet results in delivery failure. If average availability of the links is less than 1, there is some probability that a successor along that path will be offline and the packet will be dropped. With FansyRoute however, the packet must be dropped along each path for delivery failure. As the number of replications increases, the probability of delivery failure decreases. In terms of delivery rate, shown in Figure 5(a), we observe that the multipath protocols far outperform the single-path protocols in intermittent networks. In fact, with an 80% duty cycle Fansy-
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(a) Delivery



(b) Replication



(c) Delay



(d) Overhead



Figure 6: Random Placement: FansyRoute performs comparably to Flooding with less than half the replication in intermittent networks and no replications in connected networks. Route GX delivers almost 50% more packets than either of the single path routing protocols! As the number of replications increase, the probability of a packet arriving at the destination increases, thus flooding achieves the highest delivery rate. We note that this performance increase comes with a relatively small replication factor. From Figure 5(d) we see that, with an 80% duty cycle, FansyRoute GX incurs about 5% the number of replications as flooding and about 10% that of FansyRoute LX. As the network becomes more stable (high duty cycle), FansyRoute replicates less and eventually does not replicate as it is adaptive to the current network conditions. In contrast, the number of replicas increases with flooding as there are more links available and thus more nodes participating in the flooding. In general, FansyRoute GX replicates sparingly and the few replicas it does create are created only when necessary. In an intermittent network, on-demand routing protocols such as AODV will have to perform route discovery frequently. Route discovery increases delay and overhead due to the search process. Proactive protocols, such as FansyRoute and OLSR, do not need to wait and packets experience an almost constant delay as shown in Figure 6(c). The overhead of the protocols, in terms of bytes, are shown in Figure 6(d). With low duty cycle, the network is disconnected



and the propagation of overhead and data packets is limited. This results in relative low overhead when the nodes operate at low duty cycle. But this correlates with a low packet delivery. In the other extreme, when the network is well connected, there are few changes and less need to perform route discovery resulting again in low overhead. In the "twilight zone" of connectivity, the network is fairly well connected but constantly changing. This results in a spike in overhead from AODV as it must frequently recompute paths. Although OLSR incurs roughly the same overhead as FansyRoute, it delivers significantly fewer packets than either variation of FansyRoute. OLSR uses fixed periodic update messages to maintain topology information for the network. If the network changes much faster then the update period, the nodes will perform routing based on stale information. This in turn will reduce the probability of packets arriving at the destination. FansyRoute does not attempt to measure instantaneous path connectivity, but rather the probability of path existing. And if there is low probability of the single best path, multiple paths are used to increase the probability of delivering the packet to the destintaiton.
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IV.B



Random Node Placement



In this experiment 49 nodes are randomly distributed within a square area with side of 500 m with a radio range of 100 m. The other experimental parameters of Table 1. Fifteen nodes are randomly selected to be data sources and they randomly assigned to one of five data sinks. Each source node generates 1 packet per second, of size 1KB. Nodes transmits at a rate of 8000 bps for the duration of the experiment (120 s). We use a delivery threshold of λ = 0.8 i.e. the packet is not replicated if a node has a path with average availability of 0.8 or higher. Experiments were repeated 10 times using different random seeds and we present the mean values and a 95% confidence interval in the graphs that follow. In this setting, nodes have an average of 7 neighbors, allowing ample opportunities for multipath routing. The duty-cycle of nodes is uniformly distributed around a specified mean. The results with varying on-time per duty cycle are shown in Figure 6. The performance, as shown in Figure 6, is similar to that with grid placement. Flooding delivers the most packets while incurring the most replications. However, nodes have more neighbors resulting in a larger total number of replications, as shown in Figure 6(b). FansyRoute delivers more packets than the single path routing protocol and once again FansyRoute GX incurs significantly less replication than FansyRoute LX. The overhead follows a similar pattern as before, with a spike in AODV in the “twilight zon’e’ of connectivity, as shown in Figure 5(d).



IV.C



Impact of Delivery Threshold (λ)



In FansyRoute we use the delivery threshold parameter, λ, to determine when and where to replicate. In this experiment we use the 7 · 7 grid and fix the duty cycle of the nodes to 80% on-time with a cycle length of average 9 seconds. There are 15 randomly selected data sources and 3 randomly selected data sinks. We vary the value of λ and observe the delivery rate and number of replicas created by each of the protocols. The results are given in Figure 7. In both versions of FansyRoute, packets are replicated only if there is no single path that satisfies the delivery threshold. Therefore, a smaller delivery threshold translates into fewer replications as the condition is more readily met. But a lower delivery threshold also means that it is expected and acceptable that some packets will not be delivered. We see in Figure 7(a) that increasing the delivery threshold increases the delivery rate in each variation of FansyRoute. As the delivery threshold approaches 100%, FansyRoute LX approaches flooding as each node individually attempts to satisfy the delivery threshold. With FansyRoute GX on the other hand, only the origin of the packet will attempt to satisfy the 100% delivery threshold. At subsequent hops, a lower delivery threshold will be required as the upstream replication will be factored in. This significantly reduces the number of replications in FansyRoute GX as is evident in Figure 7(b). Ultimately, λ enables the application to dictate the trade off between delivery rate and overhead from replication in the network. Increasing the delivery threshold from 70% to 90% resulted in a modest increase in the number of packets delivered to the destination. However, this more than doubled the number of replications in FansyRoute GX and almost quadrupled the number of replications in FansyRoute LX.



V.



(b) Replication Figure 7: Grid Placement: For the same delivery rate, FansyRoute GX incurs far less replication that FansyRoute LX and Flooding



performance of two variants of FansyRoute (locally constrained LX and globally constrained GX) in the context of duty cycled wireless sensor networks which typically presents a wide spectrum of connectivities. Using simulations, we have shown that FansyRoute can improve over a baseline routing protocol such as OLSR by up to 50% in intermittent networks. In future work, FansyRoute can be modified and studied at either ends of the connectivity spectrum. Given store and forward capabilities, it can theoretically support delay-bounded routing with adaptive replication. Likewise, it would be interesting to investigate its performance in a mobile network rather than dutycycled networks.



Conclusion



We have presented a new routing protocol, called FansyRoute, for variably intermittent challenged networks. FansyRoute is an adaptive routing protocol where the fan-out of packets at each node is commensurate with the perceived level of link disruption in the network – more the disruption, the more the replication. FansyRoute does not store packets, and hence provides tight delay bounds required by many applications. We have studied the
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(a) Delivery
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