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Abstract For the first time in human history, large volumes of spoken audio are being broadcast, made available on the internet, archived, and monitored for surveillance every day. New technologies are urgently required to unlock these vast and powerful stores of information. Spoken Term Detection (STD) systems provide access to speech collections by detecting individual occurrences of specified search terms. The aim of this work is to develop improved STD solutions based on phonetic indexing. In particular, this work aims to develop phonetic STD systems for applications that require open-vocabulary search, fast indexing and search speeds, and accurate term detection. Within this scope, novel contributions are made within two research themes, that is, accommodating phone recognition errors and, secondly, modelling uncertainty with probabilistic scores. A state-of-the-art Dynamic Match Lattice Spotting (DMLS) system is used to address the problem of accommodating phone recognition errors with approximate phone sequence matching. Extensive experimentation on the use of DMLS is carried out and a number of novel enhancements are developed that provide for faster indexing, faster search, and improved accuracy. Firstly, a novel comparison of methods for deriving a phone error cost model is presented to improve STD accuracy, resulting in up to a 33% improvement in the Figure of Merit. A method is also presented for drastically increasing the speed of DMLS search by at least an order of magnitude with no loss in search accuracy. An investigation is then presented of the effects of increasing indexing speed for DMLS, by using simpler modelling during phone decoding, with results



vi highlighting the trade-off between indexing speed, search speed and search accuracy. The Figure of Merit is further improved by up to 25% using a novel proposal to utilise word-level language modelling during DMLS indexing. Analysis shows that this use of language modelling can, however, be unhelpful or even disadvantageous for terms with a very low language model probability. The DMLS approach to STD involves generating an index of phone sequences using phone recognition. An alternative approach to phonetic STD is also investigated that instead indexes probabilistic acoustic scores in the form of a posterior-feature matrix. A state-of-the-art system is described and its use for STD is explored through several experiments on spontaneous conversational telephone speech. A novel technique and framework is proposed for discriminatively training such a system to directly maximise the Figure of Merit. This results in a 13% improvement in the Figure of Merit on held-out data. The framework is also found to be particularly useful for index compression in conjunction with the proposed optimisation technique, providing for a substantial index compression factor in addition to an overall gain in the Figure of Merit. These contributions significantly advance the state-of-the-art in phonetic STD, by improving the utility of such systems in a wide range of applications.
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Chapter 1



Introduction



1.1



Motivation and background



Speech has evolved to become one of the most important human communication mediums. We use it everyday in a variety of contexts to convey information quickly and naturally. Due to recent technology advances, for the first time in human history, we are now able to collect and store very large quantities of speech, digitally. The use of these collections as a knowledge resource is an obvious and powerful application of this ability. Unfortunately, due to its linear and non-deterministic nature, large volumes of speech can not be efficiently reviewed by humans. New technology is urgently required to provide intelligent access to large speech collections, in order to unlock the vast and powerful stores of information contained therein.



2



1.1.1



1.1 Motivation and background



Demand for audio mining



There is already a massive amount of speech data stored in both public and proprietary collections, rich in information content and with many potential uses for that information. In the coming years, increases in data storage capacity and digital communications use will certainly cause these volumes of speech to expand rapidly. Audio mining refers to the processing of large amounts of speech resulting in useful information for humans. The demand for audio mining systems comes from a range of areas spanning the public and private sectors, defence, commerce, social and recreational domains. The benefits that may be gained from such systems are dramatic and wide reaching in each of these fields. One major emerging market for audio mining systems is in the analysis of telephone conversations recorded by customer support call centres. As these centres collect staggering amounts of data on a day-to-day basis, the only possible way to analyse the content or nature of a significant proportion of the calls is with a rapid and automated system. The motivation to perform this analysis is very strong from a business perspective, as it could be used to identify underlying trends of customer satisfaction, agent performance and so on. Other commercial applications include automatic processing of telephone surveys and monitoring of broadcast news or radio. The Internet is another medium set to benefit from audio mining technology. Personal entertainment and research will be enhanced through enabling search of online audio and video, including podcasts, broadcasts and other user-generated data containing speech content. Other large databases of spoken audio include those which are collected for educational or cultural reasons. For example, the National Gallery of the Spoken Word [28] is one initiative whose aim is to preserve our cultural heritage by creating a significant, fully searchable online database of tens of thousands of hours of speeches, news broadcasts, and recordings from the 20th century. The Survivors of the Shoah Visual History Foundation [27], which has collected over a hundred thousand hours of audio
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and video of survivor and witness testimonies of the Holocaust, is another example of how searchable collections of speech represent an important resource for documenting and understanding our history.



1.1.2



Approaches to audio mining



A number of fields have emerged which strive toward the goal of audio mining, that is, efficiently obtaining useful information from large collections of spoken audio. This work focuses on the field of spoken term detection. The task of spoken term detection is to detect all of the occurrences of a specified search term, usually a single word or multiple word sequence, in a collection of spoken audio. While spoken term detection is the focus of this work, it is important to keep in mind the overall goal of providing useful information to end users. For that reason, following is an overview of the spectrum of approaches to audio mining to provide the necessary context.



1.1.2.1



Speech recognition



The aim of Large Vocabulary Continuous Speech Recognition (LVCSR) is to take a sample of spoken audio and generate a corresponding word-for-word textual transcript. An advantage of reducing speech to a textual representation is that text is a natural medium for many tasks and is an especially efficient representation of semantic information. Another reason that LVCSR has been pursued as a solution to the audio mining problem is that it allows for the exploitation of well established techniques in textual data mining. That is, if a perfect speech transcript could be produced, it would be possible to exclusively use that transcript for further processing, such as information extraction, summarisation, information retrieval and so on [34, 60, 20]. In this way, it was hoped that solving the speech recognition problem and processing the perfect output transcripts using textual data mining techniques would therefore
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also solve the audio mining problem. That is, future efforts could simply be focused on continuing to separately improve speech recognition and traditional data mining techniques. However, because speech is an inherently different medium to text, there are significant complications. Firstly, it remains very difficult to perform accurate speech recognition in domains with noisy environments, conversational speech, or with dynamic vocabularies. For example, word error rates in English conversational telephone speech remain as high as 30% to 40% in state-of-the-art systems [48]. For speech in many other languages, accurate LVCSR is made even more difficult by a shortage of training data. Furthermore, the use of a finite vocabulary makes it impossible for out-of-vocabulary words to be correctly recognised. Even with perfect speech recognition, a transcribed spoken document would lack essential features of a textual document, such as structure and punctuation. While it is possible to attempt to synthesise these kinds of features from spoken audio, this transformation of speech into text remains an unnatural and possibly ill-posed problem. Also, converting a spoken document into a series of words discards a substantial amount of information, for example prosody, which may otherwise be useful for analysis or retrieval. This approach to audio mining does not address or exploit the fundamental differences between the spoken and textual media.



1.1.2.2



Rich transcription



A more sophisticated approach to audio mining is to generate a rich transcription of the original audio that is more readable by humans and more useful for machines. Usually, in addition to LVCSR, rich transcription systems aim to extract and record further meta data such as when, how and where particular speakers were talking, detect events such as proper names and sentence boundaries, identify types of utterances, changes in topics, and so on [53].
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Many of these tasks still largely rely on LVCSR, especially for topic detection and inference of other semantic information. However, unlike LVCSR, the goals of rich transcription tend to more fully take into account the nature of spoken documents and aim to address the fundamental differences which otherwise lessen the accessibility of spoken document collections. By introducing meta data and structure, this allows for easier access and improved usability for end users [41]. The meta data may also be used directly for subsequent natural language processing or to examine general trends throughout a collection of speech [44]. The disadvantage of using rich transcription for audio mining is that the extraction of such meta data is non-trivial, requires a well-performing LVCSR engine as a prerequisite for many features, and introduces significant additional processing requirements.



1.1.2.3



Spoken Document Retrieval



Information Retrieval (IR) is generally defined as the task of returning the subset of documents from a collection which satisfy a user’s specified information need [5]. A common simplification is to define the task as returning only those documents which are relevant to a user’s query. Spoken Document Retrieval (SDR) is a form of Information Retrieval, where the documents in the collection consist of spoken audio rather than text or any other medium. A straightforward approach to SDR is to use LVCSR to generate an approximate wordlevel transcript of each document and then use traditional text-based IR techniques [24]. Usually, some modifications are made to take into account the uncertainties inherent in the speech recognition transcript, for example by utilising multiple recognition hypotheses and accompanying confidence scores during the indexing and retrieval processes [48, 98]. To allow for open-vocabulary search, sub-word transcripts can be used in conjunction with word-level transcripts [95], however this increases index size, decreases search speed and can increase the rate of retrieval of irrelevant documents.
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The concept of a spoken document is more difficult to define than that of a textual document. Thus, in some cases the phrase spoken document retrieval is not intuitive. In many domains, individual audio recordings are often very long and can contain multiple segments in terms of speaker turns, semantic content and environmental conditions, and therefore require automatic segmentation to break them down into more manageable and appropriate distinct documents [41, 56]. In certain kinds of audio such as broadcast news recordings, this has an intuitive solution, as the recordings can be automatically segmented into distinct news stories, which each become a single document in the collection. However, in other domains, it may not be clear whether segmentation should be based on semantic cues, acoustic cues, or if the concept of distinct documents is even meaningful. The duration of the resulting documents would also likely affect performance and usability. For example, retrieval of shorter documents requires that the system perform a more fine-grained and potentially more error-prone search, due to a reduced amount of information per document with which to judge relevance to the user’s query. On the other hand, retrieval of longer documents increases the burden on the user to manually review large segments of possibly irrelevant audio. Alternatively, an SDR system could return the hot spots of relevance [22], which correspond to, for example, the mid-points of sections with high estimated relevance, but clearly this is also suboptimal. With the introduction of the Spoken Document Retrieval Track at the annual NIST Text REtrieval Conferences (TREC), which hosted SDR evaluations from 1997 to 2000, the use of LVCSR for spoken document retrieval saw rapid development. Following the success of the evaluated systems, it was suggested that SDR for broadcast news collections appeared to be a solved problem [24, 22]. This was based on the observation that retrieval performance for systems with a 20–25% word error rate (WER) was comparable to that achieved using human-generated closed caption transcripts (with around 10% WER). However, there are a number of reasons why the results presented do not suggest that such an approach is a sufficient solution to the audio mining problem in general. Firstly, the TREC evaluations focused only on the retrieval of broadcast news stories, in which speech is typically pronounced clearly and recorded with high
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fidelity, making relatively accurate LVCSR possible. Such collections also tend to provide for good SDR performance because each news story is a succinct document with a reasonable duration and is always clearly related to a central concept. Key topical words, important for retrieval, are generally repeated several times throughout each story, which lessens the effect of speech recognition errors on retrieval accuracy. This effect may not be as pronounced in other domains such as conversational speech. It was acknowledged at the time that LVCSR errors still pose serious problems for the question answering domain, that is, where particular occurrences of key terms are required to be detected, rather than entire documents [22].



1.1.2.4



Spoken Document Retrieval by detecting search term occurrences



SDR involves judging a document’s relevance to a query. To build an SDR system that judges relevance based on the semantic content of the speech, it is generally required that the system include an LVCSR component, because the semantic content of speech is largely contained in the words that are spoken. An alternative method that aims to satisfy a user’s information need without requiring a semantics-based definition of relevance is to have the user specify search terms, and then attempt to find all of the individual utterances of the terms that occur throughout the collection [3, 66]. This can form the basis of a simple SDR system, if it is assumed that relevance is related only to the presence or absence of search term occurrences. This approach is a simplistic definition of the SDR task because other than the search terms themselves there is generally little further reasoning about the semantic content of the documents or the query. For this reason, referring to this task as spoken document retrieval is the source of much confusion and has attracted criticism [11]. To add to the confusion, other authors have used the term SDR, or occasionally spoken utterance retrieval to refer to the task of detecting utterances in which a search term occurs [66, 67, 2]. This is equivalent to both the task of roughly detecting the location of each search term occurrence, or alternatively the task of retrieving the relevant documents,
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where each document is simply very short and relevance is solely dependent on the presence or absence of the search term. Nevertheless, detecting search term occurrences is one of the fundamental problems of automated speech processing [50]. Detection of search term occurrences is a powerful ability in itself and higher level reasoning can be built upon the core term detection capability, for example by using structured query language to meaningfully combine the putative locations of the search terms [15]. It is also the case in many applications that the most relevant documents - or more accurately, relevant regions of speech are likely to be those that contain occurrences of the search terms. This approach has emerged as a field of its own, referred to as Spoken Term Detection (STD), which is the focus of this thesis and is introduced in the next section.



1.1.2.5



Spoken Term Detection



The spoken term detection task is to detect all of the occurrences of a specified search term, usually a single word or multiple word sequence, in a collection of spoken audio. The search should be able to be completed rapidly and accurately in a large heterogeneous audio archive [52]. One of the advantages of the STD task is that it does not require an understanding of the semantic content of the speech in order to detect term occurrences. For this reason, it is not necessary to utilise an LVCSR engine in the design of an STD system. STD may therefore provide a satisfactory audio mining solution for applications where LVCSR is infeasible. Such applications include those where processing speed is important and LVCSR is too computationally intensive, or applications where there is a lack of appropriate training data to train an accurate LVCSR engine matched to the characteristics of the speech to be searched. This includes applications that involve search in speech of under-resourced languages. Using an LVCSR-based approach is also not as desirable if the application typically involves users searching for proper nouns and other rare or out-of-vocabulary terms, because these are especially difficult to be correctly recognised by an LVCSR engine. Thus,
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STD is an attractive approach to audio mining for these kinds of applications. As will be described in more detail in Chapter 2, modern STD systems are typically designed to process speech in two separate phases, that is, indexing and search. Indexing involves an initial offline processing of the audio to generate an intermediate representation, referred to as the index. The second phase, search, then utilises the index to rapidly detect and report the locations of term occurrences. This architecture is necessary to allow for much improved search speed and thus scalability to large collections of speech. One of the key decisions, then, in STD system design is the choice of how to represent the speech in the index. Importantly, the conversion of speech into an intermediate representation during indexing inevitably involves uncertainty. The accuracy provided by an STD system then depends on being able to appropriately handle this uncertainty to avoid introducing errors, as well as choosing an appropriate indexed representation. These aspects of spoken term detection will be discussed further in Chapter 2.



1.2



Aims and objectives



The aim of this thesis is to develop improved spoken term detection solutions based on phonetic indexing. In particular, this thesis aims to develop STD systems with the following characteristics:



• Open-vocabulary search The system should support search for any term, without requiring that it be a member of a prior known vocabulary. • Accurate spoken term detection The accuracy must be sufficient to ensure it provides real value for end users. The Figure of Merit (FOM) is used to quantify STD accuracy in this work, as described further in Section 2.6.
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1.2 Aims and objectives • Fast search To be scalable to large collections, search in a collection of several hours of speech should be able to be performed within a matter of seconds. • Fast indexing Indexing that is performed at faster than real-time is especially important for applications requiring the ongoing ingestion of large amounts of speech, or speech from multiple incoming channels, for example, ongoing monitoring of broadcasts or call centre operations. • Portability It is desirable that an STD system be adaptable for use with speech collections of a different source, topic or language, while requiring a minimal amount of additional training resources. The system should be able to function in domains that lack the resources necessary to train an accurate word-level speech recogniser.



In pursuing these goals, the scope of the investigation is restricted to phonetic approaches to STD, which use phones as the basis for indexing and search. This scope excludes the use of STD systems that index and search at the word level. This scope is appropriate given the aims described above. In particular, word-level STD systems do not inherently support open-vocabulary search. Also, generating an accurate word-level transcription is computationally intensive, which limits indexing speed, and is infeasible in domains with insufficient data to train an accurate Large Vocabulary Continuous Speech Recognition (LVCSR) system. Phonetic STD provides a viable alternative. The reasons for focusing on phonetic STD are discussed further in Section 2.4. In this work, the term phonetic STD refers to STD systems where indexing and search is performed in terms of phones. Phones are the basic units of speech each constituting a particular sound. This generally means that indexing involves processing the audio to record the location and identity of phones that may have occurred in the audio, and/or the relative likelihood of each such event. Then typically, during search, a
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search term is entirely represented by its pronunciation, that is, a sequence of phones, and searching involves using the index to estimate where this sequence of phones may have occurred in the original audio. Within the scope of phonetic STD, there are a large number of possible approaches to designing practical solutions. As mentioned previously, key differentiating factors include the choice of how to represent the speech in the index, and how to deal with the uncertainty inherent in this process. This work investigates two alternative approaches, by addressing the two research themes outlined below:



1. Accommodating phone recognition errors A popular approach to phonetic STD is to utilise an index of phone sequences produced by phone recognition. By indexing discrete phone instances, this approach can allow for rapid search, however, search must be robust to the presence of phone recognition errors in the index. This thesis aims to develop techniques to improve the indexing speed, search speed and accuracy of spoken term detection using this approach. 2. Modelling uncertainty with probabilistic scores This second theme investigates how uncertainty can be dealt with by indexing probabilistic scores, rather than discrete phone instances. This approach should allow for faster indexing, as the speech need not be converted completely into phonetic labels, and should allow for more flexible search due to the retainment of richer information in the index. In particular, this thesis aims to develop techniques that exploit this information to maximise spoken term detection accuracy.



The aims within each of these research themes are described in more detail below.
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1.2.1



1.2 Aims and objectives



Accommodating phone recognition errors



As mentioned above, indexing for phonetic STD commonly involves recording the location and identity of the phones that may have occurred in the audio. The most common way to achieve this is to use speech recognition to hypothesise the most likely phone sequences given the audio and an appropriate statistical model of speech. However, this phone recognition is prone to errors due to the uncertainty involved and the use of an imperfect model. For this reason, spoken term detection search using the output of phone recognition must be able to accurately detect terms in the presence of phone recognition errors. The approach investigated in this work is approximate phone sequence search in a phone lattice database. This approach involves completely transforming the audio into a database of sequences of phonetic labels, and dynamically searching within this database. Firstly, this thesis aims to demonstrate how phone errors can be accommodated by searching for phone sequences that are similar to the target sequence, rather than requiring an exact match. The benefits of such an approach, in terms of accuracy, will be quantified empirically. Furthermore, this thesis will address the question of how to best define the similarity between target and indexed phone sequences, in order to further improve STD accuracy. Search speed is an important consideration for practical STD systems. For this reason, this thesis aims to develop techniques to drastically improve the speed of search in an index of phone sequences, while maintaining STD accuracy. The speed of indexing is another important practical concern. A simple way to increase indexing speed is to reduce the complexity of the models used by the phone decoder. This thesis therefore aims to evaluate the use of simpler context-independent modelling during phone decoding, by jointly considering the effects on indexing speed, search speed and accuracy. This thesis further aims to explore language modelling to improve indexing for phonetic
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STD. Language models have been shown to consistently improve speech recognition accuracy, however, their use in STD indexing is much less well understood. In the cases where the use of language modelling improves phone recognition accuracy, the aim is to observe whether this causes a corresponding improvement in STD accuracy.



1.2.2



Modelling uncertainty with probabilistic scores



As mentioned previously, STD search must take into account the uncertainty in the contents of the index. The previous research theme, described above, investigates how to deal with this uncertainty by accommodating phone recognition errors in an index of phone sequences. In contrast, this second theme investigates how uncertainty can be modelled by indexing probabilistic scores, rather than discrete hypothesised phone instances, and how these scores may be most effectively utilised during STD search. In particular, the approach taken here is to construct an index resembling a posteriorfeature matrix, which is derived from phone posterior probabilities output by a phone classifier. This thesis aims to address the question of how to best utilise an index of phone posterior probabilities specifically for STD, as opposed to phone classification or phone recognition. In particular, the objective of STD is not necessarily to recognise the phones that were uttered but, instead, to successfully discriminate between true search term occurrences and false alarms. More precisely, the objective is to maximise a metric of STD accuracy such as the Figure of Merit (described in Section 2.6.4.2). This thesis therefore aims to show how to directly optimise such an STD system to maximise spoken term detection accuracy, that is, maximise the Figure of Merit.



1.3



Outline of thesis



This thesis is presented in the order of the chapters outlined below, as follows:
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1.3 Outline of thesis



Chapter 2 first describes the background and development of the spoken term detection field. The motivation for focusing on phonetic STD is explained, and a simple working phonetic STD system is described, with baseline results provided. This system is shown to be limited by its inability to accommodate phone recognition errors. Chapter 3 introduces and describes a state-of-the-art phonetic STD approach, Dynamic Match Lattice Spotting (DMLS), that addresses this problem by using approximate phone sequence matching during search. Experiments verify that accuracy is improved by accommodating phone recognition errors, even by using a very simple phone error cost model based on a small set of heuristic rules. This provides motivation to pursue the approach in subsequent chapters. Chapter 4 presents and evaluates a range of improved data-driven methods for training the phone error cost model, which are shown to improve STD accuracy when searching in an index of phone sequences using DMLS. Chapter 5 then focuses on improving the speed of DMLS search, by presenting a technique to quickly narrow down the search space to the most promising subset of phone sequences in the index. Chapter 6 focuses on the indexing phase of spoken term detection. This chapter first demonstrates the use of DMLS in conjunction with an indexing stage utilising much faster and simpler phonetic decoding. Experiments are provided that evaluate the overall effect of using this faster decoding on spoken term detection, by jointly considering the effects on indexing speed and subsequent search accuracy. Then, this chapter tests the ability of language modelling to improve indexing for phonetic STD. Experiments are presented that show how language modelling can be used to create an improved index for DMLS, resulting in improved accuracy, particularly for search terms with high language model probability. Chapter 7 introduces an alternative approach to indexing for spoken term detection. As opposed to indexing phone sequences, this chapter instead proposes to in-
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dex probabilistic acoustic scores in the form of a posterior-feature matrix. This chapter presents an overview of a state-of-the-art STD system that uses this approach. This system is then evaluated with spoken term detection experiments in spontaneous conversational telephone speech. Chapter 8 then presents a novel technique for improving the accuracy of search in a posterior-feature matrix. In this technique, the Figure of Merit (FOM), a wellestablished metric of STD accuracy, is directly optimised through its use as an objective function to train a transformation of the posterior-feature matrix. Experimental results and analyses are presented, demonstrating that substantial improvement in FOM is achieved by using the proposed technique. Chapter 9 compares the two main approaches to phonetic STD considered in previous chapters, that is, using Dynamic Match Lattice Spotting and searching in a posterior-feature matrix. This chapter considers both approaches and compares the best systems that incorporate the novel techniques developed throughout the thesis. Chapter 10 concludes the thesis with an overview of the contributions made therein, and provides some suggestions for future work to further improve the performance of phonetic spoken term detection systems.



1.4



Original contributions of thesis



The major contributions of this thesis, which advance the state-of-the-art in phonetic STD research, are summarised below with respect to the two research themes pursued in this work.
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1.4 Original contributions of thesis



1.4.1



Accommodating phone recognition errors



1. This work confirms that phonetic spoken term detection accuracy is improved by accommodating phone recognition errors using Dynamic Match Lattice Spotting (DMLS). Experiments verify that this improves the Figure of Merit (FOM), by using a simple phone error cost model that allows for certain phone substitutions based on a small set of heuristic rules. 2. Novel data-driven methods are proposed for deriving phone substitution costs to further improve STD accuracy using DMLS. These methods use statistics of phone confusability to derive these costs from either a phone recognition confusion matrix, estimated divergence between phone acoustic models, or confusions in a phone lattice. A comparison of these techniques shows that training costs from a phone confusion matrix provides for the best STD accuracy in terms of the FOM, and outperforms both the use of heuristic rules and the use of costs trained directly from acoustic model likelihood statistics. 3. A novel technique is proposed to extend the use of a phone confusion matrix to train costs not only for phone substitutions, but also phone insertion and deletion errors. Results verify that accommodating all three error types during DMLS search is especially useful for improving the accuracy of search for longer terms. 4. A new method is presented that drastically increases the speed of DMLS search. This method proposes to introduce an initial search phase in a broad-class database to constrain search to a small subset of the index, thereby reducing the computation required compared to an exhaustive search. Experimental results show that this technique can be used to entirely maintain search accuracy, in terms of the Figure of Merit, whilst increasing search speed by at least an order of magnitude. 5. The effects of using simpler context-independent modelling during phone decoding are investigated, in terms of the indexing speed, search speed and accuracy achieved using DMLS. Experiments show that the use of a context-
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independent model allows for much faster indexing than a context-dependent model. However, this leads to a more pronounced drop-off in accuracy when restrictive search configurations are used to obtain higher search speeds. These results highlight the need to consider the trade-off between STD system performance characteristics - in this case, the observed trade-off is between indexing speed, search speed and search accuracy. Overall, experiments demonstrate how the speed of indexing for DMLS can be increased by 1800% while the loss in the Figure of Merit (FOM) is minimised to between 20-40% for search terms of lengths between 4 and 8 phones. 6. The effects of using language modelling during decoding are explored for DMLS. Experiments trial the use of various n-gram language models during decoding, including phonotactic, syllable and word-level language models. Results show that word-level language modelling can be used to create an improved index for DMLS spoken term detection, resulting in a 14-25% relative improvement in the overall Figure of Merit. However, analysis shows that the use of language modelling can be unhelpful or even disadvantageous for terms with a low language model probability, which may include, for example, proper nouns and rare or foreign words.



1.4.2



Modelling uncertainty with probabilistic scores



1. A state-of-the-art posterior-feature matrix STD system is evaluated by presenting experiments on spontaneous conversational telephone speech. Experiments demonstrate how an index can be created from the output of a neural networkbased phone classifier, to create a phone posterior-feature matrix suitable for STD search. 2. A comparison is made between the DMLS and posterior-feature matrix STD systems, in terms of the performance of both the indexing and searching phases. Experimental results show that DMLS allows for faster search, which should make it attractive for searching in large archives of speech, while using the phone
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1.4 Original contributions of thesis posterior-feature matrix system would especially suit applications requiring fast indexing. 3. A new technique is proposed for index compression of a posterior-feature matrix for STD, by discarding low-energy dimensions using principal component analysis. Results show that dimensions of low energy are beneficial for STD, as maximum accuracy is achieved by retaining all dimensions. Nonetheless, the technique may be useful for applications where index compression is desirable, at the cost of trading off STD accuracy. 4. A novel technique is proposed for discriminatively training a posterior-feature matrix STD system to directly maximise the Figure of Merit. The resulting system offers substantial improvements over the baseline that uses log-posterior probabilities directly, with a relative FOM improvement of 13% on held-out evaluation data. More specifically, the following contributions are made: (a) A suitable objective function for discriminative training is proposed, by deriving a continuously differentiable approximation to the Figure of Merit. (b) The use of a simple linear model is proposed to transform the phone logposterior probabilities output by a phone classifier. This work proposes to train this transform to produce enhanced posterior-features more suitable for the STD task. (c) A method is proposed for learning the transform that maximises the objective function on a training data set, using a nonlinear gradient descent algorithm. Experiments verify that the algorithm learns a transform that substantially improve FOM on the training data set. (d) Experiments evaluate the ability of the learned transform to generalise to unseen terms and/or audio. Results show that using the transform provides a relative FOM improvement of up to 13% when applied to search for unseen terms in held-out audio. (e) As mentioned previously, a technique is proposed for index compression by discarding low-energy dimensions of the posterior-feature matrix. This
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approach is empirically found to be particularly useful in conjunction with the proposed optimisation procedure, allowing for substantial index compression in addition to an overall gain in the Figure of Merit. Experiments show that a 0.6 compression factor, for example, can be achieved as well as a 5% relative FOM increase over the baseline. (f) A brief analysis is presented of the values of the transform learnt using the proposed technique. This analysis suggests that the transform introduces positive or negative biases for particular phones, as well as modelling subtle relationships between input posterior-features and enhanced posteriorfeatures, which are sufficiently generalisable to lead to the observed improvements in FOM for held-out data. (g) Analysis is presented of the effect of using the FOM optimisation procedure on phone recognition accuracy. Results show that FOM is increased at the expense of decreasing phone recognition accuracy. This suggests that the observed increases in FOM are not due to the transformed posteriors simply being more accurate, but due to the transform capturing information that is specifically important for maximising FOM. (h) Using a larger data set for training the linear transform is shown to result in larger FOM improvements. Specifically, while using 10 hours of training audio provides an 11% FOM improvement, using 45 hours extends this advantage to 13%. These results suggest that using additional training data may indeed improve FOM even further.



1.5



Publications resulting from research



The following peer-reviewed works have been produced as a result of this research program:
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1.5 Publications resulting from research 1. R. Wallace, R. Vogt, and S. Sridharan, “A phonetic search approach to the 2006 NIST Spoken Term Detection evaluation,” in Interspeech, 2007, pp. 2385–2388 2. R. Wallace, R. Vogt, and S. Sridharan, “Spoken term detection using fast phonetic decoding,” in IEEE International Conference on Acoustics, Speech and Signal Processing, 2009, pp. 4881–4884 3. R. Wallace, A. J. K. Thambiratnam, and F. Seide, “Unsupervised speaker adaptation for telephone call transcription,” in IEEE International Conference on Acoustics, Speech and Signal Processing, 2009, pp. 4393–4396 4. R. Wallace, B. Baker, R. Vogt, and S. Sridharan, “The effect of language models on phonetic decoding for spoken term detection,” in ACM Multimedia Workshop on Searching Spontaneous Conversational Speech, 2009, pp. 31–36 5. R. Wallace, R. Vogt, B. Baker, and S. Sridharan, “Optimising Figure of Merit for phonetic spoken term detection,” in IEEE International Conference on Acoustics, Speech and Signal Processing, 2010, pp. 5298–5301 6. R. Wallace, B. Baker, R. Vogt, and S. Sridharan, “Discriminative optimisation of the Figure of Merit for phonetic spoken term detection,” IEEE Transactions on Audio, Speech and Language Processing, to be published 7. R. Wallace, B. Baker, R. Vogt, and S. Sridharan, “An algorithm for optimising the Figure of Merit for phonetic spoken term detection,” to be submitted to IEEE Signal Processing Letters 8. T. Mertens, R. Wallace, and D. Schneider, “Cross-site combination and evaluation of subword spoken term detection systems,” submitted to IEEE Workshop on Spoken Language Technology, 2010



Chapter 2



Spoken term detection



2.1



Introduction



The spoken term detection task is to detect all of the occurrences of a specified search term in a collection of spoken audio [52]. This is a fundamental speech processing task, with applications in a diverse range of fields. This chapter first describes the background and development of the spoken term detection field. To allow for search in large heterogeneous audio archives, modern STD systems divide processing into first creating a search-able index from the audio, followed by search in this index to detect term occurrences. The choice of indexed representation is a key design decision, and this chapter outlines the most common approaches to date, including word and sub-word level approaches. The limitations of using word-level indexing for STD are explained, and further details of alternative approaches that use phonetic indexing and search are provided. Typical performance measures that are used to evaluate STD systems are presented, and a simple working phonetic STD system is described with baseline results provided. This system, which uses search in an index of short phone sequences, is shown to be limited by its inability to accommodate phone recognition errors.
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2.2



2.2 The development of STD



The development of STD



The field of spoken term detection has evolved through a number of significant phases, and has matured from addressing simplistic tasks to more advanced tasks as knowledge and computational resources have gradually advanced. Early approaches focused on isolated keyword spotting tasks, by using dynamic timewarping or sliding window-based neural network methods [96]. However, these methods were not able to accurately detect keywords in continuous speech. One of the reasons this approach was limited was because, although a model was developed to represent the keyword, there was no entity designed to model non-keyword speech [76]. This was a significant failing, because without producing a score for speech using the non-keyword model, scores output by these systems were unstable and therefore unsuitable to be used for classification. To address this problem, keyword spotting systems began to incorporate nonkeyword models into the detection and scoring process. The likelihood ratio was typically used to produce a keyword score normalised with respect to the corresponding score from a non-keyword model [31]. It became apparent that the keyword spotting problem could essentially be seen as a special case of speech recognition with a vocabulary consisting of only two items, that is, keyword speech and non-keyword speech. This realisation saw a convergence of keyword spotting and speech recognition research, with advances henceforth providing mutual benefit to both fields. In particular, the widespread adoption of Hidden Markov Models (HMMs) for speech recognition was directly suited to the keyword spotting task. Keyword spotting could be performed by constructing a word loop grammar consisting of the target keyword(s) and a non-keyword model in parallel, then performing Viterbi speech recognition as usual. The target keywords were typically modelled by either a word model or appropriately concatenated sub-word models, while the non-keyword speech was variously modelled by a number of alternative
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methods including, for example, a Gaussian Mixture Model (GMM) [88] or a monophone model set [62]. A significant amount of this early work was primarily aimed at applications in realtime monitoring or real-time spoken dialogue systems. Recently, as the volume and availability of multimedia content has begun to grow rapidly, increased attention has been turned to the development of more effective methods for search in large speech collections. This area has the specific requirements that systems are very fast, scalable, and support open-vocabulary search. Many of the online HMM-based keyword spotting techniques were indeed faster than real-time but were not sufficiently fast for very large collections. In a typical HMM-based keyword spotting system, the audio features would be required to be re-processed for each new search term presented to the system. Search was therefore a slow process which, other than perhaps segmentation and feature extraction pre-processing stages, involved performing most of the computation repeatedly for each new search term. To address this issue, so-called two-stage algorithms gained popularity [87, 32, 91, 36], and have since become the standard approach for searching in large collections. Systems based on such a principle consist of two main phases, that is, indexing and search. Indexing involves the processing of the audio to generate an intermediate representation, referred to as the index. The second phase, search, is then designed to utilise the index to perform rapid detection of search term occurrences. This process is then repeated each time new search terms are provided by the user. This provides the advantage that a substantial portion of the processing can be performed beforehand, without prior knowledge of the search terms. Presuming the data will be searched more than once, which is highly likely for large audio collections, this leads to much faster search speeds and improved overall efficiency. This concept of separated indexing and search phases is the key differentiating factor between systems which are typically referred to as performing keyword spotting, or particularly online keyword spotting, as opposed to spoken term detection.
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2.3



2.3 Choice of indexed representation



Choice of indexed representation



As mentioned previously, in order to achieve speeds necessary for search in large audio collections, a two-stage approach to STD is generally necessary, whereby the majority of necessary computation is performed once during indexing, allowing for subsequent fast search. Systems using this kind of approach to STD could be categorised according to the degree to which the indexing phase converts the data from an audio to a textual representation. At one extreme, indexing involves nothing at all, or at most feature extraction - that is, at search time the audio itself is processed, which was the approach of the early techniques involving time-warping and HMM-based word loop keyword spotting mentioned in the previous section. At the other extreme, the audio is completely converted into words, through the use of large vocabulary continuous speech recognition (LVCSR), and term occurrences are detected by a simple textual look-up of the locations where the term was recognised in the automatic word-level transcription. There is a compromise to be made that is motivation for operating somewhere between these two extremes. The choice of intermediate representation influences both the accuracy and the efficiency of the system. In particular, it is important not to discard information during indexing which may be useful in the searching phase, provided this doesn’t lead to an unacceptably slow search speed or large index size. Some kinds of information which can be included in the index include multiple recognition hypotheses in the form of lattices, word confusion networks or other variations, consisting of time nodes connected by edges corresponding to events with recorded acoustic and/or language model probabilities [32]. This has been shown to improve STD performance over using only the 1-best transcript [66]. The stored lattices can represent word level or sub-word level events [54]. Alternatively, rather than recording discrete word or sub-word events, the index can include lower level information such as temporal phone posterior probabilities, which can be produced quickly using a
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neural-network based phone recogniser such as [69]. In [75], for example, these phone posterior probabilities directly constitute the index, and search consists of performing a search across these scores. In any case, regardless of the choice of indexed representation, processing of the data is necessarily divided between indexing and search phases. The optimal place to make this division will likely depend on the constraints of the application, and the desired trade-off between indexing speed and search speed.



2.4



Limitations of LVCSR for STD



Even though STD is a very different task from LVCSR, using LVCSR as the basis of an STD system remains a common approach [74, 79, 50]. A word-level index can be created through the use of an LVCSR engine to generate a word-level transcription or lattice, which is then indexed in a searchable form. Usually, STD search then simply consists of a textual look-up of the locations where the term was recognised in the automatic word-level transcription or lattice. Such an index can provide for accurate term detection, especially for common terms, provided a suitable LVCSR engine with low word error rate is available. There are a number of reasons for the popularity of this approach. Firstly, LVCSR is an established field with a large following, which has led to technologies being adapted from LVCSR and speech recognition in general rather than being specifically designed for the STD task. Secondly, current LVCSR-based systems tend to perform favourably in controlled experimental conditions. In these conditions, the use of detailed language models in LVCSR can impose strict linguistic constraints and thereby help to prevent the occurrence of false alarms. However, to achieve sufficiently low word error rates in difficult domains generally requires advanced techniques such as adaptation, a very large vocabulary and multiple recognition passes, all of which slow down overall indexing speed. The run-time requirements of LVCSR systems have been suggested to be prohibitive for some large-scale applications [57].
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2.4 Limitations of LVCSR for STD



Secondly, it is very important to support an open vocabulary and this isn’t inherently made possible by LVCSR. This is especially important for domains with quickly changing vocabularies which are therefore likely to have a high out-of-vocabulary (OOV) rate. Whilst this is an issue for LVCSR in general, it is particularly important for STD, as query OOV rates are typically an order of magnitude larger than the OOV rate of the speech in the collection. For example, trials of an actual online audio indexing system have shown that, even with a 64000 word vocabulary, over 12% of the specified search terms were out-of-vocabulary [45]. A system supporting open-vocabulary search can usually also allow for robustness to search term spelling and other orthographic variations, which is especially important when searching for foreign names or places in, for example, security applications. Some work has been done to develop methods that reduce the effect of OOV queries on LVCSR-based systems, for example through query expansion according to acoustic confusability [46], parallel corpora [89], or language model and vocabulary adaptation [1]. However, these approaches often require additional training data, such as handannotated metadata [1] or parallel corpora of the same domain and epoch [89], which is clearly not always available or may be prohibitively expensive, depending on the application. Furthermore, there remain some applications where the use of an LVCSR engine during decoding is undesirable or simply infeasible, either due to the computational cost being too high, or the accuracy of the word-level decoding being insufficient in the particular domain of interest. There is thus demand for standalone phonetic indexing in applications where large amounts of data are required to be indexed quickly, in languages and domains with insufficient data to train an accurate LVCSR system, and in applications where detection of OOV terms such as proper nouns are of primary concern, for example in multilingual collections or for surveillance.
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Sub-word based STD



Given the limitations of using a word-level index for STD as discussed in the previous section, this section now describes a popular alternative, that is, sub-word based STD. Such systems perform indexing and search on the level of sub-word units. The choice of sub-word unit for STD includes phones, syllables or potentially any other unit for which a translation from a word or phrase is known or can be generated. This ability to express any search term as a sequence of indexed sub-word units ensures that the system inherently supports open-vocabulary search. Sub-word based indexing has the added advantage of being easier to port for use with other languages, requiring far less training resources than an LVCSR system, which is especially important for under-resourced languages [76]. In fact, such systems can theoretically perform fully language-independent search, although considerable difficulties remain in achieving useful performance [67]. Fusion of word and sub-word indices is an obvious extension and has been shown to consistently improve STD accuracy [94, 3, 66], even by simply using the word-level index for in-vocabulary terms and the sub-word index to support search for out-ofvocabulary terms [74, 17, 47]. However, this approach does not avoid the costly training, development and run-time requirements associated with LVCSR engines, that is, assuming such resources even exist for the language and domain of interest. This work focuses on phones as the sub-word unit of choice for indexing and search, because their use in STD is well-established and, as they represent the fundamental units of observed human speech, they are a suitable choice for representing speech in an index. A popular method for indexing phones involves storing multiple phone recognition hypotheses in the index as lattices, or some other form which is a representation of phone sequences [16, 78]. Searching for a phone sequence is not as straightforward and therefore typically slower than the simple word look-up used with LVCSR systems, and it can be prone to high levels of false alarms for short terms [15]. On the other hand, an index of phone sequences inherently supports open-vocabulary search,
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2.5 Sub-word based STD



as the only requirement of a search term is that it consists of a sequence of phones, and such a requirement is met by any word or series of words. The first stage of indexing phone sequences is phone decoding, typically using a set of Hidden Markov Models (HMMs) to model the acoustic characteristics of each phone within the language. In some studies [3, 74, 10, 17], phone transcripts are generated from the results of word-level decoding, that is, LVCSR. This is achieved by translating the recognised words into their phonetic representations using a pronunciation lexicon. While this does tend to improve phone recognition accuracy by taking advantage of word-level linguistic information, this is somewhat counter-intuitive, as often one of the advantages of sub-word indexing is to avoid the use of an LVCSR engine. Often, a lattice is output so that multiple recognition hypotheses can be stored and used during search to achieve a lower miss rate. To search these lattices directly, a reverse dictionary look-up is necessary, that is, to infer the location of high-level events (the search term occurrences) from a stream of low level events (the phone instances). A common approach is to translate the search term into its corresponding low level representation, which usually involves deriving its phonetic pronunciation from a lexicon or automatic letter-to-sound rules, and then searching for occurrences of this target sequence in the transcriptions output by the decoder. However, the computation time required for this kind of search grows linearly with the amount of speech. In fact, if lattices were searched directly, this would require a computationally intensive lattice traversal for each new search term, which would severely impact search speed and would likely be unacceptable for large collections. Therefore, indexing typically involves an additional step to convert the phone transcriptions or lattices into a representation that allows for much faster search. The approach taken by [16, 7] is to index the locations of all unique 3-phone sequences. First, the search term is decomposed into its constituent overlapping 3-phone sequences and the approximate locations of each of these sub-sequences are then retrieved from the index. The search space is then narrowed to locations where a large fraction of these



2.6 Performance measures



29



sub-sequences are detected. The score for an entire phone sequence is then inferred from the scores of the constituent sub-sequences. In [16, 93], a second, more computationally intensive search stage is then employed to further refine the locations and scores of putative occurrences . This approach of term detection based on the locations of constituent phone subsequences is referred to here as search in a phone lattice n-gram index. A simple implementation of such an STD system and the resulting performance is presented in Section 2.7.



2.6



Performance measures



The performance of an STD system is characterised by search accuracy, as well as indexing and search speed, and other functional requirements. The National Institute of Standards and Technology (NIST) recently hosted the 2006 Spoken Term Detection Evaluation [51, 52], to gather researchers in order to compare and advance state-ofthe-art approaches to STD. As part of the evaluation, results were reported in terms of STD accuracy but also indexing and searching speed. This is evidence that when assessing the usefulness of an STD system for a particular application scenario, specific requirements in terms of accuracy, indexing and search speed must be considered jointly. It is likely that the optimal STD solution for applications with different requirements will likewise be quite different. This is becoming apparent in the literature, for example in [58], where a phonetic indexing approach is presented that sacrifices detection accuracy for improved index size and search speed. The system in [58] still uses very slow indexing, which may present a problem in a practical deployment. As mentioned in Section 1.2, the focus of this study is on the design of STD systems for applications where fast indexing and search speed is important as well as accuracy, and which allow for open-vocabulary search in audio with a wide range of characteristics and of various languages. The remainder of this section details how STD accuracy
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2.6 Performance measures



in particular, which relates to the completeness and precision of the results produced by a search, is quantified.



2.6.1



Definition of a set of STD results



The spoken term detection task is to detect all of the occurrences of a specified search term in a collection of spoken audio. Metrics which characterise the accuracy of an STD system can be formally defined in terms of a set of STD results. Given a set of search terms, q ∈ Q, search is first performed on T hours of data, producing a set of resulting events, e ∈ E, where e is either a hit or false alarm. Each event e has the attributes qe , be , ne , se where qe is the search term (or query term) to which the event refers, be defines the time corresponding to the beginning of the event, ne is the duration, and se is the score of the event representing the confidence of the STD system that e is a search term occurrence. An additional attribute, le , is a label that is 1 if the event is a hit or 0 if a false alarm. To determine the value of le , that is, whether an event is a hit or a false alarm, each e ∈ E is compared (as described below in 2.6.2) to the true location of each of the search term occurrences, γ ∈ Γ, produced by manual annotation beforehand and representing the true speech content of the collection. Each γ has the attributes qγ , bγ , nγ , with definitions analogous to qe , be , ne described above.



2.6.2



Classifying output events



The evaluation of STD accuracy is based on a comparison between the system output, E, and the reference, Γ. This comparison is performed through the use of a hit operator, which defines whether a particular occurrence, e ∈ E, corresponds to a true occurrence in the reference, γ ∈ Γ. If so, le = 1, and e is referred to as a hit, and if not,
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a false alarm with le = 0. That is,



le =



  1



∃γ ∈ Γ : γ e = 1



 0



otherwise



(2.1)



One possible hit operator definition [76], that is used in this work also, requires that the mid-point of a reference occurrence of the search term falls within the boundaries of the putative occurrence, that is,



γ e =



    0       0



qe 6= qγ be > midpointγ



,



(2.2)



   0 (be + ne ) < midpointγ       1 otherwise midpointγ =



(bγ + (bγ + nγ )) 2



For consistency, it is also important that the hit operator take into account the other members of E and Γ, the other putative and reference occurrences. For example, [52] requires a one-to-one mapping between members of E and Γ. That is, if there is more than one putative occurrence which meets the other requirements to be defined as a hit for a particular reference occurrence, only one of the putative occurrences will be judged as a hit. Conversely, if a putative occurrence meets the requirements to be a hit for more than one reference occurrence, it will only be judged as a hit for one of the reference occurrences. Formally, for any e j , ek6= j ∈ E and γi , γh6=i ∈ E, If γi e j = 1, then γi ek = 0 If γi e j = 1, then γh e j = 0



(2.3)



The additional constraints of (2.3) are adopted with (2.2) and (2.1) in this work, to classify output events as hits or false alarms.
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2.6.3



2.6 Performance measures



Quantifying the prevalence of errors



STD is effectively a two-class classification problem, where the task is to classify regions of speech as one of two classes, that is, either an occurrence of the search term or an occurrence of some other event. This assumes that each search term is processed independently. In this case, there are two possible kinds of error. A false alarm error occurs when a putative occurrence is emitted which does not have a corresponding reference occurrence. A miss error occurs when none of the emitted putative occurrences correspond to a particular reference occurrence. The miss rate is the most commonly used measure of the prevalence of miss errors, and is defined as follows, as in [76]. First, defining Eq = {e ∈ E : qe = q} and Γq =



{γ ∈ Γ : qγ = q}, for a particular a search term, q, the miss rate is given by Γ q − ∑ e ∈E l e  q . MissRate Eq , Γq = Γq 



(2.4)



Detection rate, or accuracy, is the converse of miss rate, and represents the proportion of reference occurrences correctly detected and output by the system, that is,   DetectionRate Eq , Γq = 1 − MissRate Eq , Γq .



(2.5)



Metrics commonly used to measure the prevalence of STD false alarm errors are based on the number of false alarms emitted, and a collection-dependent normalisation factor. This is required because of the lack of a specific number of non-target trials. In STD, the “number” of non-target trials is usually assumed to be proportional to the duration of speech in the collection. This is based on the assumption that a trial involves a classification decision at each particular time instant and for each particular search term. The most commonly used measure is the false alarm rate, which is the average number of false alarms emitted per hour of speech, that is, ∑ e ∈Eq ( 1 − l e ) T T = Collection duration in hours.



FARate Eq , Γq







=



(2.6)



2.6 Performance measures



2.6.4



33



Accuracy measured across operating points



There is an inherent trade-off between miss and false alarm rates. That is, the minimisation of one kind of error (miss or false alarm) tends to lead to an increase of the other. These errors must therefore be considered jointly, across a range of operating points. For this reason, confidence scores, se , accompany each putative occurrence to allow for the application of a variable threshold, δ, to easily define multiple system operating points. More specifically, each possible value of the score threshold δ defines a subset of results,  Eq ( δ ) = e ∈ Eq : s e ≥ δ ,



(2.7)



with corresponding miss, detection and false alarm rates defined at this operating point by (2.4), (2.5) and (2.6) respectively. The remainder of this section describes metrics that have been developed to quantify STD accuracy across a range of operating points of interest.



2.6.4.1



Receiver Operating Characteristic and Detection Error Trade-off plots



The Receiver Operating Characteristic (ROC) plot (Figure 2.1) demonstrates the relationship between detection rate and false alarm rate. An ideal ROC plot rises sharply to simultaneously provide a high detection rate (low miss rate) and low false alarm rate. One disadvantage of ROC plots is that they can be difficult to visually compare. An alternative plot which aims to address this is a variation of the Detection Error Tradeoff (DET) plot (Figure 2.2), which results in a straight line for normally distributed confidence scores. A typical DET plot displays miss probability as a function of false alarm probability. For STD, the miss probability is simply the miss rate, (2.4). However, as described previously in Section 2.6.3, because of the lack of a set number of non-target trials, in STD the false alarm probability is undefined, and the x-axis must effectively be replaced with the false alarm rate, (2.6), or an artificial non-target trial
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Figure 2.1: Example Receiver Operating Characteristic (ROC) plot
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Figure 2.2: Example Detection Error Trade-off (DET) plot count must be introduced [52]. The result is that the DET plot is not intuitive and, at worst, misleading for STD. For the same reason, the Equal Error Rate (i.e. the error rate at the operating point where miss and false alarm probability are equal), which often accompanies DET plots, is not meaningful for STD. For these reasons, this thesis presents ROC plots where necessary in preference to DET plots, to demonstrate STD accuracy across a range of operating points.
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Figure of Merit



To allow for a more convenient summary of system accuracy and comparison between systems, a scalar metric is desirable. One such suitable and well-established metric for STD is the Figure of Merit (FOM). Similar to the plots described in the previous section, the FOM is a description of STD accuracy across a range of operating points. In contrast, however, the FOM is a scalar value between 0 and 1, which is much more concise and convenient for comparison. Specifically, the FOM is defined as the average detection rate at operating points between 0 and 10 false alarms per hour [61]. This operating region was originally suggested by [61] because it is broad enough to allow for a stable statistic of performance, while also being limited to the operating region that is typically of most interest, that is, the low false alarm rate operating region. The FOM is calculated by averaging the detection rates achieved at false alarm rates of 0, 1, 2, ..., 10 false alarms per hour. That is, FOM =



 1 DetectionRate Eq (δi ) , Γq , ∑ | ∆ | δ ∈∆



(2.8)



i



where ∆ = (δ0 , δ1 , δ2 , ..., δ10 ) and each δi is the threshold that results in a false alarm rate of i, that is,  FARate Eq (δi ) , Γq = i



(2.9)



This method of averaging across 11 operating points is analogous to the calculation of the well-known metric of information retrieval accuracy, the 11-point average precision [29, 30]. The FOM, as defined above, is reported for the experiments of Chapter 2 through to Chapter 6. In Chapters 7 to 9, the FOM is calculated slightly more precisely. That is, it is calculated as an average across all operating points between 0 and 10 false alarms per hour, rather than those corresponding to integer false alarm rates only. In Chapter 8, a novel method is presented to directly optimise the FOM, so this slightly more precise definition is incorporated for those experiments, and is discussed further in Section 8.3.
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Figure 2.3: Example Receiver Operating Characteristic (ROC) plot. The Figure of Merit (FOM) is equivalent to the normalised area under the ROC curve between false alarm rates of 0 and 10. The Figure of Merit can, in fact, be seen as an approximation of the normalised area under the Receiver Operating Characteristic plot (Section 2.6.4.1), within the operating region of 0 to 10 false alarms per hour, as shown in Figure 2.3. This relationship between the ROC plot and the FOM can help provide an intuitive understanding of the meaning of FOM, in terms of the average detection rate across a range of operating points.



2.6.4.3



Value-based application model



Recently, as part of the NIST 2006 Spoken Term Detection Evaluation [52], a new metric was proposed based on an application model used to assign a value to each correct system output and a cost to each false alarm. Overall system term-weighted value (TWV) was defined for a particular operating point given by threshold δ, as:   V (E (δ) , Γ) = 1 − average S Eq (δ) , Γq



(2.10)



q ∈Q



S (E, Γ) = MissRate (E, Γ) + β · FARate (E, Γ) , where β ≈ 10/36 and is dependent on the cost/value ratio. Essentially, this allows for the calculation of a scalar value from the false alarm rate and miss rate at a particular operating point, and introduces an additional parameter, β, to model the relative im-
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portance of each type of error. A TWV value of 1 indicates a perfect system, a value of 0 corresponds to a system with no output, and negative values are possible for systems that output many false alarms. In addition to TWV, as part of the NIST evaluation, Detection Error Trade-off (DET) plots were proposed to plot the values of miss and false alarm rates at various values of δ. The maximum value achieved across all operating points was also proposed as a metric and defined as the Maximum TWV (MTWV), that is, MTWV = max V (E (δ) , Γ) δ



Unfortunately, there are some weaknesses to the proposed TWV metric compared to more established metrics. The ROC plot and FOM are more intuitively related to each other than the detection error trade-off curve and TWV suggested by NIST. That is, the FOM is simply the area under a certain domain of the ROC curve. Furthermore, false alarm prevalence is also more accurately described as a rate, as it is in traditional metrics, rather than a probability that is based on the subjective and synthetic concept of a non-target trial rate. And whilst the definition of the cost/value ratio for TWV is somewhat analogous to the range of false alarm rates considered for FOM, the effect of the latter is more naturally represented in the graphical form of a ROC plot. For these reasons, this thesis uses the well-established FOM to quantify STD accuracy, in preference to the TWV metrics more recently proposed in [52].



2.6.5



Combining results for multiple search terms



An issue that must be considered in the calculation of miss rate, false alarm rate and therefore all other metrics mentioned above is the method by which results are combined for multiple search terms. This is necessary because in order to obtain a reliable estimate of accuracy, experiments must typically include a large number of search terms in evaluations. The method chosen should ideally model the actual operational use of a typical STD
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application, and also lead to a robust and stable performance measure. The simplest method is to pool the results of all search terms, effectively treating all results as if they were part of a single trial. If the system is intended to search for multiple terms simultaneously with equal importance and then display all results together, this pooled approach may be appropriate, as it should be representative of actual operational use. However, it is often the case that terms will be searched for in isolation, or that it is equally important that the majority of true occurrences for each search term be detected successfully. In this case, it is more appropriate to use a term-weighted average, for example the term-weighted value described in Section 2.6.4.3. That is, for each particular operating point defined by a confidence score threshold, the miss rate and false alarm rate should be calculated for each set of search term results, and then averaged across all search terms. The Figure of Merit was defined by (2.8) in the case of a single search term. This is easily generalised to the case of a set of evaluation search terms, q ∈ Q, as FOM =



 1 1 DetectionRate Eq (δi ) , Γq , ∑ ∑ | ∆ | δ ∈ ∆ | Q | q ∈Q



(2.11)



i



where δi ∈ ∆ is now defined as the series of thresholds that result in each possible term-weighted average false alarm rate between 0 and 10 false alarms per term per hour. This average false alarm rate is simply defined as the average false alarm rate across the search terms, that is  1 FARate Eq (δi ) , Γq . ∑ | Q | q ∈Q This approach to combining results from multiple search terms, referred to as termweighting, has the advantage of being less susceptible to being biased toward frequently occurring terms and therefore has a lower sample variance [52]. For this reason, this thesis reports the term-weighted FOM to characterise STD accuracy across a large set of evaluation search terms.
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The concept of a search term



In most practical applications, a search term would usually be used as the embodiment of a semantic concept. However, for practical reasons, as is commonly done, in this work a search term is defined as simply a word or series of words. More specifically, a search term is defined only by its orthographic representation. As mentioned in [52], this definition corresponds to finding exactly what a user specified and, if necessary, the inclusion of word family variants and related terms could be handled by a pre-processing query expansion stage. This definition is therefore also used in the experiments in this thesis. However, defining a search term by only its orthographic representation is perhaps overly simplistic. This section aims to show the degree to which this strict and simplistic orthographic definition of a search term can introduce some STD errors. The results of an experiment are presented in this section, which investigate the result of performing STD on a reference phone transcript. This represents a best-case scenario for phonetic STD, simulating a system where indexing involves perfect phonetic decoding, and search involves returning the locations where the entire target phone sequence occurs in the reference phone transcript. This experiment searches the transcripts of American English conversational telephone speech for search terms with lengths of 4, 6 and 8 phones. This data set is also used and described in more detail in Section 2.7.2.2. After search in this data, all reference occurrences are successfully detected, as expected. However, as shown in Table 2.1, there are also several false alarms output. The causes of these false alarms can be divided into two categories: firstly, those due to the purely orthographic definition of a search term and secondly, the limitations of phonetic search. As mentioned above, search terms are defined according to their exact orthographic representation. That is, the detection of any word, including variants in the same word family, that is not orthographically identical to the search term is defined as a false alarm. Table 2.1 shows that 60%, 71% and 81% of the false alarms for 4,
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6 and 8-phone terms, respectively, have an orthographic match in the reference word transcript, that is, the orthography of the search term is found with an exact match in the reference word transcript at the corresponding time. Further, the majority of these matches occur when the search term orthography is found within a larger word in the reference (within-word orthographic match). From close inspection of the results, the cause of the majority of false alarms is due to the detection of words in the same word family as the search term. For example, when searching for “terrorist”, the detection of the word “terrorists” is marked as a false alarm (see Table 2.2 for more examples). While it is very unlikely that a user searching for such a term would not be interested in the detection of such a variant, this restriction is a matter of practicality, as it removes the need for the STD system to distinguish between word variants which should be allowed and those that should not. Another sensitivity involved with using an orthographic-based hit operator is the treatment of punctuation. A search for “peoples”, for example, resulted in false alarms when the word “people’s” was detected. Similarly, discrepancies in word boundaries and compound words, for example the detection of “any more” when searching for “anymore”, or “everyday” when searching for “every day”, were another major cause of error. The remainder of false alarms were generated through the detection of the search term’s pronunciation, but in the presence of other words. This often happens when the search term’s pronunciation occurs within another word, for example, the detection of “traditional” when searching for “addition”, or when the search term’s pronunciation occurs as part of multiple words, for example “likely not” (pronounced “l ay k l iy n aa t”) when searching for “clean” (pronounced “k l iy n”). Homophones are also a problem (for example “Holmes” and “homes”) because the pronunciation of the terms is identical, meaning that even correct word boundary detection would not be able to eliminate these errors. By evaluating the STD performance achieved when searching on a reference transcript, this experiment has demonstrated that defining a search term only by its or-
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4-phone terms



6-phone terms



8-phone terms



Search terms Reference occurrences



400 4078



400 1963



400 1267



False alarms (FA’s) False alarm rate



2471 0.71



571 0.16



208 0.06



1207 (49%)



354 (62%)



161 (77%)



1477 (60%)



408 (71%)



168 (81%)



FA’s with within-word orthographic match FA’s with any orthographic match



Table 2.1: Results of phone sequence search on reference force-aligned phonetic transcript, and causes of resulting false alarms



Cause of false alarm



Search term



In reference transcript



Word family variant



republic stable directly



republican destabilize indirectly



Punctuation variant



kids’ doctors husbands



kids doctor’s husband’s



Pronunciation subsumption



mention lifting violin



dimension weightlifting violently



Cross-word pronunciation match



taxes wasn’t sand



tax is was interesting course and



Homophone



accept homes waste



except Holmes waist



Table 2.2: Example false alarms resulting from search on reference force-aligned phonetic transcript
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thography can introduce false alarms, for example word family variants, that should perhaps ideally not be classified as such. However, the number of false alarms introduced in this way remains quite modest, as shown by the false alarm rates reported in Table 2.1. Therefore, with this in mind, and for the practical reasons mentioned previously, as in [52], in this work a search term is defined simply in terms of its orthographic representation.



2.6.7



Summary



This section has provided an overview of how the performance of STD systems may be measured. In this thesis, STD accuracy is measured in terms of the term-weighted Figure of Merit (FOM), and Receiver Operating Characteristic (ROC) plots are provided where necessary to demonstrate STD accuracy across a range of operating points. Throughout, search terms are simply defined by their orthographic representation, and this definition is used when classifying each result output by search as a hit or a false alarm. For several experiments throughout this thesis, it is also interesting to note and compare indexing and searching speed. Indexing speed is reported as a realtime factor, that is, the ratio of processing time required to the duration of indexed speech. Search speed is reported in terms of the number of hours of speech searched per CPU-second per search term (hrs/CPU-sec).



2.7



A simple phone lattice-based STD system



This chapter has thus far provided a background of spoken term detection and has defined the metrics typically used to quantify STD performance. Section 2.5, in particular, introduced some common approaches to phonetic STD. This section will now present a simple implementation of such an STD system and will highlight the shortcomings of such an approach, to provide context for the following chapters of this thesis.
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As described in Section 2.5, a popular approach to indexing phone sequences contained in a phone lattice is to convert the lattice into a set of discrete index keys and record the corresponding locations of instances of those keys [16, 7, 10]. In this way, at search time, rather than search for an entire phone sequence requiring a lattice traversal, the target phone sequence can first be similarly decomposed into a sequence of index keys, followed by a direct look-up of the locations of the individual keys from the index. In the context of phonetic STD, these keys typically take the form of either variable [93, 72] or fixed-length [7] phone sequences. Where keys consist of a fixed number of phones and are derived from the traversal of a phone lattice, this approach is referred to here as search in a phone lattice n-gram index. Search then consists of detecting the target phone sequence based on the locations of its constituent phone sub-sequences. Such an approach is desirable as the retrieval of discrete keys from the index is scalable to large collections. It is likely that such approaches were inspired by those originally designed for traditional textual indexing for information retrieval, e.g. [65]. While this has proven suitable for indexing textual documents, this is not necessarily also true for speech. The conversion of audio into discrete phone labels, in the form of a phone lattice, is quite a destructive and error-prone process. Further decomposing this lattice into an index of short, discrete keys - despite being an effective way to provide scalability - can only hope to represent a tiny portion of the information content of the original speech. Although this approach is not the primary focus of this work, for completeness, the remainder of this section introduces a simple implementation of a phone lattice ngram STD system and provides results for comparison with those of approaches subsequently described.



44



2.7.1
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System description



Indexing involves the generation of a record of the locations of each unique recognised tri-phone sequence. First, phone decoding is performed to produce phone lattices. The tools of the Hidden Markov Model Toolkit (HTK) [92] are used throughout this work for the purposes to decoding. The resulting lattices each consist of a network of recognised phone sequences with corresponding acoustic and language model likelihoods. The SRI Language Modeling Toolkit [73] tool, lattice-tool, is used to extract fixed length phone sequences from the lattice and calculate corresponding posterior scores. The posterior is computed as the forward-backward combined score through the lattice paths containing the phone sequence. A time tolerance of 30 milliseconds is used to merge sequences occurring in very similar locations and sum the corresponding posteriors. Preliminary experiments found this provided for a simultaneous slight increase in detection rate and decrease in false alarm rate, and reduced index size. In this implementation, as in [7, 16, 74], index keys are all of the unique sequences of three phones that occur in the recognised phone lattices. The index is thus generated, and consists of a record of the locations of all tri-phone sequences with corresponding posterior scores. To search for a particular term, the term must first be converted into a form compatible with the form of the index. In this case, given the index contains records of tri-phone sequences, the search term is translated into its corresponding sequence of phonemes (using a pronunciation lexicon), then all constituent overlapping tri-phone sequences are extracted and are referred to as term sub-sequences. The locations of each of these sub-sequences are then, individually, directly retrieved from the index, and must be merged. A putative occurrence is output only where each of the term’s sub-sequences are detected overlapping, in the correct order. The score for a putative occurrence is defined as the minimum of the posteriors of the sub-sequence occurrences, as in [7]. This is a somewhat coarse estimation of the score for the entire sequence. A possible extension
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used in [7, 74, 93] is to rescore a subset of high-scoring putative occurrences with a more detailed technique, for example by returning to the original phone lattice and re-computing the posterior for the entire path, or even return to using the audio itself [16]. While such a multi-stage search is a powerful option for improving the accuracy of experimental STD systems, this invalidates one of the main practical advantages of the n-gram indexing approach, which is avoiding the necessity to store and directly access the original phone lattices or audio.



2.7.2



Experimental results



The following results are presented to briefly demonstrate the characteristics of the phone lattice n-gram STD system described above, when searching for single word search terms in American English conversational telephone speech. As will become clear, the utility of such an approach is limited by errors made in phone recognition, which limits the achievable detection rate, especially for longer search terms.



2.7.2.1



Training data and models



Phonetic decoding of lattices during indexing requires the use of phone acoustic models and, optionally, a language model. In the experiments of this section, two separate sets of models are tested, representing commonplace yet contrasting decoding configurations tailored for accurate decoding and for fast decoding, respectively. While these alternate decoding configurations are described here for completeness, the effects of using a reduced complexity acoustic model and using language modeling for phonetic STD will be explored in greater detail in Chapter 6. The first decoding configuration is chosen to correspond to a “standard" speech recognition configuration, using a context-dependent acoustic modelling topology to give high recognition accuracy. In this case, the acoustic models used are tied-state 16 mixture tri-phone Hidden Markov Model’s (HMMs), with 3 emitting states. Decoding
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uses these HMMs for acoustic modelling with a 2-gram phonotactic language model, followed by lattice re-scoring with a corresponding 4-gram language model. This decoding configuration is also used in the experiments of Chapter 3 through to Chapter 5. In contrast, the second configuration uses an open-phone loop and an alternative set of acoustic models, chosen to have a reduced complexity allowing for faster indexing speed, that is, a set of 32 mixture mono-phone HMMs, again with 3 emitting states. For brevity, these two variations are referred to as tri-phone and mono-phone decoding, respectively. Both sets of acoustic models use 42 English phones plus a silence model and are trained using the DARPA TIMIT Acoustic-Phonetic Continuous Speech Corpus [23], CSR-II (WSJ1) corpus [43] and 160 hours of speech from Switchboard-1 Release 2 (SWB) [25]. The pronunciation lexicon and phone set used throughout this work is adopted from the CALLHOME American English Lexicon (PRONLEX) [39]. The phone set is provided in Appendix A. Phonotactic language models are trained from the same SWB data as the acoustic models, with a force-aligned phone transcription, using the SRI Language Modeling Toolkit (SRILM) [73] with default Good-Turing discounting.



2.7.2.2



Evaluation data



The data used for evaluation is American English conversational telephone speech selected from the Fisher English Corpus Part 1 [14]. The entire corpus consists of 5,850 complete telephone speech conversations, each lasting up to 10 minutes. Each conversation has an accompanying manual word-level transcript with time stamps at utterance boundaries. A subset of the corpus was selected for evaluation. Conversations were selected that were annotated as being of high signal and conversation quality, from American English speakers and not made via speaker-phone. The evaluation set consists of 8.7 hours of speech and three sets of 400 search terms. Each set of 400 search terms,



2.7 A simple phone lattice-based STD system



47



Decoding configuration



Search terms



FOM



Max detection rate



Max FA rate



Mono-phone, 5 tokens



4-phn 6-phn 8-phn



0.225 0.211 0.090



41% 23% 10%



36.3 1.7 0.1



Mono-phone, 8 tokens



4-phn 6-phn 8-phn



0.228 0.303 0.228



63% 40% 25%



210.2 20.3 2.6



Tri-phone, 5 tokens



4-phn 6-phn 8-phn



0.380 0.414 0.325



67% 47% 36%



62.2 5.1 0.6



Table 2.3: STD accuracy achieved when lattices are generated using either monophone or tri-phone decoding, with a variable number of tokens for lattice generation which are listed in full in Appendix B, contains terms with a pronunciation of four, six or eight phones. The particular terms are chosen randomly from a complete list of unique words with the specified pronunciation length that occur in the reference transcript. Whilst term selection is a critical step in ensuring a fair evaluation, it was decided here to avoid introducing bias by selecting terms randomly, rather than specially crafting a set of terms to match those that may be expected in one particular practical deployment. A total of 4078, 1963 and 1267 true search term occurrences occur in the evaluation data for the three term lists, respectively. The evaluation data described above is used throughout the experiments of this thesis.



2.7.2.3



Results



Table 2.3 shows the STD accuracy achieved when searching for either 4, 6 or 8-phone terms in an index produced with various decoding configurations. The first three rows of Table 2.3 indicate the results of using this approach to search in an index generated from fast, mono-phone decoding. A shortcoming of this approach is immediately clear, that is, that the maximum detection rate is severely limited. For 8-phone terms, only 10% of the true occurrences are able to be successfully detected. This infers that for 90% of the true occurrences, at least one of the constituent phones
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Decoding configuration



Phone recognition accuracy (%)



Decoding speed (xSRT)



Mono-phone Tri-phone



31 58



0.18 3.3



Table 2.4: Phone decoding accuracy on evaluation set of the 1-best transcript using either mono-phone or tri-phone decoding. Decoding speed is reported as a factor slower than real-time (xSRT). suffered either an insertion, substitution or deletion error. For shorter terms, the problem is less severe, however, much higher false alarm rates are observed in this case. To compensate for this limited ability to detect true occurrences, it can be attempted to simply make the lattices larger. That is, in a lattice that simply contains more alternate hypotheses, it is more likely that a phone sequence corresponding to the true search term pronunciation will appear in its entirety. Here, larger lattices are generated by increasing the number of lattice generation tokens, where the tokens are used in the token-passing algorithm as part of the implementation of the Viterbi decoder [92]. This effectively sets an upper bound to the number of incoming links to any node in the lattice. The results of search in these much larger lattices are displayed in the following three rows of Table 2.3. The maximum detection rate is indeed increased for all search term lengths (e.g. 40% c.f. 23% for 6-phone terms). However, database storage is increased by over 500%, which could present a practical problem, and the false alarm rate is drastically increased (e.g. 210.2 c.f. 36.3 for 4-phone terms). Evidently, the extra paths included in these larger lattices are particularly problematic in their introduction of false alarms for 4-phone terms. These results suggest that this approach is not particularly desirable for search in an index generated from the output of fast, error-prone decoding. An alternative is to use slower tri-phone acoustic modelling and phonotactic language modelling, which provides for more accurate phone decoding, as indicated by Table 2.4. Clearly, this does help to somewhat alleviate the problem, with maximum detection rates and FOM increasing moderately for terms of all phone lengths (Table 2.3). However, in this case, still only a maximum of 36% of all true occurrences of 8-phone
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terms may be detected. It is quite clear, then, that most occurrences of longer search terms suffer from at least one phone error, which is enough to prevent them from being detected by this system.



2.7.3



Conclusions



The experiments briefly presented above show that search in a phone lattice n-gram index is limited by a low maximum detection rate. Using very large lattices and more complex and accurate phone decoding seems to be a necessary prerequisite to be able to extract useful performance out of such a system. It is clear that, in order to achieve higher detection rates, phone decoding errors must be accommodated. This is not directly supported by a phone lattice n-gram index. A retrieval technique that allows for the mis-recognition of some term sub-sequences, coupled with a multi-stage search algorithm, as used in [7, 74, 93, 16] is a viable option for experimental STD systems. However, the necessity of an additional stage directly searching in lattices or audio is a practical concern and highlights the shortcomings of this approach.



2.8



Summary



This chapter described the background and development of the spoken term detection field. Early approaches evolved from keyword spotting, and addressed the need for fast search in large collections by introducing the practice of separate indexing and search phases. The choice of indexed representation is a key differentiator of STD approaches. The advantages of phonetic indexing and search were described, particularly for applications where large amounts of data are required to be indexed quickly, in languages and domains with insufficient data to train an accurate LVCSR system, and in applications where detection of OOV terms is of primary concern, for example in multilingual collections and for surveillance.
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2.8 Summary



Typical performance measures used to evaluate STD systems were also presented, and a simple working system was described with baseline results provided. The system, using a phone lattice n-gram index, was shown to be limited, however, by its inability to accommodate phone recognition errors.



Chapter 3



Dynamic Match Lattice Spotting



3.1



Introduction



The previous chapter showed that directly searching in phone lattices provides limited spoken term detection accuracy due to an inability to accommodate phone recognition errors. To this end, this chapter introduces and describes a state-of-the-art system that addresses this problem through approximate phone sequence matching, incorporating costs for phone substitution errors. Experiments are presented that verify that spoken term detection accuracy is improved by accommodating phone recognition errors in this way. Some remaining problems are also pointed out, such as the tendency for approximate phone sequence matching to cause additional false alarms, which is especially problematic for short search terms. However, the experiments presented in this chapter show that detection accuracy is improved for longer search terms, even using a very simple phone error cost model based on a small set of heuristic rules. This provides motivation to pursue and make improvements to the approach in subsequent chapters.
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3.2 Dynamic Match Lattice Spotting



Dynamic Match Lattice Spotting



An unfortunate effect of using phone decoding as a basis for spoken term detection is that such decoding typically suffers from high error rates. Phonetic decoding of telephone speech, for example, typically experiences phone error rates of up to 50%. For STD approaches that require the search term pronunciation to be correctly recognised, such as the n-gram indexing technique described in the previous chapter, these phone recognition errors can severely limit the detection rate. The results presented in the previous chapter highlight the need to accommodate these errors during search. This chapter describes an approach to phonetic STD that aims to accommodate the high error rates associated with phone lattice decoding. This is achieved by searching for phonetic sequences that are similar to the pronunciation of the search term, that is, the target phone sequence, rather than requiring an exact match. The implementation of such an STD system firstly consists of the method of creation of a searchable index of phone sequences, followed by the ability to search in this index by calculating the distance between each stored phone sequence and the target sequence. Where this distance is small for a particular indexed phone sequence, the occurrences of that phone sequence are output by the system as potential occurrences of the search term, with a confidence score defined by the distance between the target and indexed phone sequences. In this work, the core system for indexing and search is based on that described in [76, 78]. However, the work presented in this chapter and the following three chapters applies to approximate phone sequence matching approaches to STD in general and the implementation described in [76, 78] represents only one possible implementation of the general approach. Figure 3.1 provides an overview of the system architecture. Section 3.2.1 and Section 3.2.2 provide more details of the system implementation. To give a brief overview, indexing first involves the production of phone lattices, followed by a phone lattice traversal to generate an exhaustive list of fixed-length phone sequences. These sequences are then compiled into a searchable database structure that uses a number
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Indexing Lattice Generation



Audio
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Figure 3.1: Dynamic Match Lattice Spotting system architecture of algorithmic optimisations to facilitate very fast search. At search time a dynamic matching procedure is used to locate phone sequences that closely match the target sequence, that is, the pronunciation of the search term. Importantly, this allows for the detection of recognised phone sequences that may not necessarily be identical to, but are similar to, the target sequence. To provide the necessary similarity measure, the Minimum Edit Distance (MED) is used, and defined as the minimum sum of the costs of phone edits necessary to transform the indexed sequence to resemble the target sequence. In the experiments of this chapter, the MED is calculated by using a set of phone substitution rules with associated costs, as defined in [78]. This serves as a baseline for following experiments in Chapter 4, which investigate the use of alternative phone error cost configurations. In Section 3.3, results are contrasted to those presented in the previous chapter, to report the gains in STD accuracy achievable by accommodating common phone substitution errors during search. The general system architecture of the DMLS approach to STD is displayed in Figure 3.1. A more detailed description of the individual processing stages is provided in the following sections.
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Perceptual Linear Prediction (PLP)



Zero mean source waveform Pre-emphasis coefficient Frame interval Hamming window length



Yes 0.97 10 ms 25 ms



Filterbank analysis span Filterbank channels Accumulate filterbank power Number of cepstral coefficients



125 Hz to 3800 Hz 18 Yes 12, plus 0’th coefficient, plus delta and acceleration 22 Yes



Cepstra lifter parameter Use cepstral mean normalisation



Table 3.1: Audio feature extraction configuration



3.2.1



Indexing



The purpose of the speech indexing stage is to construct a database that will provide for fast and robust subsequent search. The indexing process for DMLS consists of two major steps, that is, processing of the speech to generate phone lattices, followed by traversal of these lattices to compile a searchable database, as described in more detail in the following sections.



3.2.1.1



Lattice generation



The purpose of the lattice generation stage is to decode each speech segment, resulting in a network of multiple phone transcription hypotheses. The speech is first processed by performing feature extraction, which reduces the dimensionality of the speech data so that it is suitable for statistical modeling. HTK-style Perceptual Linear Prediction is used [92] to create a 39 dimensional feature vector for each 10ms frame of speech (see Table 3.1). The processed speech is then decoded using a Viterbi phone recogniser to generate a recognition phone lattice. This involves the use of a set of Hidden Markov Model (HMM) acoustic models, and optionally a language model. The choice of models used in this stage influences the speed of decoding and speed and accuracy
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of the subsequent search stage. Investigation regarding the effect of the choice of these models is presented in Chapter 6. The resulting phone lattices provide a rich phonetic representation of each speech segment, and form the basis for subsequent indexing and searching operations, as described below.



3.2.1.2



Database building



The lattices produced by phone recognition could be searched directly, however, this would require a computationally intensive lattice traversal for each new search term, which would severely limit search speed. Instead, a significant portion of lattice traversal and processing is performed offline during indexing, which results in a structured database of phone sequences. There are a number of differences between this process as used for DMLS and the indexing process for the phone lattice n-gram system briefly described in Section 2.7 of the previous chapter. Firstly, rather than indexing only very short sequences of 3 phones, for DMLS long sequences of 10 phones are stored, to avoid the need to search for and merge occurrences of the tri-phone sequences comprising the search term’s pronunciation. As described in [76], if it is assumed that the maximum search term phone sequence length is known and less than the length of the indexed phone sequences, then it is possible to restrict DMLS search to approximate phone sequence matching within the long phone sequences stored in the database. This greatly simplifies the approximate matching procedure, as search may then be more simply achieved by comparing the target phone sequence to each complete phone sequence stored in the database, as will be described later in Section 3.2.2. The process of creating a database of phone sequences from phone lattices for DMLS is described in detail below, closely following the description in [77]. Given a phone lattice produced as described in Section 3.2.1.1, a modified Viterbi traversal is performed to compile a database of fixed-length phone sequences, as follows.  1. Let Θ = θ 1 , θ 2 , ... represent the set of all N-length node sequences in the lat-
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3.2 Dynamic Match Lattice Spotting tice, where θ = (θ1 , θ2 , ..., θ N ) is a node sequence and each θk corresponds to an individual node. Each node represents the hypothesised recognition of a phone. 2. The phone label sequence corresponding to a node sequence may be read from the lattice and is defined by Φ (θ ) = (φ (θ1 ) , φ (θ2 ) , ..., φ (θ N )) . Likewise, the corresponding sequence of node start times is given by Υ (θ ) and acoustic log likelihoods are given by Ψ (θ ). 3. For each node, n, in the phone lattice, the set of all node sequences terminating at the current node is referred to as the observed sequence set and is defined as Q (Θ, n) = {θ ∈ Θ|θ N = n} . 4. Q0 (Θ, n) is then defined as a subset of Q (Θ, n) containing the K unique phone sequences with the highest path likelihoods. The path likelihood for a node sequence, θ, is computed from the lattice by accumulating the total acoustic and language likelihoods of the path traced by θ. Throughout this work, K = 10 is assumed, as in [76]. The use of the constrained sequence set Q0 (Θ, n) rather than Q (Θ, n) is to reduce database storage requirements, with minimal loss of information.



The process above is repeated for all nodes in all lattices for the speech to be indexed, resulting in a collection of node sequences, A =



S



n



Q0 (Θ, n). The final output of this



stage that together forms the contents of the sequence database (SDB) is the collection of node sequences θ ∈ A, with the corresponding phone sequences and time boundaries given by Φ (θ ) and Υ (θ ) respectively. In practice, the unique values of Φ (θ ) are stored in a structured database of phone sequences, with corresponding timing information stored for each individual occurrence. Figure 3.2 provides an overview of the database building process for DMLS. A diagram of an example phone lattice is provided in Figure 3.2a. Reading from left to right in time order, the lattice encodes several of the possible phonetic transcriptions of the speech that were most likely to have occurred given the acoustic and language models. Database building for this utterance then involves traversing this lattice, as described



3.2 Dynamic Match Lattice Spotting



57



4.30



4.44



4.63



4.75



ch



iy



z



ih



4.54



4.63



s



t



5.17



4.20 k



4.75



5.18



uw ey 4.30



4.41



4.47



sh



iy



z



 4.72



4.80



5.17



ey



t



s



(a) A diagram representing a small portion of an automatically-generated phone lattice, corresponding to an utterance of the word “cheesecake”. Each node in the lattice is denoted by the label and the end time of the corresponding recognised phone instance. Recognised phone sequences may be read from the lattice by following the directed edges between nodes.
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(b) A depiction of the general structure of the sequence database (SDB), which forms the DMLS index. Only a small excerpt is shown, corresponding to the 6-phone sequences ending at the instance of phone “k” in the lattice of Figure 3.2a (in practice, the SDB contains the 10-phone sequences ending at all nodes in the lattices). For each unique indexed phone sequence, the SDB also stores a list of locations where the phone sequence was observed throughout the lattices of the entire speech collection.



Figure 3.2: An overview of the database building process for DMLS indexing, where a phone lattice (Figure 3.2a) is processed into a compact representation of phone sequences, that is, the sequence database (SDB) (Figure 3.2b).
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above, and storing the observed phonetic sequences in the sequence database. The form of the resulting sequence database (SDB) is shown diagrammatically in Figure 3.2b. The SDB is a compact representation of the content of the initial phone lattices, and using this compact representation as an index for STD provides a number of advantages. Firstly, phone lattice traversal is computationally heavy, so performing this once during indexing, rather than at search time, provides for improved search speed. Also, in practice, the indexed phone sequences are arranged in a fast look-up table, so search only needs to consider each unique phone sequence once. Furthermore, the phone sequences are sorted, which allows for a number of simple optimisations to be used during search that further reduce the number of computations done at search time. These optimisations are very important for providing fast search in a database of this form, however, they are not a focus of this work, and further details can be found in [76, 78]. The outcome of the indexing phase is thus the SDB, which constitutes a compact representation of the entire speech collection, and which is stored to be later used for search.



3.2.2



Search



At search time, the goal is to utilise the indexed representation of the speech, that is, the SDB, to detect the occurrences of a specified search term. This is achieved by interrogating the SDB and detecting the phone sequences in the SDB that are deemed to be a good match given the specified search term, as described in the remainder of this section. When a search term is presented to the system, the term is first translated into its phonetic representation using a pronunciation dictionary (for multi-word terms, the pronunciation of each word is concatenated). If any of the words in the term are not found in the dictionary, letter-to-sound rules may be used to estimate the corresponding phonetic pronunciations. The search term’s pronunciation, being a sequence of
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The target phone sequence, ρ :
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An indexed phone sequence, Φ :
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Figure 3.3: An overview of the crux of the DMLS search phase, that is, the comparison of the target phone sequence, ρ, to a phone sequence retrieved from the sequence database (SDB), Φ. In this example, the target phone sequence, ρ, is the phonetic pronunciation of the search term “cheesecake”. The figure indicates the two pairs of phones that are mis-matching across the two sequences. phones, is then referred to as the target sequence, ρ. Search involves performing a comparison of this target sequence to each of the sequences stored in the SDB, θ ∈ A. For each unique phone sequence stored in the sequence database (SDB), Φ (θ ), a distance measure between the phone sequence Φ (θ ) and the target phone sequence ρ is calculated, ∆ (Φ (θ ) , ρ). A set of results, R, is then constructed to include only the occurrences of the node sequences for which this distance measure is less than a specified threshold, δ, that is, R = {θ ∈ A|∆ (Φ (θ ) , ρ) ≤ δ}. One additional merging stage is performed, which ensures that results that overlap in time by more than 50% are ignored, by retaining only the result with the lowest distance measure when such an overlap is observed. The result of DMLS search is thus a list of node sequences, θ ∈ R, with each result output with the corresponding start and end time information retrieved from the SDB, and a record of the distance measure for the sequence ∆ (Φ (θ ) , ρ). Figure 3.3 shows an example pair of phone sequences, that is, the target sequence, ρ, corresponding to the phonetic pronunciation of a hypothetical search term “cheesecake”, and a particular sequence retrieved from the SDB, Φ (θ ) (written as Φ for brevity). While the sequences are clearly similar, the figure highlights the two pairs of phones that do not match across the sequences. The goal of DMLS search is to accommodate these kinds of mis-matches by calculating a suitable distance measure, ∆ (Φ, ρ). One simple way to define this distance measure is introduced in the next subsection.
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Essentially, DMLS search is equivalent to detecting the target sequence in the path of a recognised phone lattice, except that the phone lattices have been pre-processed and stored in the form of the SDB and secondly, the distance measure, ∆ (Φ, ρ), is used to allow for retrieval of phone sequences that do not necessarily exactly match the target sequence but are similar to the target sequence.



3.2.2.1



Measuring phone sequence distance



The definition of phone sequence distance, ∆ (Φ, ρ), is of critical importance to search accuracy. As described in Section 2.6.4, confidence scores are used to rank STD results according to the confidence that the result corresponds to a true occurrence of the search term. This is necessary to allow for the calculation of STD accuracy metrics including the Figure of Merit. For DMLS search, the confidence score for a particular result is defined simply as the negative of the distance between the indexed phone sequence and the target sequence, that is, Score (θ, ρ) = −∆ (Φ (θ ) , ρ) Therefore, to ensure that hits are more likely to be ranked above false alarms, ∆ (Φ, ρ) should be defined so that it is inversely related to the probability that the indexed phone sequence Φ was generated by a true occurrence of the target sequence, ρ. As in [78], the Minimum Edit Distance (MED) is used in this work to implement ∆ (Φ, ρ) as the minimum cost of transforming an indexed phone sequence to the target phone sequence. As mentioned above, the MED should be defined so that it has a smaller value for indexed phone sequences that are more likely to correspond to a true term occurrence. An assumption is made that this is most likely when the indexed phone sequence exactly matches the target sequence. Where a mis-match is observed, this is assigned an associated cost that is inversely related to the likelihood of such a mis-match occurring. In the experiments of this chapter, a simple implementation of the MED calculation is used that allows for the phone substitutions proposed in [78]. Variable context-independent phone substitution costs, Cs ( x, y), are used to determine
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Phone group



Substitution cost



aa ae ah ao aw ax ay eh en er ey ih iy ow oy uh uw b d dh g k p t th jh d dh n nx t th w wh uw w z zh s sh



1 1 0 0 0 0 1 1



Table 3.2: A set of linguistically-motivated phone substitution costs the cost associated with the a posteriori assertion that an occurrence of an observed phone, x, was actually generated by an occurrence of the target phone, y. In [78], rules for substitution costs are defined in terms of linguistic classes because substitutions most often occur within these classes due to acoustic confusability, and these more common substitutions are therefore allowed with associated costs. The particular set of rules used is shown in Table 3.2, and may be roughly summarised as:



1. Cs ( x, y) = 0 for same-letter consonant phone substitution 2. Cs ( x, y) = 1 for vowel substitutions 3. Cs ( x, y) = 1 for closure and stop substitutions 4. Cs ( x, y) = ∞ for all other substitutions



The MED associated with transforming the indexed sequence Φ to the M-phone target sequence, ρ, is then defined as the sum of the cost of each necessary phone substitution, that is, ∆ (Φ, ρ) =



M



∑ Cs (φi , ρi ) .



(3.1)



i =1



For example, for the target and indexed phone sequences shown in Figure 3.3, the corresponding MED score may be simply calculated using the costs defined in Table
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3.2 as ∆ (Φ, ρ) =



6



∑ Cs (φi , ρi )



i =1



= Cs (s, z) + Cs (t, k) = 1+1 = 2. As described above, this chapter uses a simple implementation of the MED calculation that only allows for the phone substitutions proposed in [78]. In Chapter 4, alternative phone error cost training techniques will be examined, as will the effects of also allowing for phone insertions and deletions.



3.3



Experimental results



In this section, the STD accuracy achieved by using the DMLS system is compared to that achieved by using the phone lattice n-gram system described in the previous chapter, in Section 2.7. By accommodating phone recognition errors, which should increase the term detection rate especially for long search terms, the goal is to verify that using DMLS leads to an improved Figure of Merit. As described in Section 3.2.1, indexing first involves the generation of phone lattices. In the experiments of this chapter, this is achieved using the same typical configuration described in Section 2.7, that is, tied-state 16 mixture tri-phone HMMs for acoustic modelling, 4-gram phonotactic language modelling and 5 lattice generation tokens. In contrast to the experiments using the phone lattice n-gram system in the previous chapter, for DMLS search the lattices are pruned with a range of lattice beam-widths, and the best FOM attained over this range of beam-width values is reported for each set of evaluation terms. This pruning is applied using the HTK tool HLRescore [92]. As described in [92], pruning involves removing paths from the lattice with a forwardbackward score that falls more than a beam-width below the best path in the lattice. This lattice pruning is necessary because of two differences between DMLS and the
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STD system Phone lattice n-gram DMLS



63 STD accuracy (FOM) 4-phones 6-phones 8-phones 0.380 0.216



0.414 0.435



0.325 0.454



Table 3.3: Improvements in STD accuracy (Figure of Merit) observed by allowing for phone substitutions with Dynamic Match Lattice Spotting (DMLS) phone lattice n-gram system. Firstly, DMLS results are not scored using a posterior score derived from the acoustic and language model probability of paths in the lattice, but instead confidence scores are defined by the MED, which does not take into account whether the phone sequence appears in a high or low probability path in the lattice. For this reason, using lattices with an excessive number of alternate paths introduces low scoring paths that could lead to false alarms and decreased STD accuracy. Secondly, because DMLS search allows for approximate phone sequence matching, equivalent false alarm rates may be observed when indexing uses much thinner, pruned lattices, compared to search using the phone lattice n-gram system which produces an output only when an exactly matching phone sequence is observed. Table 3.3 compares the Figure of Merit achieved by using the phone lattice n-gram system to that achieved by using Dynamic Match Lattice Spotting. For 6-phone terms, the FOM is improved by 5% relative, and for 8-phone terms, the relative FOM improvement is 40%. Unfortunately, these improvements are not observed in the case of search for 4-phone terms, where a relative FOM decrease of 43% is observed. This was expected because the previous chapter showed that the longer terms were more limited by the requirement of an exact phone sequence match, compared to shorter terms that already had a much higher detection rate and were thus less likely to benefit from more flexible approximate phone sequence matching. In order to examine the effects of approximate phone sequence matching for search terms of various phone lengths, Table 3.4 presents some analysis that compares the trade-off between detection rate and false alarm rate observed when using either the phone lattice n-gram system or the DMLS system. Table 3.4 lists the detection and
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false alarm rates observed at particular operating points. For the phone lattice n-gram system, as previously reported in Table 2.3, the operating point is found by including all output results, thus indicating the maximum term detection rate possible by using this system to search for exact matches in the phone lattices. For the DMLS system, statistics are reported at two operating points. Firstly, we again observe the detection and false alarm rates where only exact phone sequence matches are retrieved. This corresponds to only retrieving sequences from the database with an MED of 0. A lower detection rate is expected than for the n-gram system in this case because DMLS search is performed in a database derived from a pruned lattice with fewer paths, for the reasons described previously. Secondly, the detection and FA rates are also reported for DMLS search using approximate phone sequence matching in the same database, at an operating point of 10 false alarms per term-hour. This is chosen because the value of FOM is defined as the average detection rate within the operating region up to this point of 10 false alarms per term-hour (see Section 2.6.4.2). In the cases where DMLS results in an improved FOM, we should expect to see that the approximate phone sequence matching may introduce additional false alarms but, importantly, should provide for an increased maximum detection rate within this operating region of interest. Table 3.4a shows that, when searching for 4-phone terms, allowing for approximate matching with DMLS increases the term-average detection rate from 22% to 29%, at the cost of increasing the false alarm rate from 1 to 10 false alarms per term-hour. In contrast, using the phone lattice n-gram system to search in the larger lattices for only exact phone sequence matches provides a detection rate of up to 51% within the same false alarm rate operating region, and a detection rate of up to 67% at higher false alarm rates. Thus, for 4-phone search terms, allowing approximate matching with DMLS increases the false alarm rate for only a small increase in detection rate within the operating region of interest, and for this reason DMLS search results in a worse FOM in this case. In contrast, Table 3.4b and Table 3.4c show that DMLS is beneficial when searching for
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STD system Phone lattice n-gram (exact match) DMLS DMLS



Operating point



Detection rate



FA rate



All results



67%



62.2



Exact matches only (MED = 0) 10 false alarms/term-hour



22% 29%



1.0 10.0



Operating point



Detection rate



FA rate



All results



47%



5.1



Exact matches only (MED = 0) 10 false alarms/term-hour



38% 55%



0.6 10.0



Operating point



Detection rate



FA rate



All results



36%



0.6



Exact matches only (MED = 0) 10 false alarms/term-hour



27% 52%



0.1 10.0



(a) 4-phone terms



STD system Phone lattice n-gram (exact match) DMLS DMLS



(b) 6-phone terms



STD system Phone lattice n-gram (exact match) DMLS DMLS



(c) 8-phone terms



Table 3.4: A comparison of the term-average detection rate and false alarm rate (FA rate) achieved at a selection of operating points, when using either the phone lattice ngram system described in the previous chapter, or the Dynamic Match Lattice Spotting (DMLS) system introduced in this chapter. 6-phone and 8-phone terms. For 6-phone terms, allowing for approximate matching with DMLS improves the detection rate from 38% to 55% and, for 8-phone terms, improves the detection rate from 27% to 57%, while restricting the false alarm rate to a maximum of 10 false alarms per term-hour. In both cases, this improved detection rate exceeds the maximum achieved with the phone lattice n-gram system (47% and 36% respectively). This increased detection rate of true occurrences within the operating region of interest defined by the FOM metric is the reason that the FOM is improved by using DMLS in these cases. Thus, using DMLS, which allows for phone substitution errors with corresponding costs, gives substantial improvement in FOM for long terms, but is not helpful for
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shorter terms with pronunciations of 4 phones. Evidently, for 6-phone and 8-phone search terms the advantage of allowing for approximate phone sequence matching with DMLS outweighs the cost of introducing additional false alarms, whereas this is not the case for 4-phone search terms. It is important to note that these results were obtained using a DMLS configuration with very simple heuristic phone error costs, and improved performance may well be achieved if costs are trained with more sophisticated data-driven techniques.



3.4



Summary



The results of the previous chapter highlighted the importance of accommodating the presence of phone recognition errors during STD search. To address this, this chapter introduced the DMLS system, which is a state-of-the-art STD approach that accommodates phone substitution errors during search by using approximate phone sequence matching. Results showed that allowing for phone errors in a very simplistic way — that is, allowing for substitution errors only with costs defined by some simple heuristic rules — is very helpful when searching for longer terms with pronunciation lengths of 6 or 8 phones, but can cause problems for shorter 4-phone terms due to an increased rate of false alarms. Nevertheless, the positive results of this chapter provide motivation to further investigate the DMLS approach and endeavour to improve the effectiveness of the approximate phone sequence matching technique. In particular, the following chapter will investigate data-driven phone error cost training methods and allowing for phone insertion and deletion errors in addition to the substitution errors studied in this chapter.



Chapter 4



Data-driven training of phone error costs



4.1



Introduction



As described in the previous chapter, Dynamic Match Lattice Spotting (DMLS) is an approach to STD that involves search in a database of phone sequences, generated from the output of phonetic decoding. Approximate phone sequence matching is used to allow for the detection of terms that were recognised imperfectly, that is, in the presence of phone recognition errors. In the previous chapter, this approximate matching was implemented by using a very simple phone error cost model based on a small set of heuristic rules. The motivation for this was to capture information about phone confusability and, for particularly confusable pairs of phones, assign correspondingly smaller costs to the observation of those confusions during search. However, using a small set of heuristic rules is clearly not necessarily an optimal way to derive such a phone error cost model. This chapter first investigates the use of various sources of prior information on phone confusability to derive data-driven phone substitution costs. Secondly, this chapter
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investigates how to incorporate phone insertion and deletion errors in addition to substitution errors, for more flexible phone sequence matching. Together, these enhancements lead to substantially improved STD accuracy, with experiments showing between a 15% and 33% relative gain in the Figure of Merit (FOM), depending on the length of the search terms.



4.2



Data-driven training of phone substitution costs



The purpose of this section is to derive phone substitution costs that improve the accuracy of spoken term detection using DMLS. These costs are used during DMLS search to calculate the Minimum Edit Distance (MED), ∆ (Φ, ρ), between each observed phone sequence, Φ, and the target sequence, ρ. The MED is then used to rank results. To ensure hits are ranked above false alarms, the goal is to define ∆ (Φ, ρ) such that the distance is smaller when Φ represents a hit, and larger when Φ represents a false alarm. The effectiveness of ∆ (Φ, ρ) in this regard relies on the suitable definition of the phone substitution costs. Recall that the MED is defined in (3.1) as the sum of the cost of each necessary phone substitution, that is: ∆ (Φ, ρ) =



M



∑ Cs (φi , ρi ) .



i =1



The cost Cs ( x, y) represents the penalty associated with the a posteriori assertion that a recognised phone in the index, x, was actually generated by an utterance of the target phone, y. In the experiments of Chapter 3, these phone substitution costs were defined by a small set of heuristic rules, as in [78]. The goal of this section is to find techniques to derive more effective phone substitution costs, in order to improve STD accuracy. The first step in finding more effective values of Cs ( x, y) is to consider the purpose of approximate phone sequence search. The goal of search is to estimate whether an indexed sequence, Φ, was recognised as a consequence of an actual utterance of the target sequence, ρ. Where this is true, it is reasonable to say that any differences observed between those two sequences are due to phone recognition errors. It is there-
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fore reasonable to model the probability that Φ corresponds to an utterance of ρ as the probability that those phone recognition errors occurred. This section compares alternative ways to estimate the context-independent probability of phone substitution errors. Phone pairs with a high probability of substitution are then associated with a correspondingly small cost. Various sources of prior information can be used to estimate the probability of phone substitution errors. Firstly, linguistic knowledge can be used in the form of broad phonetic classes. This approach was used in the experiments of the previous chapter, where substitution costs were defined according to a set of heuristic rules. Alternatively, knowledge of the acoustic models can be used to estimate the confusability of phone pairs in a data-driven way rather than relying on linguistic knowledge. This training method directly quantifies the distance between the phones’ acoustic models used to decode phone lattices during indexing. A further alternative is to directly observe the output of phone recognition, and observe the actual substitution errors made by the phone decoder. This may be achieved either by comparing a recognised phone transcript to a reference or, alternatively, comparing this reference to phones observed in a recognised phone lattice. The remainder of this section describes these alternative methods for deriving the values of Cs ( x, y) in more detail, followed by experimental results that compare the STD accuracy achieved using each method.



4.2.1



4.2.1.1



Sources of prior information for cost training



Linguistic knowledge



A method used in [78] is to derive rules for phone substitutions related to the linguistic classes of the phones. The derivation of such a rule set can be guided also by empirical observation of phones that are known or observed to be commonly substituted but ultimately, the rule set is hand crafted. An example of such a rule set, from [78], is shown in Table 3.2 and is used in the experiments of Chapter 3.
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An advantage of such an approach is that the resultant rules are likely to be robust, as human knowledge can be used during manual construction of the rules to ensure that the rules are well-founded. In contrast to the other approaches that will be described in this section, training data need not necessarily be used directly, which means that this approach is necessarily resistant to noisy training data. On the other hand, rule sets are time-consuming to produce, have low resolution and do not take advantage of useful training data where available. The results of using these substitution costs for DMLS search are compared to those of alternative approaches in Section 4.2.2.



4.2.1.2



Acoustic model characteristics



In practice, acoustic characteristics are modeled for each phone with Hidden Markov Models (HMM). These models are used to produce the initial phone lattices from which the DMLS database is constructed. It is possible to use these models directly to make more informed estimates of phone confusability. In contrast to the linguistic approach described above, using the models as a basis for estimating statistics clearly constitutes a data-driven approach. This allows cost training to take advantage of the particular characteristics of the phones encoded by the models used during indexing, which may in fact be substantially different to the characteristics derivable from linguistic knowledge only. Phone confusability is defined here as the likelihood that phone x will be emitted by the phone decoder as a result of the actual utterance of phone y, denoted by p( Ex | Ry ). Confusability is estimated by calculating the average acoustic log likelihood of the observation of phone y given the acoustic Hidden Markov Model (HMM) of phone x. In this way, the phone acoustic models themselves are directly used to estimate the similarity, and hence the confusability, of a particular phone pair. If actual utterances of y have a high likelihood when scored with the HMM for phone x, it is assumed here that the phone recogniser is more likely to mis-recognise an utterance of y with x. The
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confusability is thus estimated as  1 log p Ex | Ry = N



N



∑ log p (oi |λx ) ,



(4.1)



i =1



where p (oi |λ x ) is the acoustic likelihood of the observation oi given the HMM of phone x. In this implementation, λ x is the context-independent HMM for phone x. The observations, oi , are drawn from a set of N acoustic feature vectors corresponding to true occurrences of phone y. The true locations of y are approximated with the phone boundaries produced through force-alignment of the word-level reference transcript. The likelihoods, p (oi |λ x ), are calculated by forced-alignment of the HMM, λ x , to complete instances of phone y, using the Viterbi algorithm. As mentioned above, the phone boundaries are generated by force-alignment of the word-level reference transcript. This process is imperfect, and prone to error. In particular, misalignment of phone boundaries is likely to occur in some instances. To make the calculation of (4.1) more robust, it is possible to only utilise the N 0 < N oc currences of y from the training data where p oi |λy > p (oi |λ x ) for all x 6= y. This assumes that correctly aligned instances of phone y are likely to produce a high likelihood for λy compared to other phone models. This assumption may not always be true, however, this may still result in improved confusability estimates, depending on the accuracy of the phone boundary alignments. The corresponding probability of confusion is then easily derived from the likelihoods (4.1), that is P Ex | R y







 log p Ex | Ry . = ∑ j log p Ej | Ry



(4.2)



The cost associated with retrieving the phone x from the index when searching for the target phone y is then defined as the information associated with the substitution, that is Cs ( x, y) =



   − log P Ex | Ry



x 6= y



 0



x=y



(4.3)



As suggested by [77], the information of an event is representative of the uncertainty of the event and is thus an indication of the cost that should be incurred when the event
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occurs. In this way, more likely phone confusions are associated with a lower cost during search. The results of using such a technique for training phone substitution costs are presented below in Section 4.2.2.



Relation to Kullback-Leibler divergence Interestingly, the derivation of P Ex | Ry







in (4.1) and (4.2) above is closely related to an estimate of the Kullback-Leibler divergence (KL divergence) [40] between phone acoustic models. The KL divergence is a measure of the difference between two probability distributions, p (o | x ) and p (o |y), and is defined as



ˆ DKL (yk x ) =



∞



−∞



p (o |y) log



p (o |y) do. p (o | x )



(4.4)



In this case, each phone is modeled by a Hidden Markov Model (HMM) acoustic model, and thus the KL divergence is defined for pairs of phone HMMs, that is,  DKL λy kλ x . The calculation of (4.4) requires integration over the entire observation space modeled by λy and λ x , that is, the space occupied by acoustic feature vectors. An approximation can be made by replacing the integration in (4.4) with a sample average over oi drawn from occurrences of y. For a sufficiently large number of exam ples, N, drawn from the distribution of λy , the probability density function p oi |λy may be approximated by the discrete distribution,  1 p oi | λ y ≈ . N Then, from (4.4), N



DKL λy kλ x







≈



1



1



∑ N log N p (oi |λx )



i =1



= −



1 N



N



∑ log N p (oi |λx )



i =1



= − log N −



1 N



N



∑ log p (oi |λx )



i =1



 = − log N − log p Ex | Ry . Then, (4.1) can be re-written in terms of the KL divergence between phone HMMs λy and λ x , as in



 e− DKL (λy kλx ) p Ex | R y = . N
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... cheesecake ...



Reference word transcript:



Reference phone transcript:



ch



iy



Decoded phone transcript:



ch



iy



z



s



k



z



Ins.



Del.



ey



k



ih



k



Sub.



Figure 4.1: An example of aligning a decoded phone transcript to a corresponding reference phone transcript, to demonstrate the meaning of phone insertion (Ins.), deletion (Del.) and substitution (Sub.) errors. Similarly, (4.2) is equivalent to  e− DKL (λy kλx ) P Ex | R y = . λ kλ −D ∑ j e KL ( y j )



4.2.1.3



Phone recognition confusions



The approach described above utilises information regarding the acoustic models to estimate phone confusability. A further source of information that may be utilised is how competing models interact during phone recognition. That is, improved phone confusability estimates should be possible if they are trained by observing the actual phone errors made by the phone decoder. As suggested in [77], one way to accomplish this is to first decode a phone transcript for a training corpus of speech, and compare the decoded transcript to the reference. This comparison is typically based on a Dynamic Programming-based string alignment procedure, without use of the phone boundaries’ locations in time. The HTK tool HResults is used to align the decoded and reference phone transcripts in this way [92]. As well as phone substitution errors, the alignment takes into account the possibility of phone insertions and deletions, as demonstrated by the example in Figure 4.1. A phone insertion error occurs when a phone in the decoded transcript is aligned with no phone in the reference transcript. Conversely, a phone deletion error occurs when there is no phone in the decoded transcript that is aligned to a phone in the reference.
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... climate and ...



Reference word transcript:



Reference phone transcript:



k



l



ay



m



Decoded phone transcript:



k



l



ay



m



ih



ax



t



ae



n



d



n



t



ae



n



d



Figure 4.2: An example of the ambiguity that may arise when aligning reference and decoded phone transcripts. In this case, it is not clear whether “ih” or “n” should be said to have been inserted, and whether “ax” was mis-recognised as “n” or “ih”, respectively. The alignment of decoded and reference phone transcripts then allows for the generation of a phone confusion matrix. This matrix encodes the number of times phone x in the decoded transcript was aligned to phone y in the reference, sub ( x, y), and the number of insertions, ins ( x ), and deletions, del (y) of each phone, given the alignment of the training data. As the example in Figure 4.2 shows, there is sometimes ambiguity in this alignment. It is worth noting that, in some cases, this ambiguity may then introduce noise to the confusion matrix statistics, however, this effect should be minimised by generating the confusion matrix from a sufficient amount of training data. Given the confusion matrix statistics, the probability that phone x will be emitted by the decoder as a result of the utterance of phone y can be defined as P( Ex | Ry ), by calculating the maximum likelihood estimate from the confusion matrix, that is, sub ( x, y) ref (y) ref (y) = ∑ sub (i, y) + del (y)



P ( Ex | R y ) =



(4.5) (4.6)



i



In the context of phonetic search, the cost of the substitution should be related to the a posteriori probability that the phone observed in the index, x, was generated as a result of the true utterance of target phone, y. That is,  P ( Ex | R y ) P R y P ( R y | Ex ) = . P ( Ex )



(4.7)



The phone priors in (4.7) are similarly estimated with maximum likelihood from the
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confusion matrix as ref (y) ∑i ref (i ) emit ( x ) P ( Ex ) = ∑i emit (i ) emit ( x ) = ∑ sub ( x, i ) + ins ( x ) . P Ry







=



(4.8) (4.9) (4.10)



i



The cost associated with a phone substitution is then defined as the information associated with the event that the target phone y was indeed uttered given the observation of phone x in the index, that is



Cs ( x, y) =



   − log P Ry | Ex



x 6= y



 0



x=y



(4.11)



It should be clear that this attribution of costs to phone mis-matches introduces robustness to common decoding errors, as decoding errors are mostly responsible for this mis-match between the recognised and reference transcripts. It is interesting to note that, as the pronunciation lexicon is used to generate the reference phonetic transcript from which the confusion statistics are estimated, these costs also introduce robustness to any regular mis-matches between the lexicon and the actual pronunciation of terms as they occur in the collection. More broadly, these costs capture any systematic differences between the phones we believe are actually uttered and the phones that are actually recognised. Also, in comparison to the previously described cost training approaches, this method is particularly convenient for generation of insertion and deletion error costs in addition to substitutions, made possible by the use of automatically aligned decoded and reference phone transcripts. The training of insertion and deletion costs from a phone confusion matrix and their use for DMLS search is explored further in Section 4.3. The results of using phone substitution costs trained from a confusion matrix, as described above, are presented in Section 4.2.2.
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4.2 Data-driven training of phone substitution costs Phone lattice confusions



The costs described above in Section 4.2.1.3 are trained using a confusion matrix generated by comparing the force-aligned phonetic reference transcript to the transcript produced by phonetic decoding. The costs resulting from such a procedure are indicative of the decoder’s probability of phone confusion in the 1-best phone transcription. However, the phonetic sequences stored in the index are extracted from the phone lattice, not just the 1-best path in the lattice. Therefore, using information regarding the relationship between a phone that is uttered and the phones which occur throughout the resulting lattice at the corresponding time could conceivably be utilised to train more appropriate substitution costs. For example, for a particular phone in the reference transcript, each phone in the resulting lattice that roughly overlaps in time could be said to have been confused with the phone that was uttered. Further, the degree of confusion for that particular instance could be estimated by the phone’s relative acoustic likelihood. By analysing the resulting statistics, for example by combining the weighted confusion frequencies for each phone pair, a relationship may be defined between the phones observed in the lattice and the corresponding phones which were actually uttered. Specifically, a phone lattice confusion matrix is generated by aligning the entire lattice to the reference transcript and counting the number of phone confusions, as follows. First, using a separate training corpus of speech, phone lattices are decoded. These lattices are then traversed and a record is made of each observed phone, consisting of the phone label, and start and end times. A phone posterior probability is calculated using the forward-backward algorithm and is recorded for each node. The SRILM toolkit is used for this purpose [73]. Similarly, the reference phone transcript consists of records of actual phone occurrences, with corresponding start and end times generated by force-alignment of a word-level transcript. The generation of the phone lattice confusion matrix then involves accumulating the statistics of confusions of observed phones and reference phones. In particular, the time of each observed phone is com-
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pared to the time of each reference phone occurrence and a decision is made as to whether the pair constitutes a phone confusion. A simple way to make this decision for a pair of phones is to check whether sufficient overlap occurs. That is, phones are considered to have been confused when at least a minimum percentage of either phone overlaps in time with the other phone. From this comparison, the elements of a confusion matrix are generated, that is, sub ( x, y), which quantify the frequency of an observed instance of phone x overlapping sufficiently with an occurrence of phone y in the reference. The value of sub ( x, y) is defined as the sum of the posterior scores of the observed instances of x that were confused with a true reference occurrence of y. From these values, the probability that phone x is emitted in the lattice by the decoder as a result of the utterance of phone y is approximated with the maximum likelihood estimate, that is P ( Ex | R y ) =



sub ( x, y) . ∑i sub (i, y)



(4.12)



In contrast to (4.5), the values sub ( x, y) represent the sum of the posterior scores of observed instances of x, rather than the number of confusions in the 1-best transcript. The a posteriori probability of confusion and phone substitution costs are then defined  as before, by (4.7) and (4.11). The phone priors, P Ry are derived simply from the list of reference phones, and the phone emission probabilities, P ( Ex ), are defined as the sum of posterior scores of observed instances of x divided by the total sum of posteriors for all observed phones in the lattices. The results of using the resulting phone substitution costs for DMLS search are discussed in Section 4.2.2 below.



4.2.2



Experimental results



This section presents the results of spoken term detection experiments in American English conversational telephone speech. In particular, separate experiments are performed using each of the phone substitution cost training techniques described in the previous section. The results are presented to allow for the comparison of the alterna-
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tive techniques and evaluate their usefulness for maximising STD accuracy.



4.2.2.1



Training and evaluation procedure



The data used for evaluation is the same as that used in previous chapters and detailed in Section 2.7.2.2, that is, 8.7 hours of American English conversational telephone speech selected from the Fisher English Corpus Part 1 [14] and a total of 1200 search terms with pronunciation lengths of four, six and eight phones. For training phone substitution costs, with the exception of the linguistic rule set described in Section 4.2.1.1, a second, disjoint set of 8.7 hours of speech is selected from the Fisher corpus. To allow for the generation of HMM likelihood statistics and phone confusion matrices, a reference phone transcript is first produced through force-alignment of the reference word transcript. Decoding of phone lattices is then performed on this training data using the same acoustic and language modeling configuration as that used on the evaluation data, to ensure that the resulting phone confusion statistics match, as closely as possible, those expected to be observed on the evaluation data. In the experiments of this chapter, lattice decoding is achieved using the same typical configuration described in Section 2.7, that is, with tri-phone HMMs for acoustic modelling and a phonotactic language model. Phone decoding with these models results in a phone recognition accuracy of 58% on the evaluation data.



4.2.2.2



Results



Table 4.1 presents the STD accuracy achieved by DMLS search in a phone sequence database using various phone substitution costs. The result of using the costs defined in Table 3.2, that is, a set of linguistically-motivated rules, is shown in the first row of Table 4.1, that is, a Figure of Merit (FOM) of 0.216, 0.435 and 0.454 for 4, 6 and 8-phone
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STD accuracy (FOM) 4-phones 6-phones 8-phones



Linguistic rules HMM likelihood stats HMM likelihood stats (filtered) Phone recognition confusions



0.216 0.242 0.245 0.249



0.435 0.507 0.511 0.515



0.454 0.545 0.560 0.575



Lattice confusions (50% min. overlap) Lattice confusions (75% min. overlap) Lattice confusions (any overlap)



0.251 0.252 0.247



0.512 0.513 0.504



0.570 0.571 0.564



Table 4.1: STD accuracy (Figure of Merit) achieved as a result of DMLS search for terms of various search term lengths, using phone substitution costs trained from one of the following sources of phone confusability information: a linguistically-motivated rule set (Linguistic rules); statistics of HMM likelihood scores on phone occurrences (HMM likelihood stats); as above but using only phone occurrences that achieve the highest likelihood using the model corresponding to the reference phone (HMM likelihood stats, filtered); a phone confusion matrix generated by alignment of a 1-best phone transcript to the reference (Phone recognition confusions); a phone confusion matrix generated by alignment of phone lattices to the reference (Lattice confusions) where a confusion is defined by either any, 50% or 75% minimum phone overlap terms respectively. Clearly, terms with a pronunciation consisting of a greater number of phones are more easily detected and a similar trend is observed for all cost training methods examined here. The following two rows of Table 4.1 present the results of using the characteristics of the phone HMM models to train the phone substitution costs, as described in Section 4.2.1.2. This provides substantial relative improvements in FOM of 12%, 16% and 20% for 4, 6 and 8-phone terms, compared to the use of the linguistic rule set. This suggests that this is a valid way to directly incorporate knowledge of the HMMs used in decoding, producing costs that provide for more robust approximate phone sequence matching. As mentioned previously, using the models and training data directly in this way allows much more fine-grained tuning of costs, but this training data is contaminated with noise. This may be due firstly to the limited amount of data used and, secondly, due to errors in the production of the reference phone transcript during
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force-alignment. To compensate for the latter source of noise, it is possible to filter the set of training phone occurrences to those that are more likely to have been correctly aligned. This is achieved by selecting only the occurrences for which the reference phone HMM produced the maximum likelihood compared to the other phone HMMs. Row 3 of Table 4.1 shows that using this technique to filter the training data provides further improvement, with FOM gains of 13%, 18% and 23% for 4, 6 and 8-phone terms relative to the linguistic rule set. This suggests that phone alignment errors in the force-aligned reference transcript are a significant source of noise when training costs based on HMM likelihood statistics. The results above suggest that the incorporation of knowledge regarding the HMMs used in decoding provides for more robust phone substitution costs. To incorporate knowledge of the interaction of the HMMs in the context of phone decoding, as described in Section 4.2.1.3, costs may alternatively be trained from the statistics of phone recognition confusions encoded by a phone confusion matrix. Row 4 of Table 4.1 shows that using costs trained in this way leads to further improved STD accuracy, with gains of 15%, 18% and 27% relative to the linguistic rule set. The difference here is that cost training takes into account the behaviour of the phone decoder, rather than just the characteristics of the acoustic models. In particular, the influence of the phonotactic language model is captured with this method. For example, the phonotactic language model may cause phones that are acoustically similar (in terms of their HMMs) to in fact be confused less often than would otherwise be expected, or vice versa. Essentially, training costs from a phone confusion matrix allows for observing the results of phone decoding, as opposed to predicting the confusability of phones from the acoustic models. As described above, the behaviour of the phone decoder is captured successfully by the confusions observed in 1-best phone recognition. However, DMLS involves indexing and searching in phone lattices, not just the 1-best transcript. As described in Section 4.2.1.4, statistics can instead be generated from the phone confusions observed throughout all paths in the lattice. In contrast to using the results of 1-best phone
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recognition, whereby confusions are defined by the results of dynamic-programming string alignment of the decoded transcript to the reference, here a confusion is defined by the overlap in time of a phone in the lattice with a phone in the reference. The last 3 rows of Table 4.1 show that requiring a minimum 75% time overlap of the phone occurrences to be classified as a confusion leads to more robust costs than using a lower minimum overlap requirement. However, even this configuration does not improve STD accuracy compared to using costs trained from the alignment of the 1-best transcript only, with the exception of a small improvement for 4-phone terms. This suggests that the definition of phone confusions by an overlap in time is generally less robust than using an alignment that takes into account the presence of insertion and deletion errors, even after discarding time information. In fact, the generation of the phone lattice confusion matrix assumes that the reference phone occurrences have accurate time boundaries. These boundaries are generated by force-alignment of the reference transcript. The observation of reduced STD accuracy after using these reference phone boundaries supports the explanation above that these boundaries are prone to error.



4.2.3



Conclusions



Allowing for phone substitution errors is an important aspect of using DMLS for STD. This section has introduced and compared a number of methods for training phone substitutions costs, and has reported the resulting STD accuracy for each method. A set of linguistically-motivated phone substitution rules was introduced, that did not involve the direct use of any training data. The characteristics of the acoustic models were then used to train data-driven substitution costs that led to substantially improved STD accuracy. This suggests that deriving costs from individual phone occurrence scores is a valid way to incorporate knowledge of the HMMs used in decoding, producing costs that provide for more robust approximate phone sequence matching. A method was then introduced to select a subset of phone occurrences from the train-
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ing data whose boundaries were more likely to have been accurately determined by force-alignment of the word-level transcript. Using the resulting reduced training set improved the utility of substitution costs trained from the phone occurrence scores, resulting in improved STD accuracy. The results presented suggest that the method of training costs from phone occurrences scores is sensitive to the accuracy of the forcealigned reference phone transcript. A further method was evaluated, which allowed for knowledge of the phone decoder behaviour to be incorporated, by training costs from a phone confusion matrix generated from an alignment of decoded and reference phone transcripts. Further improved STD performance was observed, suggesting that the behaviour of the decoder and particularly the effects of the phonotactic language model on phone confusions is successfully captured with this method, and results in improved STD accuracy. Training a phone confusion matrix from a phone lattice, with confusions defined by phone boundaries, was found to be slightly less effective. This suggests that performing dynamic-programming string alignment of the 1-best transcript is a more effective way to quantify the likelihood of phone confusion, compared to alignment based on error-prone force-aligned reference phone boundaries. While using a knowledge-based rule set may be attractive for applications with a shortage of appropriate training data, findings presented here suggest that incorporation of data-driven techniques in phone substitution cost training for DMLS can lead to substantially improved STD accuracy.



4.3



Allowing for phone insertions and deletions



The previous section investigated the use of costs to accommodate phone substitution errors. However, other kinds of phone recognition errors, specifically phone insertions and deletions, may also be present and potentially cause misses and false alarms for spoken term detection. This section thus investigates the joint use of phone substi-
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tution, insertion and deletion costs, to allow for more flexible approximate matching during DMLS search. The goal is to more accurately model the probability of phone recognition error, to improve confidence scoring for DMLS search and thereby improve STD accuracy. As in the experiments previously presented in Section 4.2, search involves the calculation of the Minimum Edit Distance (MED) between indexed and target phone sequences, ∆ (Φ, ρ), which is directly used to define the confidence score for each putative search term occurrence, that is, Score (θ, ρ) = −∆ (Φ (θ ) , ρ). However, in contrast to defining the MED as the sum of phone substitution costs as in (3.1), here the MED is defined as the minimum possible sum of phone substitution, insertion and deletion costs necessary to transform the indexed sequence into the target sequence. The costs of particular phone insertions and deletions may be derived similarly to substitution costs, as described in more detail in Section 4.3.1 below. The particular combination of phone substitutions, insertion and/or deletions that give the minimum possible value for ∆ (Φ, ρ) is determined using a dynamic programming algorithm that calculates the Levenshtein distance [42]. This algorithm measures the minimum cost of transforming the indexed sequence into the target sequence using successive applications of phone substitution, insertion or deletion transformations, each with a phone-dependent associated cost. The algorithm implicitly discovers the sequence of transformations that results in the minimum total transformation cost, and this total cost is the resulting value of ∆ (Φ, ρ). In previous sections, the calculation of ∆ (Φ, ρ) allowed phone substitutions only, as defined by (3.1). This calculation was linear in complexity, as each pair of phones needed to be accessed only once. In contrast, now that insertions and deletions are also allowed, the algorithm to calculate ∆ (Φ, ρ) now requires the computation of a cost matrix, and thus is quadratic in complexity. Some simple but effective optimisations are used to significantly reduce the number of computations required to generate this cost matrix, as described in detail in [76, 78], but nevertheless the algorithm is still of quadratic complexity. While this can be expected to reduce search speed, this disad-
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vantage needs to be weighed against potential improvement in search accuracy from the use of a more sophisticated phone error model.



4.3.1



Phone insertion and deletion costs



In order to allow for insertion and deletion errors during search, these errors need to be assigned associated costs. Section 4.2.1.3 presented a method for deriving variable substitution costs, Cs ( x, y), defined by (4.11) as the information associated with the event that phone y was actually uttered given that phone x was emitted by the  decoder. The substitution probabilities, P Ry | Ex , were trained with maximum likelihood from the statistics of a phone confusion matrix. As discussed in Section 4.2, this cost training method provided the best subsequent STD accuracy when only substitution costs were allowed. In fact, this method is also applicable to the derivation of insertion and deletion costs, and is made convenient by the inclusion of insertion and deletion statistics in the output of producing the confusion matrix. The derivation of variable phone insertion and deletion costs from the phone confusion matrix is described below. The phone confusion matrix is generated from the alignment of decoded and reference phone transcripts on training data, and encodes the number of times phone x in the decoded transcript is aligned to phone y in the reference, sub ( x, y), and the number of insertions, ins ( x ), and deletions, del (y) of each phone. Insertion costs, Ci ( x ), are defined here in terms of the maximum likelihood estimate of the probability that the observed phone x was wrongly inserted, that is Ci ( x ) = − log ( P ( R∗ | Ex )) . P ( Ex | R ∗ ) P ( R ∗ ) P ( R ∗ | Ex ) = P ( Ex ) ins ( x ) ∑i ins (i ) emit ( x ) = ÷ ins i emit i ( ) ( ) ∑i ∑i ∑i emit (i ) ins ( x ) = emit ( x ) emit ( x ) = ∑ sub ( x, i ) + ins ( x ) , i



(4.13) (4.14) (4.15) (4.16) (4.17)
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ch
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An indexed phone sequence, Φ :



ch



iy
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∆ (Φ, ρ) = Ci (s) + Cd (k) + Cs (ih, ey) Figure 4.3: An example of calculating the distance ∆ (Φ, ρ) between the target sequence ρ and an indexed sequence Φ. The distance is the sum of the costs of the indicated phone substitution, insertion and deletion transformations. where P ( R∗ | Ex ) denotes that probability of the event that an instance of phone x is not aligned to any phone in the reference, that is, wrongly inserted by the phone recogniser. Essentially, the insertion costs aim to quantify the information associated with the event that the observed phone was wrongly inserted, given that the identity of the phone is known. In practice, insertion costs are incurred when the phone sequence retrieved from the index is longer than the target phone sequence. On the other hand, deletion costs, Cd (y), are defined in terms of the probability that y is in the reference and no corresponding phone is emitted, that is  Cd (y) = − log P Ry , E∗    P Ry , E∗ = P E∗ | Ry P Ry del (y) ref (y) = ref (y) ∑i ref (i ) del (y) = ∑i ref (i ) ref (y) = ∑ sub (i, y) + del (y) ,



(4.18) (4.19) (4.20) (4.21) (4.22)



i



 where P Ry , E∗ is the probability of the event that phone y occurred in the reference and it was then deleted by the phone recogniser. In effect, when calculating the MED between a target and indexed phone sequence, a deletion cost is incurred for each phone that is completely missing from the indexed sequence. By using these insertion and deletion costs as well as substitution costs, the goal is to more accurately model the probability that an indexed phone sequence was generated by an actual utterance of the target sequence, and thus improve STD accuracy. Figure
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4.3 shows a simple example of the calculation of ∆ (Φ, ρ) for a particular pair of target and indexed phone sequences. In the example, ∆ (Φ, ρ) is the sum of the costs of an insertion of the phone “s”, deletion of the phone “k”, and substitution of the observed phone “ih” with the target phone “ey”. ∆ (Φ, ρ) = Ci (s) + Cd (k) + Cs (ih, ey) .



4.3.2



Experimental results



This section tests whether improved STD accuracy is achieved by allowing for other phone recognition error types, that is, insertion and deletion errors in addition to substitution errors, and also examines how this more flexible phone sequence matching influences DMLS search speed. In fact, any combination of substitution, insertion and/or deletion error types may be allowed or disallowed, by effectively setting the cost of all errors of a particular type to infinity. These various configurations of DMLS search are tested in the experiments below. Whilst allowing additional error types provides more flexibility in search, this comes at the cost of increased computational load during the calculation of ∆ (Φ, ρ). The trade-offs that become apparent between search speed and accuracy will be discussed in this section. As in previous experiments, the Figure of Merit (FOM) is used to quantify STD accuracy, as defined in Section 2.6.4.2. In addition to reporting accuracy, search speed is also reported in the following experiments, and is measured in hours of speech searched per CPU-second per search term (hrs/CPU-sec). Evaluation is performed on the same 8.7 hour subset of the Fisher conversational telephone speech corpus, as in the experiments of Section 4.2, with a total of 1200 search terms with pronunciation lengths of four, six and eight phones. Table 4.2 shows a comparison of the search accuracy and search speed achieved when different combinations of phone error types are allowed during DMLS search. Firstly, the results of allowing for phone substitutions only are reported, which match the results of Section 4.2, using costs trained from a confusion matrix. When phone inser-



4.3 Allowing for phone insertions and deletions



Allowed error types Substitution Substitution, Insertion Substitution, Deletion Substitution, Insertion, Deletion
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STD accuracy (FOM) 4-phn 6-phn 8-phn 0.249 0.253 0.246 0.249



0.515 0.514 0.517 0.516



Search speed (hrs/CPU-sec)



0.575 0.567 0.596 0.602



14 1 1 2



Table 4.2: STD accuracy (Figure of Merit) and search speed achieved when various combinations of substitution, insertion, and deletion errors are allowed for with associated costs during DMLS search. Search speed is measured in hours of speech searched per CPU-second per search term (hrs/CPU-sec). tions are additionally allowed, this improves the FOM only for 4-phone terms. For the other terms of 6 or 8 phones, the FOM is not improved. This suggests that, for these terms, allowing for insertion errors with costs defined by (4.13) results in the introduction of additional false alarms - a disadvantage that is apparently not outweighed by the advantage of any additional hits. On the other hand, allowing phone deletions in addition to phone substitutions improves the FOM for 6-phone and 8-phone terms. It is not surprising that allowing for deletion errors helps for longer terms because, for these terms, there is a higher probability of at least one phone in the target sequence being deleted in an indexed sequence, due to a phone deletion error. Conversely, allowing for deletion errors decreases the FOM for 4-phone terms. Again, this is not surprising, because a phone deletion from a 4-phone target sequence results in matching against an indexed phone sequence of, at most, three phones in length. The observation of such a short sequence is much less informative, and it appears that this therefore leads to excessive additional false alarms for 4-phone terms when deletion errors are allowed. Although allowing for insertion errors in addition to substitutions decreased the FOM for 6 and 8-phone terms, in contrast, allowing for insertions errors in addition to substitution and deletion errors gives improvements in FOM for 4 and 8-phone terms. These results suggest that utilising insertion costs without also allowing for deletions can be counter-productive. Overall, allowing for all kinds of phone errors together is never worse than using substitution costs alone and, in fact, results in a 5% relative
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improvement in FOM for 8-phone terms, with most of that improvement coming from allowing for deletion errors. Finally, it is worthwhile to note the affect of allowing insertion and/or deletion errors on search speed. From Table 4.2, it is clear that this more flexible search is much slower. As mentioned earlier, this is expected because the complexity of calculating ∆ (Φ, ρ) for each indexed phone sequence is, in this case, quadratic rather than linear. There is thus a trade-off between search speed and accuracy and, for this reason, the desirability of using flexible search may depend on the requirements of the particular application.



4.4



Summary



This chapter investigated methods to accommodate phone recognition errors in STD, using approximate phone sequence search. The first section of this chapter presented an investigation of methods for training phone substitution costs, using a variety of sources of prior information. It was shown that data-driven training of costs substantially outperformed a baseline approach using a set of linguistically-motivated heuristic rules. Of the data-driven methods trialled, training costs from a phone confusion matrix was found to provide the best STD accuracy in terms of FOM, outperforming the use of costs trained directly from acoustic model likelihood statistics. This suggests that using the output of decoding to train phone substitution costs was able to successfully incorporate knowledge of the behaviour of the phone decoder, in addition to the similarities between phone acoustic models. Costs trained from a phone lattice confusion matrix did not provide improved STD accuracy compared to costs obtained by using just the 1-best statistics. This suggests that the 1-best phone confusion statistics were, at least to a large extent, indicative of the confusions made throughout the lattice and were thus sufficient for training phone substitution costs.
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The use of a phone confusion matrix to train substitution costs was then extended to train costs for phone insertion and deletion errors. Results showed that, while allowing for either insertion or deletion errors in addition to substitutions was not always effective, allowing for all three error types did lead to small improvements in accuracy, especially for longer terms. Overall, the enhancements presented in this chapter resulted in substantially improved STD accuracy, with experiments showing between a 15% and 33% relative gain in FOM, depending on the length of the search terms. Furthermore, allowing for insertion and deletion errors may become more important in the case where a less accurate phone decoder is used. One outstanding problem is that the improved accuracy achieved by allowing for flexible search was found to come at the cost of reduced search speed. This will be addressed in the following chapter.
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Chapter 5



Hierarchical indexing for fast phone sequence search



5.1



Introduction



Previous chapters have focused on techniques that improve STD accuracy when searching in an index of phone sequences. In this chapter, the focus is on improving the speed of search in such an index. Search speed is an important characteristic of STD system performance for a number of reasons. As STD is essentially an approach to audio mining, that is, efficiently obtaining useful information from large collections of spoken audio, it is important that the system is scalable to large collections. That is, a system that is somewhat slow to search in a small collection may take prohibitively long when the search is performed in a collection of much larger size. Furthermore, the previous chapter showed that allowing for phone insertion and deletion errors can improve STD accuracy, however, this comes at the cost of reduced search speed. This chapter aims to relieve this problem by presenting methods that increase DMLS search speed and thereby improve the scalability of DMLS to larger collections. To improve search speed, this chapter addresses the single major cause of the compu-
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tation required at search time, that is, the calculation of the Minimum Edit Distance (MED) between the target phone sequence and every one of the indexed phone sequences in the sequence database (SDB). This chapter proposes a novel technique to effectively predict the subset of sequences in the SDB that will have the best MED scores, and avoid actually having to do the calculation for all other sequences. In particular, this chapter proposes the introduction of a broad-class database, in addition to the existing sequence database. The elements of this database are configured in a hierarchical relationship with the sequences in the SDB. Search is then split into two phases: a fast initial search in the broad-class database, followed by a thorough search in the SDB, as before, but constrained to only a small subset of the SDB. An initial description of the hierarchical indexing approach is provided in [77], and the work presented in this chapter builds on this research. Section 5.2 below first describes the hierarchical indexing approach, how the broad-class database is first constructed from the sequence database (SDB) during indexing, and how it is subsequently used during the search phase to restrict the search space and improve search speed. Section 5.3 then presents the results of spoken term detection experiments on conversational telephone speech, and an analysis of the effects of using such an approach on STD accuracy and search speed. Results demonstrate that using the approach increases search speed by at least an order of magnitude, with no loss in spoken term detection accuracy.



5.2



A hierarchical phone sequence database



As mentioned above, this chapter proposes to increase DMLS search speed by first narrowing down the search space to a subset of phone sequences in the SDB, prior to calculating the MED between each of these sequences and the target sequence. In previous chapters, the MED was calculated for every indexed phone sequence. However, in fact, only a very small fraction of the indexed sequences are likely to be at all similar to the target phone sequence. Furthermore, the only indexed phone se-
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quences that influence accuracy, in terms of the Figure of Merit, are those with a MED score small enough to place them within the 0 to 10 false alarms per hour operating region. Thus, given a specified target sequence, there is the potential to greatly speed up search without any loss in FOM, by skipping the calculation of MED for the large proportion of indexed sequences that would have an MED score placing them outside this range. The challenge, then, is to effectively predict the subset of sequences that will have the best MED scores, without actually having to do the calculation for all sequences. This chapter proposes a solution to this challenge, by splitting the search process into two phases. The purpose of the new initial search phase is to quickly and roughly determine this subset of promising sequences, while the second phase proceeds by then calculating MED scores, as in previous chapters, but now only for this small subset of sequences. The remainder of this section focuses on the design of the first phase of search, which is the novel contribution of this chapter. The approach proposed here is to perform this initial search phase in a new database that is constructed from the SDB and is referred to as a hyper-sequence database (HSDB). The SDB contains fixed-length phone sequences, where each phone may take one of 42 labels (listed in Appendix A). An SDB for a speech collection of at least several hours will thus typically contain a very large number of unique phone sequences. A hyper-sequence database is generated by using a mapping from this large number of unique phone sequences to a much smaller number of unique hyper-phone sequences (also referred to as hyper-sequences). The result of using such an N → 1 mapping is a hierarchical relationship between the HSDB and SDB, where each entry in the HSDB maps to a number of entries in the SDB. The particular mapping utilised in this work is a mapping from phones to broad phonetic classes, as will be discussed further in Section 5.2.1. The important point is that an initial, fast search may be performed in the HSDB to detect promising hyper-sequences, and the hierarchical relationship between the entries in the HSDB and SDB can then be used to retrieve the corresponding subset of sequences in the SDB. Thus, the first phase of search is performed in the HSDB, resulting in a shortlist of promising sequences in the SDB, and these are searched more thoroughly in the second phase.
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Target sequence SDB map



Target hyper-sequence



HSDB Subset of sequences



Dynamic matching



Results



Figure 5.1: Demonstration of using the hyper-sequence database (HSDB) to constrain the search space to a subset of phone sequences in the sequence database (SDB), when searching for a particular target phone sequence. Figure 5.1 illustrates the general process of search in the HSDB and SDB. To perform the initial search in the HSDB, a specified target phone sequence must first be translated into a corresponding target hyper-sequence using the same N → 1 mapping. Search in the HSDB then involves detecting the indexed hyper-sequences that are similar to the target hyper-sequence. This is analogous to search in the SDB, except that it involves the comparison of hyper-sequences rather than sequences. The result of search in the HSDB is a list of hyper-sequences similar to the target hyper-sequence and, importantly, a list of the corresponding subset of sequences in the SDB. Ideally, to avoid any loss in STD accuracy, this subset of sequences returned by the initial search phase should be those that are expected to have small MED scores with respect to the target sequence. For this reason, the mapping from sequences to hyper-sequences should be designed to cluster groups of sequences with mutually small MED scores. This will ensure that the outcome of the first stage of search is the list of sequences that are most likely to have small MED scores, and thus most likely to be true occurrences of the search term. The use of the HSDB as described above differs from the approach of [16, 93] in that the search space is first restricted to a set of phone sequences likely to have been generated by an utterance of the search term, instead of restricted to regions of speech likely to contain the search term. The key is that search speed is increased by only calculating the MED for a small subset of indexed phone sequences, and that the fast, approximate
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Phone



Hyper-phone



aa ae ah ao aw ax ay eh en er ey ih iy ow oy uh uw b d dh g k p t th ch f jh s sh v z zh hh l r w wh y m n nx



V (Vowel) S (Stop/Closure) F (Fricative) G (Glide) N (Nasal)



Table 5.1: Linguistic-based hyper-sequence mapping function selection of this subset is made possible by the hierarchical relationship between the HSDB and SDB. The following sections describe the processes of constructing and searching in the hyper-sequence database in more detail.



5.2.1



Construction of the hyper-sequence database



This section describes how the hyper-sequence database (HSDB) is constructed from the sequence database (SDB), during indexing. In previous chapters, DMLS search involved direct access to the phone sequence database (SDB). In this chapter, in order to provide greater search speeds, an additional database is generated to provide an index into the SDB, as described below, following the description in [77]. Firstly, the SDB is created from phone lattices as described previously in Section 3.2.1.2. The SDB consists of a collection of all fixed-length node sequences observed in all lattices, θ ∈ A, with the corresponding phone sequence and time boundary information for each node sequence given by Φ (θ ) and Υ (θ ) respectively. In practice, the unique values of Φ (θ ) are stored in a database structure, with corresponding timing information stored for each individual occurrence. As in the previous chapter, an indexed phone sequence, Φ (θ ), is denoted here by Φ for brevity. The hyper-sequence database may then be generated from the SDB by using a hypersequence mapping to relate the large number of unique phone sequences in the SDB to a much smaller number of unique hyper-phone sequences in the HSDB. This mapping,
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ϑ = Ξ (Φ), facilitates the translation of a phone sequence Φ into its corresponding hyper-sequence, ϑ. In this work, the hyper-sequence mapping is implemented as an independent transformation of each phone in the sequence, that is, Ξ (Φ) = (ξ (φ1 ) , ξ (φ2 ) , ..., ξ (φN )) .



(5.1)



The phone to hyper-phone mapping, ξ, is then simply defined by mapping phones to one of 5 broad phonetic classes. The particular classes are adopted from [77], and are listed in Table 5.1. There is good reason for this choice of mapping function. Firstly, recall from Section 5.2 that the mapping from sequences to hyper-sequences should be designed to cluster groups of sequences with mutually small MED scores, to ensure that the first stage of search selects the subset of sequences that are most likely to be true occurrences of the search term. Equivalently, since MED scores are defined to model the probability of phone recognition error (see Section 4.2), the mapping should cluster groups of phone sequences that differ only by the observation of common phone recognition errors. As will be demonstrated by the analysis in Section 5.2.3, phone recognition substitution errors do indeed often occur within the broad phonetic classes defined by Table 5.1. Furthermore, although some inter-class phone substitutions may still occur, this can be accommodated by using approximate hypersequence matching, as will be described in Section 5.2.3. The use of these broad phonetic classes is therefore a reasonable basis for the definition of the mapping function Ξ and is, in fact, similar to the concept of metaphone groups that was recently applied to a spoken document retrieval task in [47]. Given this hyper-sequence mapping function, Ξ, the HSDB can be generated from the SDB as follows.



1. The inverse mapping function, Ξ−1 is initialised for all ϑ to Ξ−1 (ϑ) = {}. The purpose of the inverse mapping function, Ξ−1 is to return the corresponding set of phone sequences in the SDB for the given hyper-sequence. 2. Each unique phone sequence in the SDB, Φ, is translated into a hyper-sequence, ϑ = Ξ (Φ), and the correspondence of ϑ and Φ is recorded by updating the
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Figure 5.2: A depiction of the general structure of the hyper-sequence database (HSDB) and sequence database (SDB), which together form the DMLS index. The contents of the SDB correspond to the example originally presented in Figure 3.2. inverse mapping function, Ξ−1 (ϑ) = Ξ−1 (ϑ) ∪ {Φ}. 3. The inverse mapping function, Ξ−1 and the unique list of hyper-sequences, are then stored to disk for use during search.



The HSDB effectively provides an index into the sequence database (SDB). That is, each entry in the HSDB maps to a number of entries in the SDB, each of which is a sequence of phones that maps to the same hyper-sequence, i.e. the same sequence of phonetic classes. This mapping can be considered as a compressing transform (of the SDB into the HSDB). The corresponding compression factor is a consequence of the choice of Ξ, which provides a compromise between domain compression and the average size of the resulting hyper-sequence clusters, Ξ−1 (ϑ). Figure 5.2 shows the overall structure of the hyper-sequence and sequence databases, which together form the DMLS index. In particular, the figure should make it clear that each hyper-sequence recorded in the HSDB is associated with a corresponding subset of sequences in the SDB. This two-tier, hierarchical database structure is used at search time, as described below, to significantly reduce the search space and allow
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for rapid search.



5.2.2



Search using the hyper-sequence database



This section describes how DMLS search speed is increased by using an initial search in the hyper-sequence database to quickly a narrow down the search space to a subset of the sequence database. As described previously, when a search term is presented to the system, the term is first translated into its phonetic representation using a pronunciation dictionary. Given this phonetic pronunciation of the search term, referred to as the target phone sequence, ρ, a crude search is then performed in the HSDB, in order to to identify the clusters of candidate sequences in the SDB to be searched more thoroughly. The process of searching in the hyper-sequence database is described in detail below, closely following the description in [77]:



1. HSDB search involves first translating the target sequence ρ into the target hyper-sequence ρ0 by using the hyper-sequence mapping, that is, ρ0 = Ξ (ρ) . 2. The set of candidate sequences in the SDB is initialised as an empty set, that is, Π = {} . 3. For each unique hyper-sequence in the HSDB, ϑ, a distance measure is calculated between ϑ and the target hyper-sequence, that is, ∆0 (ϑ, ρ0 ). If ∆0 (ϑ, ρ0 ) ≤ δ0 , where δ0 is a tuned hyper-sequence emission threshold, the set of candidate sequences in the SDB is updated to include those that map to the hypersequence, ϑ, that is Π = Π ∪ Ξ−1 (ϑ). 4. Finally, the set of Φ ∈ Π is then output as the set of phone sequences that require more thorough searching in the SDB.



Thus, search in the HSDB results in a set of candidate phone sequences in the SDB. The second phase of search then proceeds as normal, as described in previous chapters,
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by calculating the MED score between the target sequence and each of the candidate phone sequences, ∆ (Φ, ρ). The difference is that ∆ (Φ, ρ) is calculated only for each of the candidate sequences, Φ ∈ Π, rather than all of the unique phone sequences stored in the SDB. It is in this way that search speed is increased. Of course, the selection of candidate sequences depends on the definition of a suitable measure of the distance between target and indexed hyper-sequences, ∆0 (ϑ, ρ0 ), as will be discussed in the following section.



5.2.3



Hyper-sequence distance measure



The definition of the hyper-sequence distance measure ∆0 (ϑ, ρ0 ) is important, as it directly influences which hyper-sequences, and thus which sequences, are selected as candidates for further processing. That is, for each hyper-sequence for which ∆0 (ϑ, ρ0 ) ≤ δ0 , the corresponding phone sequences in the SDB that map to the hypersequence are accumulated in a set of sequences, Π, that require more detailed MED scoring. Each sequence, Φ ∈ Π, is then scored with ∆ (Φ, ρ) to produce a final MED score. One possibility is to require an exact hyper-sequence match in the HSDB, that is, ∆0 (ϑ, ρ0 ) = 0 if ϑ = ρ0 , else ∞.



(5.2)



With this definition, only those sequences in the SDB that map exactly to the target hyper-sequence are selected as candidates for refined search. In this case, such sequences may differ from the target sequence at most due to the presence of phone substitution within the broad phonetic classes defined in Table 5.1. This is an interesting option for two reasons. Firstly, the calculation of (5.2) is very fast, as it requires only a simple test of sequence equality. Secondly, this definition results in the smallest possible subset of sequences in the SDB being selected for further processing. While the requirement of an exactly matching hyper-sequence is, in this sense, most restrictive, a single hyper-sequence in the HSDB should indeed be related to quite a number of corresponding sequences in the SDB - perhaps, even, a sufficient number to yield
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an acceptable term detection rate after refined search in just this small subset. Alternatively, ∆0 (ϑ, ρ0 ) may instead be defined in such a way that allows for more flexible hyper-sequence matching, to result in a larger set of candidate sequences. This is necessary to allow for the selection of candidate sequences that differ from the target sequence more substantially than by only phone substitution within the phonetic classes of Table 5.1. The following analysis shows that this may, in fact, be desirable. In this analysis, we report some statistics of phone recognition for the development data used in the experiments of Section 5.3, by comparing a decoded phone transcript to a reference phone transcript. In particular, we find that, of the aligned reference phones (i.e. excluding deleted phones), 77% are correctly recognised while 88% are recognised as a phone within the same broad phonetic class. In contrast, if substitutions were uniformly distributed among all phones, the proportion of substitutions that would have occurred within broad phonetic classes is 83%, that is, much less than the 88% observed. Thus, these results show that phone substitutions are not uniformly distributed and that a disproportionate amount of substitutions do indeed occur within broad phonetic classes. However, they also show that a substantial amount of phone substitution errors still occur across different phonetic classes. Thus, while the definition of the hyper-phone mapping Ξ in terms of broad phonetic classes is a reasonable starting point, this analysis shows that we should be sure to also allow for these inter-phonetic-class errors, by using approximate matching in the HSDB. In this work, this approximate hyper-sequence matching is achieved by adopting a definition of ∆0 (ϑ, ρ0 ) that is analogous to ∆ (Φ, ρ), that is, the Minimum Edit Distance, as described in Section 4.3. In this case, however, it is used to represent the MED between the target and observed hyper-sequences, rather than sequences. Costs of substitution, insertion and deletion errors for hyper-phones are defined as they were for phones in (4.11), (4.13) and (4.18) respectively. The necessary hyper-phone error likelihoods are, in turn, derived from a hyper-phone confusion matrix, whose val-
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ues are in turn derived from the phone confusion matrix as sub0 ( X, Y ) =



∑



∑



sub ( x, y)



{ x:ξ ( x )= X } {y:ξ ( x )=Y }



ins0 ( X ) =



∑



ins ( x )



∑



del (y) ,



{ x:ξ ( x )= X }



del0 (Y ) =



{y:ξ (y)=Y }



where X = ξ ( x ) is the hyper-phone corresponding to the phone x. Essentially, the new definition of ∆0 (ϑ, ρ0 ) described above removes the requirement that the target hyper-phone sequence be correctly recognised in order to be detected. Search in the HSDB thus results in one or more hyper-sequences being identified that are sufficiently similar to the target hyper-sequence, and all corresponding sequences in the SDB are selected for further processing. In this way, using flexible search in the HSDB can accommodate phone recognition errors that cross the boundaries of broad phonetic classes, while still providing for a substantial reduction in the number of sequences to be scored in the SDB. This should therefore provide for a substantial increase in search speed, and this is verified by the experiments presented in the following section.



5.3



Experimental Results



The results of search in the hierarchically-structured database described above are presented in this section, with particular focus on the effect on spoken term detection accuracy and search speed. As for the case of phone error types in Section 4.3, various combinations of allowing for hyper-phone substitution, insertion and/or deletion error types in the calculation of the hyper-sequence distance, ∆0 (ϑ, ρ0 ) are tested, as well as the contrasting case where ∆0 (ϑ, ρ0 ) is defined according to hyper-sequence equality only. As in the experiments of previous chapters, evaluation is performed on an 8.7 hour subset of the Fisher conversational telephone speech corpus, with 400 search terms
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STD accuracy (FOM) 4-phn 6-phn 8-phn



Search speed



Full SDB search



Not used Not used



Sub, Ins, Del Sub



0.249 0.249



0.516 0.515



0.602 0.575



2 14



Hierarchical search



Sub, Ins, Del Sub Exact



Sub, Ins, Del Sub Sub



0.253 0.253 0.250



0.523 0.515 0.488



0.607 0.575 0.508



32 99 422



Table 5.2: The effect on STD accuracy (Figure of Merit) and search speed of using the hyper-sequence database (HSDB) to first narrow the search space to a subset of the sequence database (SDB). Various combinations of substitution (Sub), insertion (Ins), and deletion (Del) errors are allowed for with associated costs, when searching in the HSDB and SDB. Search speed is reported as the number of hours of speech searched per CPU-second per search term (hrs/CPU-sec). for each of the lengths of 4 phones, 6 phones, and 8 phones. A separate 8.7 hour development subset is used to generate an appropriate hyper-phone confusion matrix for training of hyper-phone error costs. The hyper-sequence emission threshold δ0 is tuned for all experiments and results are reported for the value that results in the highest Figure of Merit (FOM). The Figure of Merit is reported to quantify STD accuracy, as defined in Section 2.6.4.2, and search speed is measured in hours of speech searched per CPU-second per search term (hrs/CPU-sec). Table 5.2 demonstrates the effects of narrowing the search space by introducing an initial search using the HSDB. In particular, the table shows the effects on the Figure of Merit achieved for 4, 6 and 8-phone terms, and the corresponding effects on average search speed. The baseline results considered here are those previously reported in Section 4.3, achieved by searching the entire SDB and allowing for phone substitutions, insertions and deletions with corresponding costs. This baseline approach results in an FOM of 0.249, 0.516 and 0.602 for 4, 6 and 8-phone terms respectively, and an average search speed of 2 hrs/CPU-sec. Firstly, we examine the effect of introducing search in the HSDB as an initial search phase, while using the baseline configuration for search in the resulting subset of the SDB, that is, allowing for substitutions, insertions and deletions. As described in Sec-
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tion 5.2.3, during this HSDB search phase an MED score is calculated between each hyper-sequence in the HSDB and the target hyper-sequence, and these MED scores are then used to limit the search space to a subset of the SDB. As shown in Table 5.2, this approach dramatically increases search speed from 2 to 32 hrs/CPU-sec and, importantly, there is no decrease in FOM. The FOM is even slightly improved by 1-2% for terms of all lengths, suggesting that the use of the HSDB in this way eliminates a number of false alarms that would otherwise have scored reasonably well in the SDB search. One possible explanation for this improvement in FOM is that there may be a benefit from modelling phone recognition errors at two levels, that is, with the hyperphone error costs now utilised in the HSDB search, in addition to the phone error costs used for search in the SDB. Thus, an impressive search speed gain has already been realised. However, it should be possible to further increase search speed by only allowing for phone substitution errors during search. The effect of not allowing for phone insertion and deletion errors was previously investigated in Section 4.1. There, it was shown that this results in a small drop in FOM of 5% for 8-phone terms, and an increase in search speed, from 2 to 14 hrs/CPU-sec. In this section, we additionally examine the effects of incorporating the initial HSDB search phase, with the aim of further increasing search speed. In this case, given that only phone substitution errors are accommodated for search in the SDB, it makes sense to likewise allow only hyper-phone substitution errors for search in the HSDB. Table 5.2 shows that incorporating an initial search in the HSDB in this case provides substantial further speed improvement, from 14 to 99 hrs/CPUsec, and no further loss in FOM. Compared to the baseline system, there is still a slight FOM disadvantage for 6 and 8-phone terms, due to not allowing phone insertion and deletion errors. However, for an application where search speed of approximately 100 hrs/CPU-sec is desirable, this may present an attractive compromise. There is yet one more possible configuration of HSDB search that should further increase search speed. The fastest and strictest method of HSDB search, as described in Section 5.2.3, is to first determine the target hyper-sequence and select from the SDB



104



5.3 Experimental Results



0.7



FOM



0.6



0.5



0.4 FOM for 6−phone terms FOM for 8−phone terms 0.3 0 10



1



2



10 10 Average search speed (hrs/CPU−sec)



3



10



Figure 5.3: The Figure of Merit (FOM) achieved for the DMLS searching configurations reported in Table 5.2. The plot demonstrates the trade-off between search speed and accuracy that arises depending on whether the HSDB is used to first narrow the search space and depending on the kinds of phone error types that are accommodated using approximate sequence matching. only those sequences that map to exactly the same hyper-sequence, as candidates for further processing. As mentioned previously, this effectively only allows for matching sequences where phones may have been substituted with a phone in the same phonetic class. By quickly narrowing the search to a very small subset of the SDB, Table 5.2 shows that this method of HSDB search results in a very fast average search speed of 422 hrs/CPU-sec. This is more than 30 times faster than the previous approach of searching the entire SDB (422 c.f. 14 hrs/CPU-sec). However, accuracy is further sacrificed by 5% and 12% for 6 and 8-phone terms. This loss is due to missing occurrences of the search term that were decoded with the error of substituting a target phone with a phone from a different phonetic class. Nevertheless, this configuration may still be useful for applications that are prepared to incur some loss in FOM in order to provide for very fast search speed. The trade-off between search speed and STD accuracy arising from the use of the different DMLS search configurations is illustrated by Figure 5.3, for 6-phone and 8-phone terms. The relationship between operating points where accuracy is main-
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tained whilst search speed is increased demonstrate that the incorporation of the HSDB search is loss-less with respect to the Figure of Merit, when either substitution errors, or all error types, are allowed for.



5.4



Summary



This chapter presented an approach for drastically increasing the speed of search in a database of phonetic sequences. An initial search in a broad-class database, that is, the hyper-sequence database (HSDB), was shown to be an effective technique for constraining search to a subset of candidate phone sequences, thereby reducing the computation required compared to an exhaustive search. Results showed that this technique can be used to entirely maintain search accuracy whilst greatly increasing search speed. By allowing for hyper-phone substitutions, insertions and deletions during search in the HSDB, this was found to provide a substantial search speed increase from 2 to 32 hrs/CPU-sec, without incurring any loss in the Figure of Merit. In fact, slight improvements were observed in the Figure of Merit, relative to that achieved by using an exhaustive search of the SDB. Results also showed that alternative configurations of HSDB search could be utilised to increase search speed further still, however, this came at the cost of a reduction in accuracy. For example, for 8-phone terms, at a search speed of 2 hrs/CPU-sec, a FOM of 0.602 was achievable, whereas using HSDB search to drastically increase search speed to 422 hrs/CPU-sec resulted in a FOM of 0.508, representing a 16% relative loss. Nevertheless, the increases in search speed are dramatic, and this technique allows for such a compromise to be made, which may be desirable for applications where search speed is a critical system requirement. While previous chapters focused on improving search accuracy, this chapter presented techniques for improving search speed. In contrast, the following chapter will focus on methods to improve the indexing phase for a DMLS spoken term detection system.
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Chapter 6



Improved indexing for phonetic STD



6.1



Introduction



Previous chapters have focused on techniques to improve search accuracy and improve search speed for spoken term detection using DMLS. In this chapter, the focus is on the indexing process for spoken term detection, which is important for two reasons. Firstly, although indexing only has to be performed once for each item in the speech collection, this can still require a substantial amount of time for large collections. In fact, indexing speed may be critical for some applications, especially those requiring the ongoing ingestion of large amounts of speech, or speech from multiple incoming channels, for example, ongoing monitoring of broadcasts or call centre operations. For this reason, Section 6.2 addresses the question of increasing the speed of DMLS indexing. The main computational load incurred during indexing for DMLS is caused by decoding the speech to produce phone lattices. An effective way to increase the speed of phone decoding is to utilise simpler acoustic and language mod-
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els. Therefore, in contrast to previous experiments, Section 6.2 utilises simpler, faster context-independent modelling during indexing. The effects that this has on subsequent search accuracy are then evaluated in STD experiments using DMLS. Results show that using faster, simpler decoding during indexing reduces subsequent STD accuracy, which is to be expected. In contrast to the slower, more accurate decoding used in previous chapters, results show that, in this case, it is particularly beneficial to use more flexible search to maximise search accuracy, and it is likewise beneficial to utilise the hyper-sequence database to improve search speed. The experiments of Section 6.2 thus show how the speed of DMLS indexing can be increased by 1800% by using simpler models when decoding the initial phone lattices, while the subsequent loss in FOM can be minimised to between 20-40%, depending on the length of the search terms. In addition to the consideration of indexing speed, the indexing process is important because of its affect on the accuracy achievable during search. The index is the only source of information to be utilised during the search phase and therefore, in practice, the quality of the index determines an upper bound on the accuracy that can be reasonably expected at search time. For this reason, Section 6.3 addresses the question of improving DMLS indexing so that it leads to improved search accuracy. One way to attempt to improve the quality of phone decoding, which is the crux of DMLS indexing, is to use language modelling. This is an established technique to improve speech recognition accuracy, and in Section 6.3 we apply the idea to decoding for DMLS indexing. The idea is to use language modelling to improve the accuracy of phone recognition during indexing, and the question addressed here is whether this provides improved STD accuracy. The use of various n-gram language models during decoding is trialled, including phonotactic, syllable and word-level language models. Results show that using language models does improve phone recognition, but that this does not necessarily lead to improved STD accuracy. In particular, results suggest that there is a correlation between the Figure of Merit achieved and the language model probability of the search terms. That is, while the use of language modelling can improve STD accuracy for terms with a high LM probability, conversely, it can
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be unhelpful or even disadvantageous for rare terms, which may include, for example, proper nouns and foreign words. Results do show, however, that using language modelling can improve the overall Figure of Merit when averaged across all evaluation terms. Section 6.3 thus shows how word-level language modelling can be used to create an improved index for DMLS spoken term detection, resulting in a 14-25% relative improvement in the overall Figure of Merit.



6.2



Use of fast phonetic decoding



For spoken term detection, processing first involves indexing the speech data, followed by searching in this index upon a user’s request. This initial indexing phase must be undertaken for all speech data, and it is therefore desirable that this be made as fast as possible. This aspect of an STD system’s performance should be taken into account, as the design of an STD system is application-dependent, and various characteristics such as indexing speed and indexing size as well as search speed and accuracy should therefore be considered jointly. This is becoming apparent in the literature, for example in [58], where a phonetic indexing approach is presented that sacrifices detection accuracy for improved index size and search speed. The system in [58] still uses very slow indexing, which may present a problem in a practical deployment. Also, whilst there have been recent efforts in fast large vocabulary continuous speech recognition (LVCSR) for STD [10], it has been conceded that increases in LVCSR speed often increase transcription word error rate, which translates to degradation in STD accuracy [79]. There is thus strong demand for STD systems using fast phonetic indexing, especially in applications where large amounts of data are required to be indexed quickly, on an ongoing basis, or in parallel incoming streams. For these reasons, this section demonstrates the use of DMLS to provide fast, openvocabulary phonetic search in conjunction with an indexing stage utilising much faster and simpler phonetic decoding. This goal is achieved through mono-phone openloop decoding coupled with fast, hierarchical phone sequence search using DMLS. This
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contrasts with the slower decoding used in previous chapters, which utilised a triphone acoustic model and phonotactic language modelling. This change is expected to result in less accurate decoding, as tri-phone acoustic modelling and language modelling are well-established methods for improving decoding accuracy [90, 12, 4]. Nonetheless, the aim of this section is to evaluate the overall effect of using this faster decoding on spoken term detection, by jointly considering the effects on indexing speed and subsequent search accuracy. Within the constraints of using such a fast decoding front-end, experiments will be presented in Section 6.2.2 to demonstrate how the search phase can be adjusted to maximise detection accuracy and search speed. Specifically, flexible dynamic matching is found to be particularly important for improving the accuracy of DMLS search in an index produced with fast and inaccurate phonetic decoding, and the use of search in the hyper-sequence database is demonstrated to substantially increase search speed.



6.2.1



Phonetic decoding configuration



In contrast to the experiments of previous chapters, the goal of this section is to use fast, simple phonetic decoding for STD. For this reason, for acoustic modeling, contextdependent models are replaced with context-independent models. That is, the tied-state 16 mixture tri-phone Hidden Markov Models (HMMs) introduced in Section 2.7 and used throughout previous chapters are replaced with 32 mixture mono-phone HMMs trained from the same data. Also, while previous experiments made use of phonotactic language models, here an open phone loop is used. These modifications should be expected to lead to increased decoding speed by decreasing the complexity of the network structure used during Viterbi decoding. Mono-phone decoding uses the HMM Toolkit (HTK) tool HVite, while tri-phone decoding uses the HDecode tool, which is specifically designed for use with tri-phone acoustic models only [92]. Lattice generation with mono-phone acoustic models uses 3 tokens and a beam-width of 50, which was found in preliminary experiments to provide optimal STD accuracy whilst maintaining fast decoding speed and reasonable index size.
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Phone recognition error rate PER Sub Ins Del



Decoding speed (xSRT)



42%



19%



4%



19%



3.3



69%



35%



7%



27%



0.18



Table 6.1: The phone recognition error rate (PER) and decoding speed achieved on evaluation data by using either the slower, more accurate decoding or faster, simpler decoding introduced in this chapter. Sub, Ins, and Del are the contributions of substitution, insertion and deletion errors to PER. Decoding speed is reported as a factor slower than real-time (xSRT). Table 6.1 reports the phone recognition error rate of the 1-best phone transcript and the decoding speed for each of the two alternative decoding configurations. Using mono-phone decoding results in an approximately 18 times speed increase in decoding, from 3.4 times slower than real-time to 5.4 times faster than real-time. The actual decoding speeds reported here are perhaps not particularly remarkable, due to the lack of optimisation of any kind of the decoder. Decoding has not been optimised for speed in any way other than the focus of this section, that is, the use of simple acoustic models. From Table 6.1 it is clear that using a simpler decoding configuration results in a substantial increase in speed, however, this comes at the cost of reduced phone recognition accuracy. This is not surprising, as tri-phone acoustic modelling is a well-established context-dependent acoustic modelling technique for improving speech recognition accuracy [90]. Likewise, language modelling has long been known to provided improved recognition accuracy by resolving acoustically ambiguous utterances [12, 4]. Thus, we see that removing these techniques from the decoding process results in a substantial drop in recognition accuracy, however, indexing speed is indeed increased substantially. The question that will be addressed in the following section is to what degree the subsequent STD accuracy will be affected, and how this can be maximised given the constraint of such a fast decoding front-end.
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6.2.2



6.2 Use of fast phonetic decoding



Experimental results



This section presents the results of spoken term detection experiments using DMLS with a fast decoding front-end. The previous section showed that this fast decoding results in less accurate phone recognition and the experiments in this section aim to evaluate the extent to which this affects STD accuracy. Furthermore, the trends in STD accuracy observed when using various configurations of DMLS search given the use of fast decoding will be contrasted to the case of using the slower decoding configuration. In particular, the aim is to compare the trends that arise when, firstly, different combinations of phone error types are accommodated in approximate phone sequence matching and, secondly, an initial search phase in the hyper-sequence database is used to increase search speed, as described in Chapter 5. The Figure of Merit (FOM) is used to quantify STD accuracy, as defined in Section 2.6.4.2, and search speed is measured in hours of speech searched per CPU-second per search term (hrs/CPU-sec). Evaluation is performed on an 8.7 hour subset of the Fisher conversational telephone speech corpus with 400 search terms for each of the lengths of 4 phones, 6 phones, and 8 phones. A separate 8.7 hour subset is used to derive phone and hyper-phone error costs from phone and hyper-phone confusion matrices produced from a decoded phone transcript of this data set. As these costs are designed to model the probability of phone substitution, insertion and deletion errors, they must be re-trained in the case of using the faster, less accurate monophone decoding. In general, as the probability of phone error increases in this case, the cost associated with each of those phone errors decreases. The important point is that the costs used during search must model the probability of recognition errors associated with the particular decoding configuration used during indexing, and it is for this reason that the costs are re-estimated appropriately here. Table 6.2 shows the accuracy and speed achieved for various configurations of DMLS search, when the index is generated by using fast mono-phone phonetic decoding. The corresponding results of using the slower, tri-phone based decoding were previ-
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Allowed error types In HSDB In SDB



STD accuracy (FOM) 4-phn 6-phn 8-phn



Search speed



Full SDB search



Not used Not used



Sub, Ins, Del Sub



0.198 0.201



0.318 0.309



0.400 0.301



1 11



Hierarchical search



Sub, Ins, Del Sub Exact



Sub, Ins, Del Sub Sub



0.204 0.201 0.201



0.323 0.313 0.242



0.398 0.301 0.117



9 25 164



Table 6.2: The STD accuracy (Figure of Merit) and search speed achieved by searching in an index created by using fast decoding with mono-phone acoustic models, in contrast to Table 5.2, which presented the corresponding results in the case of using slower tri-phone acoustic modelling. The hyper-sequence database (HSDB) is optionally used to first narrow the search space to a subset of the sequence database (SDB), and various combinations of substitution (Sub), insertion (Ins), and deletion (Del) errors are allowed for with associated costs, when searching in the HSDB and SDB. Search speed is reported as the number of hours of speech searched per CPU-second per search term (hrs/CPU-sec). ously discussed in Chapter 5 and presented in Table 5.2. This section compares the different trends in search accuracy that are observed when using either of the two alternative indexing schemes. Initially, we concentrate on the results of search in the entire SDB, that is, without using search in the HSDB to initially narrow the search space. The baseline is considered here to be the configuration of DMLS search where all kinds of phone error types are accommodated in MED scoring, that is, substitution, insertion and deletion errors. By searching in an index created by fast phonetic decoding, an FOM of 0.198, 0.318, and 0.400 for 4, 6 and 8-phone terms is achieved, at an average search speed of 1 hr/CPU-sec. This is considerably less than the corresponding FOM resulting from the use of slower decoding, that is, values of 0.249, 0.516, and 0.602 respectively. These results suggest that using less complex, context-independent modelling, which reduces phone recognition accuracy, does in turn lead to reduced spoken term detection accuracy. Next, we examine the effects of using less flexible phone sequence matching during search, that is, allowing only for phone substitution errors with corresponding costs. Experiments in Section 4.3 found that this improved search speed by an order of magnitude, with only a small drop in FOM. However, those results were reported in the
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case of using slower tri-phone based decoding. Table 5.2 shows that now, using faster decoding, search speed is likewise increased by an order of magnitude, as expected, but more substantial losses in FOM are observed, with a 3% drop for 6-phone terms and a 25% drop for 8-phone terms, compared to 0% and 4% respectively for search in an index created using the slower decoding. This is likely due to the increased rate of phone insertions and deletions observed in this case of faster decoding, as reported in Table 6.1. Now we consider the use of the hyper-sequence database (HSDB) to increase search speed. The previous chapter showed that the use of search in the HSDB to initially narrow down the search space was very effective at increasing search speed without causing any loss in the FOM. If we apply the same technique here for search in an index created with fast decoding, and accommodate phone substitution, insertion and deletion errors, Table 6.2 shows that the technique is again very successful. That is, the value of FOM is almost entirely maintained, with just a small drop for 8-phone terms, whilst average search speed is increased from 1 to 9 hrs/CPU-sec. This result thus importantly shows that the use of the HSDB is consistently useful for the case of using faster, less accurate phone decoding as well as the slower decoding used in the previous chapter. If the HSDB search is incorporated with allowance for phone substitution errors only, the HSDB is again seen to improve search speed with no loss in FOM. However, as mentioned before, in the case of using fast decoding this results in a reduced overall FOM due to not allowing for phone insertion and deletion errors. Interestingly, we have described two methods above that both result in an increase in search speed of about an order of magnitude with respect to the baseline approach. Firstly, rather than allowing for all phone error types, search in the SDB can be restricted to allow for phone substitutions only. Alternatively, the hyper-sequence database can be used to restrict search to a subset of the SDB, while allowing for all phone error types. Table 6.2 shows that both of these techniques result in an order of magnitude improvement in search speed over the baseline, when searching in an index created with fast decoding. However, results show that the second option, that
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is, the use of the HSDB, is practically loss-less with respect to the FOM, whereas the first option substantially reduces the FOM in this case. Finally, as in the previous chapter, search may alternatively be performed using the fastest and strictest method of HSDB search. As described in Section 5.2.3, this is to select from the SDB only those sequences that map to exactly the same hyper-sequence as the target sequence, as candidates for MED-based search. As mentioned previously, this effectively only allows for matching sequences where phones may have been substituted with a phone in the same class. Table 6.2 shows that, in the case of fast decoding, this is crippling. Very fast search speed is achieved, increased from 11 to 164 hrs/CPU-sec, however, FOM is sacrificed by 22% and 61% for 6 and 8-phone terms respectively. In Chapter 5 it was found that, using the slower tri-phone decoding, an even larger search speed increase was achieved, from 14 to 422 hrs/CPU-sec, but accuracy was not as severely affected, with the FOM reduced by the comparatively small proportions of 5% and 12% relative for 6 and 8-phone terms. To understand why, recall that analysis showed that using slower decoding resulted in 88% of phones being recognised as a phone within the same phonetic class (Section 5.2.3), whereas the corresponding statistic is only 73% in the case of using faster decoding. This is evidence that these adverse results, observed when using exact hyper-sequence matching, are due to the increased rate of phone substitutions across different phonetic classes in the case of using faster decoding. The trade-off between search speed and STD accuracy is illustrated by Figure 6.1. The figure compares the overall performance that can be achieved using fast decoding to that achievable by using the slow decoding as previously investigated in Chapter 5. In particular, it can be seen that an overall higher level of accuracy can be achieved when indexing uses the slower, more accurate tri-phone decoding. The figure also shows that, when fast decoding is used, there is a more pronounced drop-off in accuracy, especially for longer terms, when more restrictive search configurations are used to obtain higher search speeds. In summary, the results presented in this section show that DMLS search can operate
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Figure 6.1: The trade-off between STD accuracy (Figure of Merit) and search speed that arises when searching in an index created by either slow tri-phone decoding or the fast mono-phone decoding introduced in this chapter. The operating points correspond to those reported in Table 6.2, by optionally using the HSDB to narrow the search space and accommodating various combinations of phone error types during search. . with a fast phonetic decoding front-end, although using this faster and less accurate decoding during indexing reduces subsequent STD accuracy. Allowing for phone insertions and deletions is more important in this case, compared to more accurate triphone decoding, particularly for longer terms, however this reduces search speed to only 1 hr/CPU-sec. Results have shown that using the HSDB aggressively for rapid search, with the requirement of exact hyper-sequence matching, is an attractive option when used with slower decoding, however, with the use of faster decoding this is too restrictive to accurately detect longer terms, resulting in a Figure of Merit of only 0.117 for 8-phone terms. Results show that a good compromise in this case is to allow for dynamic matching in the HSDB. This provides STD accuracy at the same level achieved by searching the entire SDB, whilst increasing search speed by about an order of magnitude, from 1 to 9 hrs/CPU-sec. Importantly, the observed trends in search speed and accuracy are different when indexing utilises a different decoding front-end. In the case of faster decoding, it is beneficial to use more flexible search, to accommodate the more frequently occurring
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phone recognition errors. Overall, this section has thus shown how the speed of DMLS indexing can be increased by 1800% while the loss in the FOM can be minimised to between 20-40%, depending on the length of the search terms.



6.3



The effect of language modelling



As described previously, the DMLS indexing stage involves first decoding the speech to produce phone lattices. This is the domain of speech recognition, which is a wellestablished field. It has generally been accepted that improved speech recognition accuracy leads to better indexing for STD and that, therefore, techniques that improve recognition accuracy should necessarily be incorporated in order to achieve improved indexing for STD. This work tests that assumption. For systems that create an index from the word transcription produced by large vocabulary continuous speech recognition (LVCSR), it is understandable that recognition accuracy is found to be quite closely related to STD accuracy [79]. However, speech recognition word error rates emphasise the recognition of common words rather than rare words, whereas rare terms are important for STD. Moreover, for an index generated from a phone lattice, for example, rather than a word transcription, it is conceivable that the relationship between phone recognition accuracy and STD accuracy might be less tightly coupled. The lack of in-depth study in this regard means it remains unclear as to whether speech recognition accuracy is the most appropriate metric to maximise for STD indexing. While some investigation has been conducted in the past for spoken document retrieval (SDR) [89, 35, 60], STD is quite different from SDR, as the STD task involves the detection of occurrences of a term, rather than the retrieval of documents relevant to a query. This section examines the relationship between the phone recognition accuracy achieved during indexing and the subsequently achieved STD accuracy, particularly
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with respect to the effect that language model selection has on this relationship. Language models have been widely shown to consistently improve recognition accuracy [33]. They are naturally suited to this task because they bias decoding towards common sequences of words and phones. The suitability of language models for use in STD indexing is much less well understood. Therefore, in this section we test the ability of language modelling to improve indexing for phonetic STD. In the cases where the use of language modelling improves recognition accuracy, the aim is to observe whether this causes a corresponding improvement in STD accuracy. In the experiments presented in this section, various language models are utilised in the process of decoding phone lattices for subsequent indexing and search using DMLS. In particular, we consider the use of phonotactic, syllable or word-level n-gram language models. Results show that language modelling provides improved phone recognition accuracy. In these experiments, this does not, however, always translate to improved STD accuracy, and different effects are observed depending on the type of language model used, the length of the search terms and also the likelihood of the search terms with respect to the language model. In particular, results show that while the use of language modelling can improve STD accuracy for terms with a high language model probability, conversely, it can be unhelpful or even disadvantageous for rarer terms. These non-uniform effects across the set of evaluation search terms offer an explanation for why even when the use of an LM results in dramatic improvement in phone recognition accuracy, the corresponding improvements in STD accuracy are found to be somewhat more tempered.



6.3.1



Language modelling



Language modelling is an established and important aspect of speech recognition. The task of speech recognition is to recognise the content of what was said in an utterance, in terms of a sequence of word or sub-word units. This is typically formulated as the problem of finding the sequence W ∗ that has the highest a posteriori probability of
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occurrence given the observed audio, O. That is, W ∗ = arg max P (W | O ) . W



(6.1)



A popular approach to this problem is to reformulate (6.1) using Bayes rule, as finding the sequence that maximises the product of an observation likelihood, P (O | W ), and a prior for the hypothesised sequence, P (W ). That is, W ∗ = arg max P (O | W ) P (W ) . W



(6.2)



The advantage of using (6.2) is that the two terms can be effectively modelled separately. The observation likelihood is typically determined by an acoustic model (AM), while the prior is independent of the acoustics and is determined by a language model (LM). Using a language model for speech recognition allows for the incorporation of prior knowledge of the language. Combining this knowledge with a likelihood estimate provided by an acoustic model leads to a more robust estimate of the probability of a sequence of linguistic units, which thereby leads to improved speech recognition accuracy. One very popular and effective approach to language modelling is to use what is referred to as an n-gram language model, which defines the prior probability for a sequence of m linguistic units, W = (w1 , ..., wm ), as follows: m



P (W ) = P (w1 , ..., wm ) =



∏ P (wi | wi−n+1 , ...wi−1 )



(6.3)



i =1



This is quite a simple model of a language, which makes several assumptions including that the a priori probability of observing an event depends only on knowledge of a short history of the n − 1 preceding events [90]. Nonetheless, prior work has shown that n-gram language models are very effective for improving speech recognition accuracy, and proven methods have been developed for easily training useful n-gram language models from transcribed training data [73]. For these reasons, this work considers the use of n-gram language models for decoding. The description above mentions that language model probability is defined by an ngram LM for a sequence of linguistic units. The actual linguistic unit that is modelled
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reflects the unit that is to be recognised by the speech recognition engine in the output transcription, W ∗ . This most typically consists of either word or sub-word units. In this work, we examine and compare the effects of decoding with either a phonotactic LM, syllable LM or word LM. Additionally, an open LM (or open-loop LM) is used for contrast, which takes the naive approach of assuming an even prior over all phone sequences. In effect, an open LM simply implies that each phone can follow any other phone, where each transition is equally likely. This establishes a baseline for phonetic decoding in the absence of any linguistic knowledge, beyond knowledge of the set of phones themselves. As mentioned above, using a language model allows for the incorporation of prior knowledge of the language. The experiments presented in the following section demonstrate how this linguistic knowledge can be utilised during decoding in the process of creating a phonetic index for STD using DMLS. In the case of using a syllable or word LM, this is achieved by decoding a lattice of syllables or words, then expanding these tokens into their corresponding sequences of phones using a pronunciation lexicon, whilst maintaining lattice structure. Further details are provided in Section 6.3.4. In all cases, STD experiments still involve creating and searching in an index of phone sequences. The aim here is to address the question of whether language modelling can be utilised to create an index that results in improved STD accuracy. For phonetic STD using DMLS, assuming that language modelling improves phone recognition accuracy, this should result in generally more accurate phone sequences being stored in the sequence database (SDB). In turn, this should be expected to generally improve term detection rate and reduce the occurrence of false alarms, thus improving overall STD accuracy. However, the use of language models necessarily introduces a bias toward commonly occurring sequences. Thus, even if the phone recognition accuracy is improved, it is still not yet clear what overall effect the use of language modelling will have on STD accuracy. This is addressed by the experiments presented in the following sections.
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Experimental setup



Sections 6.3.3 and 6.3.4 present experiments in phone recognition and spoken term detection, to explore the effects of language modelling when used to create a phonetic index for STD using DMLS. In this section, details are first provided of the training of the n-gram language models, and of their use during decoding.



6.3.2.1



Language model training



Training of an n-gram language model primarily involves the estimation of the n-gram probabilities in (6.3) from a set of training transcriptions. The SRI Language Modeling Toolkit (SRILM) [73] with default Good-Turing discounting and Katz back-off for smoothing is used for this purpose. As described previously, we experiment with models of different linguistic units. Specifically, we train word, syllable and phonotactic language models. The word language model is trained from 160 hours of speech from Switchboard-1 Release 2 (SWB) [25] plus 285 hours of transcripts from the Fisher conversational telephone speech corpus [14]. Training directly uses the reference word-level transcriptions provided with the corpus, which were produced by manual annotation. Only minimal text normalisation is performed prior to training the n-gram language model using SRILM. The resulting word language model, trained from a total of about 5 million word tokens, has a vocabulary of 30,000 unique words. For training of the phonotactic and syllable language models, a transcription of the corresponding units must be produced from the word-level transcripts. For the phonotactic LM, this is achieved by creating a phone transcription through forcealignment of the word transcription to the pronunciation of the corresponding words using HTK and tri-phone acoustic models. The phonotactic language model is then trained from the resulting phone transcription, using 160 hours of data from the SWB corpus.
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Similarly, training of the syllable LM requires a syllabic transcription. We use the tsylb syllabification package from NIST to derive a syllabic pronunciation for each word in the dictionary [19], and then use this mapping to convert the word-level transcripts into syllabic transcripts. The syllable language model is trained from 285 hours of syllabic transcripts derived in this way from the Fisher corpus, consisting in total of about 4 million syllable tokens, which results in a vocabulary of 7648 unique syllables observed in the training data.



6.3.2.2



Decoding configuration



As the language models are utilised in the following sections in speech recognition and STD experiments, there are a number of parameters that must first be tuned on development data. For each language model, we tune the parameters of the decoder on a small one hour set of held-out development data from the Fisher corpus, and select the parameters that provide for the best phone recognition accuracy. Whilst ideally the choice of decoding parameters should be chosen so as to maximise STD accuracy, in practice, the speech recognition system used in indexing is often tuned to maximise speech recognition accuracy. Furthermore, one of the aims is to examine the strength of the assumption that improved phone recognition accuracy leads to improved STD accuracy. So, in this regard it is useful to examine the effect of choosing a configuration that maximises phone recognition accuracy. In particular, for each language model type, token insertion penalty and grammar scale factor are optimised for 1-best phone recognition accuracy, and an n-gram order of up to 4-gram is considered. This is achieved by first decoding initial lattices with up to a 2-gram model and then applying up to a 4-gram model during lattice rescoring with the HTK tool, HLRescore. While higher order n-gram language models are possible, this is not considered here to avoid training data sparsity problems [63]. Additionally, in the case of decoding with the word LM, various vocabulary sizes were considered. This was achieved by creating a range of reduced-vocabulary word LM’s consisting
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of a certain subset of words with the highest uni-gram probabilities according to the language model. The results of tuning found that the best phone recognition accuracy was achieved by decoding with a full vocabulary and with 4-gram language models. Therefore, this configuration is used in all experiments in the following sections. A more comprehensive table of tuning results for language models of various types, orders and vocabulary sizes is provided for reference in Appendix C. For acoustic modelling, as in Section 6.2, two separate sets of Hidden Markov Models (HMMs) are considered, representing commonplace yet contrasting acoustic model configurations tailored for accurate decoding and for fast decoding, respectively. The first set of acoustic models is chosen to correspond to a “standard" large vocabulary speech recognition configuration, using a tri-phone topology to give high recognition accuracy. These tri-phone models are tied-state 16 mixture tri-phone HMMs, with 3 emitting states. In contrast, the second set of acoustic models is chosen to have a reduced complexity based on a mono-phone topology which is more suitable for the demanding indexing speed requirements of STD. These models, previously introduced in Section 6.2, are 32 mixture mono-phone HMMs, again with 3 emitting states. For brevity, these two variations are simply referred to as mono-phone and tri-phone acoustic models. This section has described a number of alternative decoding configurations, involving the use of either a mono-phone or tri-phone acoustic model and either an open, phonotactic, syllable or word n-gram language model. The following section presents experiments that compare the phone recognition performance of each of these decoding configurations. Then, in Section 6.3.4, this will be contrasted with the subsequent effects on the accuracy of spoken term detection.



6.3.3



Effect of language modelling on phone recognition



Table 6.3 reports the speech recognition accuracy achieved on the evaluation data by decoding with various types of acoustic and language models. All results are reported
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LM



Mono-phone AM



Tri-phone AM



Open Phonotactic Syllable Word



31.8



57.2



(a) Word recognition accuracy (%)



LM



Mono-phone AM



Tri-phone AM



Open Phonotactic Syllable Word



32.2 -



58.6 -



(b) Syllable recognition accuracy (%)



LM



Mono-phone AM



Tri-phone AM



Open Phonotactic Syllable Word



31.5 41.2 45.5 49.7



45.3 58.5 67.9 70.4



(c) Phone recognition accuracy (%)



Table 6.3: Speech recognition accuracy of the 1-best transcription produced by decoding the evaluation data with various types of acoustic (AM) and language (LM) models. in the case of decoding with either a tri-phone or mono-phone AM. Firstly, considering the choice of acoustic model, it is clear from Table 6.3 that using the more complex tri-phone AM provides improved recognition accuracy in all cases compared to the mono-phone AM, with a 40-50% relative improvement in phone recognition accuracy depending on the language model used. However, as discussed in Section 6.2, using a more complex AM generally comes at the cost of reduced decoding speed. Table 6.3 also shows the effect of language modelling on phone recognition accuracy. The results of decoding with various kinds of language models confirm what has long been known in the speech recognition field, that is, that using language modelling improves speech recognition accuracy. Relative to using simple open-loop decoding, utilising the phonotactic language model improves phone recognition accuracy



6.3 The effect of language modelling



125



LM



Decoding speed (xSRT)



Open Phonotactic Syllable Word



0.1 0.2 5.9 17.8



Table 6.4: Decoding speed in times slower than real-time (xSRT) when decoding of evaluation data is performed using the HVite decoder with a mono-phone acoustic model and various types of language models. by 31% and 29% when used in conjunction with the mono-phone or tri-phone AM, respectively. Using a syllable language model provides even larger relative improvements of 45% and 50%. The best phone recognition accuracy is achieved by using a word language model to decode the initial word lattices, then expanding the words into their corresponding phone sequences according to their pronunciation. This provides improvements in phone recognition accuracy of 55% and 58% relative to decoding with an open-loop. The trend shown by these results is that phone recognition accuracy is substantially improved by using a more complex language model that captures an increased degree of prior linguistic knowledge. However, using a more complex language model also comes at the cost of reduced decoding speed. This is shown by Table 6.4, which reports the effect of language model choice on decoding speed when using the HVite decoder and a mono-phone AM. In summary, these results show that phonotactic, syllable and word language models can indeed be used to provide very substantial gains in phone recognition accuracy. The following section examines the subsequent effect of using these language models on STD accuracy.



6.3.4



Effect of language modelling on STD accuracy



Given the decoding results presented in the previous section, the aim is now to observe the effect of using language models on the accuracy of spoken term detection, and to test to what degree the observed improvements in phone recognition accuracy
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Open LM Bw. Seq./sec. 0 10 25 50



8 163 538 1059



Phonotactic LM Bw. Seq./sec. 0 15 25 50



9 76 239 1767



Syllable LM Bw. Seq./sec.



Word LM Bw. Seq./sec.



0 25 50 100



0 25 50 100



10 16 202 1292



10 53 185 991



(a) Mono-phone AM



Open LM Bw. Seq./sec. 0 10 25 50



10 66 469 2495



Phonotactic LM Bw. Seq./sec.



Syllable LM Bw. Seq./sec.



Word LM Bw. Seq./sec.



0 25 50 100



0 50 100 150



0 50 100 150



10 45 179 1370



10 89 389 1071



10 94 386 982



(b) Tri-phone AM



Table 6.5: The range of lattice beam-widths (Bw.) and resulting relative index sizes (the number of phone sequences in the sequence database per second of audio, Seq./sec.) tested in STD experiments for each decoding configuration, that is, each combination of acoustic (AM) and language model (LM). also lead to improved STD accuracy. As described previously, spoken term detection using DMLS involves creating and searching in a phonetic index. When an open LM or phonotactic LM is used during decoding, the index is created directly from the resulting phonetic lattices, as described in Section 3.2.1.2 and Section 5.2.1. On the other hand, for indexing when syllable or word lattices are first produced by decoding with the corresponding LM, these lattices must be converted into phonetic lattices before creation of the DMLS sequence (SDB) and hyper-sequence (SDB) databases. In this work, this lattice conversion is implemented by expanding each syllable or word into the corresponding sequence of phones using a pronunciation lexicon. Phone time boundaries are linearly estimated from the syllable or word boundaries, and all other links throughout the lattice are preserved. Given the resulting phonetic lattices, these are then indexed as usual by generating the SDB and HSDB databases.
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One of the parameters of indexing for DMLS is the size of the lattices from which the sequence and hyper-sequence databases are created, where size relates to the number of paths through the lattice. This, in turn, determines the number of phone sequences stored in the index. Using the tools of the HMM Toolkit, the size of the lattice is controlled by the number of lattice generation tokens, which effectively sets the maximum number of incoming edges to any node in the lattice, and the lattice beam-width [92]. In these experiments, lattice generation uses a fixed value of 5 tokens throughout, which was previously found to provide for good STD accuracy, reasonable index size and search speed. Lattice size is then controlled by pruning lattices according to a specified beam-width parameter, which removes the paths from the lattice with a forwardbackward score that falls more than a beam-width below the best path, as described previously in Section 3.3. As in previous chapters, STD performance is evaluated for each configuration across a reasonable range of beam-widths, and results are reported for each configuration for the beam-width that results in the highest FOM. In these experiments, some care is taken to ensure that the range of tested beam-widths covers a comparable range of index sizes across all language models. Table 6.5 lists the range of tested beam-widths and resulting range of index sizes for each decoding configuration, where index size is quantified here as the number of individual phone sequences stored in the sequence database (SDB) per second of audio. As it was found in Chapter 5 to provide the best accuracy, for these experiments DMLS search uses Minimum Edit Distance (MED) scoring that allows for substitution, insertion and deletion errors in the hyper-sequence and sequence databases, with phonedependent costs trained from a 1-best confusion matrix as described in Chapter 4. For each index produced by decoding with a particular combination of acoustic and language models, search in that index uses a separate set of costs. Each set of costs is estimated from a confusion matrix generated by decoding a set of held-out data using the corresponding combination of models. Table 6.6 compares the STD accuracy achieved, in terms of the Figure of Merit (FOM), by using various combinations of AM and LM during indexing. Firstly, a difference
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LM



Mono-phone AM



Tri-phone AM



Open Phonotactic Syllable Word



0.209 0.159 0.171 0.238



0.333 0.294 0.337 0.378



(a) STD accuracy (FOM) for 4-phone terms



LM



Mono-phone AM



Tri-phone AM



Open Phonotactic Syllable Word



0.328 0.344 0.336 0.409



0.547 0.542 0.566 0.657



(b) STD accuracy (FOM) for 6-phone terms



LM



Mono-phone AM



Tri-phone AM



Open Phonotactic Syllable Word



0.405 0.408 0.431 0.461



0.629 0.611 0.660 0.741



(c) STD accuracy (FOM) for 8-phone terms



Table 6.6: STD accuracy (Figure of Merit) achieved by searching in indexes created by decoding with various types of acoustic (AM) and language (LM) models. in STD accuracy is observed for search terms of different phone lengths. The results presented in Table 6.6 confirm the previous findings that longer terms are more successfully detected, across all configurations. Secondly, with regards to the choice of acoustic model, we see that using a tri-phone AM improves STD accuracy for terms of all phone lengths, regardless of the choice of language model. It thus appears that the substantial improvement in phone recognition accuracy achieved by using a triphone AM does indeed translate to a corresponding improvement in STD accuracy. Importantly, this indicates that increasing the complexity of acoustic models is a good approach to improving STD accuracy, regardless of the choice of language model. We now turn to the main focus of these experiments, that is, the effect of using language modelling on STD accuracy. Table 6.6 shows that, in all cases, using a word LM rather than an open-loop results in a substantial improvement in FOM. For 4-phone,
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6-phone and 8-phone terms, this results in a relative FOM improvement of 14%, 20% and 18% respectively when the tri-phone AM is used, and 14%, 25% and 14% when the mono-phone AM is used. It thus appears that the improved phone recognition accuracy achieved by decoding with the word LM does indeed translate to improved STD accuracy, albeit much more modest than the 55-58% relative improvement that was observed in phone recognition accuracy. However, the case is less clear for the use of the phonotactic and syllable LM’s. In some cases, utilising the LM rather than open-loop decoding surprisingly reduces STD accuracy, even though it substantially improved phone recognition accuracy. Most notably, in the case of decoding with a tri-phone AM, using a phonotactic LM rather than an open-loop reduces the FOM for all search term lengths. Also, in the case of decoding with a mono-phone AM, using a phonotactic or syllable LM reduces the FOM for 4-phone search terms. The reasons why this occurs are investigated with the analysis presented below. First, we focus on analysing the results of using a phonotactic language model in conjunction with a tri-phone AM. It is important to recall that the FOM values reported in Table 6.6 represent the term-average FOM, that is, an average across all evaluation terms. To check whether the use of the LM affects different terms differently, an analysis was performed to examine the correlation between term language model probability and the effect on term FOM. The log probability was first evaluated of the pronunciation of each term given the language model used during indexing. The quartiles of the resulting log probability values were then used to group the terms according to the probability of each term’s pronunciation, relative to the other terms. This method allows for the inspection of the Figure of Merit as a function of the terms’ relative language model probabilities, as displayed in Figure 6.2. The analysis shows that in the case where open-loop decoding is used, there seems to be little correlation between the phone probability of a term and the resulting FOM for that term. In contrast, when the phonotactic LM is introduced, particularly for 4-phone and 6-phone terms, there is a substantial degradation in FOM for terms whose pronunciations score poorly against the phonotactic LM. A relative drop in FOM of 36% and 18% is observed in these cases for the terms in the lowest quartile of phonotactic language model probability. For 8-
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Figure 6.2: STD accuracy (Figure of Merit) achieved when decoding uses a tri-phone AM and either an open or phonotactic LM, evaluated for the set of 4-phone, 6-phone and 8-phone terms. The terms are divided into four groups, according to the relative probability of their pronunciation given the phonotactic language model.
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Figure 6.3: STD accuracy (Figure of Merit) achieved when decoding uses a monophone AM and either an open or phonotactic LM, evaluated for the set of 4-phone terms. The terms are divided into four groups, according to the relative probability of their pronunciation given the phonotactic language model. phone search terms, this effect is somewhat less pronounced, however, it is still clear that the terms most adversely affected by using the phonotactic LM are those whose pronunciations have a very low probability given the LM, with a 9% relative decrease in FOM observed for the bottom quartile. This trend can be seen even more clearly in Figure 6.3, which similarly shows the relationship between FOM and term language model probability in the other case where using the phonotactic language model reduces overall FOM (from 0.209 to 0.159), that is, the case of searching for 4-phone terms when using a mono-phone acoustic model. There is one further case of the FOM being decreased as a result of utilising a language model, and that is search for 4-phone terms when using the syllable LM in conjunction with the mono-phone AM. In this case, a FOM of 0.209 is achieved by decoding with an open-loop and this is reduced to 0.171 when the syllable LM is used. In a similar fashion to the analysis presented above, terms are again grouped into quartiles according to the probability of each term’s pronunciation, but this time with respect to the probability given the syllable LM rather than the phonotactic LM. In this way, Figure 6.4 clearly shows that the reduction in overall FOM observed when the syllable language model is introduced is, once again, caused by a large reduction in FOM for
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Figure 6.4: STD accuracy (Figure of Merit) achieved when decoding uses a monophone AM and either an open or syllable LM, evaluated for the set of 4-phone terms. The terms are divided into four groups, according to the relative probability of their pronunciation given the syllable language model. those terms with a low language model probability. The analysis presented above shows that, while the use of these language models can help in the detection of terms that have a relatively high LM probability, it can conversely reduce the system’s ability to detect terms with a low LM probability. Thus, the combination of the evidence of a worse overall FOM and this correlation between term language model probability and FOM suggest that, in these cases, the overall FOM tends to be dominated by search terms with a low language model probability. Nonetheless, while language modelling reduces the overall FOM in the cases mentioned above, in all other cases reported in Table 6.6 the use of language models leads to improvement in overall FOM. Figure 6.5 presents an overview of the effect of language models on FOM, for terms grouped according to quartiles of word language model probability, when decoding uses a tri-phone AM. The figure shows that language modelling improves the FOM most substantially when the syllable or word language model is used, and this improvement is especially pronounced for terms with a high word language model probability. However, the figure also shows that there is a caveat, that is, the detection of low probability terms is generally not im-
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Figure 6.5: STD accuracy (Figure of Merit) achieved when decoding uses a tri-phone AM and either an open, phonotactic, syllable or word LM, evaluated for the set of 4phone, 6-phone and 8-phone terms. The terms are divided into four groups, according to the relative probability of their pronunciation given the word language model.
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proved as much by using language modelling and is in some cases even made less accurate. This is important because, unlike speech recognition, which values the correct recognition of all words equally, users of STD systems are likely to search for rare words and proper nouns, that is, terms that will typically have a lower a priori probability as defined by the language model. These non-uniform effects across the set of evaluation search terms provide one explanation for why even when the use of a language model results in dramatic improvement in phone recognition accuracy, improvements in overall STD accuracy are somewhat more tempered. The results above have focused on the effects of language modelling on STD accuracy. While not the primary focus of this section, the other important aspect of STD search performance is, of course, speed. By using the word LM rather than open-loop decoding, search speed is found to be increased for 4-phone, 6-phone and 8-phone terms from 18 to 104, 8 to 59, and 3 to 19 hrs/CPU-sec, respectively. From close inspection of the results, this is because when the word language model is used, the lattice beam-width that provides for the best accuracy is smaller. This results in an index that contains fewer phone sequences, and thus fewer Minimum Edit Distance calculations are necessary at search time, resulting in faster overall search when the word LM is used.



6.4



Summary



This chapter investigated methods for improving indexing for phonetic STD. Two aspects of indexing were investigated, relating to the models used during decoding to produce the initial phone lattices. The first aspect, investigated in Section 6.2, was that of increasing indexing speed, through the use of simpler acoustic modelling. The second aspect, investigated in Section 6.3, was improving decoding accuracy by using language modelling techniques. Speeding up indexing by using a simpler acoustic model was found to negatively



6.4 Summary



135



impact STD accuracy. Methods were then investigated for adapting the system to improve accuracy and search speed, in the presence of the increased error rate associated with the faster decoding front-end. Allowing for phone insertions and deletions during search was found to be more important in this case, particularly for longer terms. Although this more flexible search resulted in reduced search speed, results showed that this could be recovered through the use of search in the hyper-sequence database (HSDB). By allowing for hyper-phone substitutions, insertions and deletions during search in the HSDB, this was found to provide a substantial search speed increase of almost an order of magnitude, while achieving the same STD accuracy as that resulting from an exhaustive search of the SDB. Importantly, different trends in search speed and accuracy were observed when indexing utilised a different decoding front-end. In the case of faster decoding, it was found to be beneficial to use more flexible search, to accommodate the more frequently occurring phone recognition errors, and a faster drop-off in accuracy was observed when more restrictive search configurations were used to obtain higher search speeds. Overall, Section 6.2 demonstrated how the speed of DMLS indexing could be increased by 1800% while the loss in the Figure of Merit (FOM) was minimised to between 20-40% for search terms of lengths between 4 and 8 phones. A further aspect of improving indexing for phonetic STD was then explored in Section 6.3, being that of improving the accuracy of indexing by using language modelling during decoding. In particular, this chapter demonstrated how indexing for phonetic STD could utilise the linguistic knowledge captured by language models. Experiments showed that when a phonotactic, syllable or word language model was used during decoding, this led to improved phone recognition accuracy. STD experiments were then performed by creating a phonetic index from the results of such decoding, and searching for 4, 6 or 8-phone terms using approximate phone sequence matching as implemented in the DMLS system. Results showed that when a language model was introduced into the decoding process, a correlation between the increased phone recognition accuracy and the subsequently achieved STD accuracy was not clear cut. That is, while language models certainly were found to improve phone recognition ac-
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curacy, this was not necessarily correlated to STD accuracy, and different effects were observed depending on the type of language model used, the length of the search terms and also the probability of the search terms with respect to the language model. In particular, in one of the tested implementations, that is, when a tri-phone acoustic model was used for decoding, introducing a phonotactic language model increased phone recognition accuracy by 29% relative yet actually had a negative effect on the overall term-average FOM for 4, 6 and 8-phone search terms. Analysis showed that this was primarily due to decreased accuracy for search terms with a low probability with respect to the language model. In contrast, using a syllable language model improved the overall FOM by up to 5% and a word language model improved overall FOM even further, with up to a 20% relative improvement. However, on closer inspection, analysis again showed that the improvement in overall FOM in these cases was not distributed evenly across all evaluation terms. In particular, the FOM for terms with a low probability given the language model remained steady or was even reduced when the language model was introduced, while conversely the FOM for high probability terms was greatly improved. Given that the effect on overall FOM represents the average across all terms, this is one explanation for why even when the use of an LM resulted in dramatic improvement in phone recognition accuracy, the corresponding improvements in STD accuracy were somewhat more tempered.



Chapter 7



Search in an index of probabilistic acoustic scores



7.1



Introduction



This chapter introduces an alternative approach to indexing for spoken term detection. Previous chapters have demonstrated systems that index phone instances produced by phone lattice decoding. The limitation of this is that accurate search then relies on a model of phone errors to decide which phones were recognised correctly and which were not. There is uncertainty involved in this process, and a lack of information upon which to base decisions. In fact, in previous chapters, only the identity of the phone is directly used. For this reason, phone decoding errors inevitably also cause STD errors. The alternative introduced in this chapter is to index probabilistic acoustic scores. The idea here is to conceptually move the index back a step so that it represents the output of a slightly earlier stage of the phone recognition process, that is, a stage that results in probabilistic acoustic scores for each phone label at each time instant. In effect, rather than modelling uncertainty by using phone error penalties during search, this uncertainty is captured in the index in the form of probabilistic scores and can be exploited
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at search time. The motivation for investigating this approach is further discussed in Section 7.2. Section 7.3 presents an overview of an STD system that indexes probabilistic acoustic scores and detects term occurrences by searching in this index. Section 7.4 describes how this index is created using a neural network-based phone classifier to produce a phone posterior matrix. The main contributions of this chapter are then presented in Section 7.5 and Section 7.6, consisting of spoken term detection experiments on spontaneous conversational telephone speech. Section 7.5 investigates how to create a suitable index from phone posteriors by transforming the posteriors into a linear space, in order to create a phone posterior-feature matrix suitable for search. Section 7.6 then proposes a new technique for index compression of a posterior-feature matrix, by discarding low-energy dimensions using principal component analysis (PCA). The following chapter will present a novel technique for directly maximising STD accuracy using this kind of posterior-feature indexing approach.



7.2



Motivation



In this chapter, an approach to STD is presented that involves creating an index not of discrete phone instances, but rather of probabilistic acoustic scores of these phones at each time instant. One of the disadvantages of decoding and indexing phone instances, as performed in previous chapters, is that at search time there is then a lack of information upon which to base decisions as to which phones were recognised correctly and which were not. On the other hand, this uncertainty could potentially be more effectively captured in an index of probabilistic acoustic scores, allowing the search phase to be better informed and hence produce more accurate results. In this work, the choice of probabilistic acoustic score for indexing is that of per-frame phone posterior probabilities. Phone posteriors are a suitable choice of indexing unit because, as in previous chapters, search terms may be easily translated to a phone sequence, so that the indexed units are equivalent to the searching units. Also, phone posteriors can be quickly generated using established neural network-based phone classification techniques.
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Compared to approaches that index phone instances, more of the processing burden is now shifted from indexing to search, because this approach delays decisions on the locations of individual phone occurrences until the search phase. In this respect, this approach to STD is more similar to online keyword spotting (see Section 2.2). The difference is that online keyword spotting typically involves processing the audio directly at search time. In contrast, the STD approach presented here creates an index of phone posterior-features and at search time only this index is used to detect term occurrences. This approach is therefore particularly suited to search in small collections or in combination with a prior coarse search stage, to ensure search speed is sub-linear in complexity. On the other hand, this also allows for much faster indexing, which is especially attractive for applications requiring the ongoing ingestion of large amounts of speech, e.g. for ongoing monitoring of broadcasts or call centre operations. For these reasons, this chapter does not focus on comparing the accuracy of this approach to that of DMLS, as these approaches are intended for different kinds of applications. This comparison is, however, addressed later in Chapter 9. A primary advantage of the approach presented here is that it can potentially make better use of the information available in the speech signal for STD indexing, rather than discarding it. Rather than necessarily designing a phone lattice decoder and, separately, a phone sequence searcher, the method of production of a posterior-feature index can be much more tightly coupled with the method of searching. In Chapter 8, novel training techniques will be presented that exploit the content of the posteriorfeature index specifically for STD and lead to substantial STD accuracy improvements.



7.3



Phone posterior-feature matrix STD system overview



The indexing and search approach adopted for the STD system is based on that described in [75]. The indexing phase produces a posterior-feature matrix, as described below in Section 7.3.1. In contrast to previous chapters, this index contains probabilistic acoustic scores rather than discrete phone instances. Search is then performed
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Figure 7.1: Phone posterior-feature matrix STD system overview. X is a matrix of phone posterior-features, as described in Section 7.3.1. in this matrix, as described in Section 7.3.2. Again, in contrast to previous chapters, search involves calculating the likely locations of term occurrences by estimating their likelihood from the probabilistic scores stored in the index. Figure 7.1 shows a brief diagram of the system architecture. The core system for indexing and search was originally developed by the Speech Processing Group of Brno University of Technology (BUT), utilising components of the HMM Toolkit STK (SLRatio) [8] and phoneme recognizer based on long temporal context [70, 68]. However, the work presented in this chapter and the following chapter applies to posterior-feature matrix approaches to STD in general and the BUT software represents only one possible implementation of the general approach.



7.3.1



Indexing



Indexing involves the generation of a posterior-feature matrix, as follows. As in [75], a split temporal context phone classifier [68] is first used to produce phone posterior
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Phone



Time (frame index) aa ae ah ao aw ...



0 -6.9 -4.0 -3.2 -6.8 -10.7 ...



1 -8.1 -4.0 -3.6 -8.3 -11.2 ...



2 -7.7 -3.9 -5.2 -8.2 -11.6 ...



3 -8.3 -4.5 -4.8 -8.6 -12.1 ...



4 -8.0 -4.2 -3.0 -8.4 -11.9



... ... ... ... ... ... ...



Figure 7.2: An example posterior-feature matrix, X = [x1 , x2 , . . . , xU ]. Each column represents a posterior-feature vector at a particular frame, t, that is, xt = [ xt,1 , xt,2 , . . . , xt,N ]T , and xt,i refers to an individual value within the matrix, that is, the posterior-feature for phone i at frame t. probabilities for each phone in each frame of audio. In contrast to [75], however, in this work phones are modelled with a single state only, to reduce index size and the number of parameters to be trained. This approach to phone classification is stateof-the-art and has been applied to phone recognition in [69, 68]. In contrast to the HMM/GMM phone lattice decoding used in the previous chapters, this phone classifier is particularly suitable for creating an index of probabilistic acoustic scores for STD due to its use of neural networks that allows for very fast calculation of a score for each phone in each frame of audio, and thus allows for fast indexing. This phone classifier is described in more detail in Section 7.4. To convert these phone posteriors into a posterior-feature matrix suitable for STD, the posteriors output by the phone classifier are transformed into a linear space. The aim is to give the resulting features a more uni-modal/Gaussian distribution, so that the addition of the resulting posterior-features during search is meaningful (see Section 7.3.2). The use of logarithm and logit transformations is trialled in Section 7.5. These transformed posteriors form the contents of the posterior-feature matrix, X = [x1 , x2 , . . . , xU ], where xt = [ xt,1 , xt,2 , . . . , xt,N ] T , and xt,i refers to the posteriorfeature for phone i at frame t, in an utterance of U frames. Figure 7.2 shows the structure of such a posterior-feature matrix. It should be clear that each frame of audio is associated with a corresponding vector of posterior-features, denoted xt . This matrix, X, forms the STD index.
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Figure 7.3: An example occurrence of the term “cheesecake”. The corresponding excerpt from the posterior-feature matrix, X, is shown, with each element of the matrix, xt,i , shaded according to its value. The alignment of the phones in the term is defined by P = (p416 , p417 , ..., p493 ). The rectangles superimposed on the matrix show this alignment, by highlighting the values, xt,i , for which pt,i = 1.



7.3.2



Search



Once the index has been constructed, the system can accept a search term in the form of a word or phrase, which is then translated into a corresponding target phone sequence using a pronunciation lexicon. The aim of search is then to find regions of audio where the target sequence of phones is likely to have been uttered by a speaker. In contrast to previous chapters, the index does not consist of discrete phone instances and, therefore, search does not consist of detecting exact or near matches of the target phone sequence. Instead, the contents of the index, that is, phone posterior-features, are used directly to estimate the probability of occurrence of the target phone sequence within each possible region of audio. This section describes the method for detecting the regions where the target sequence is likely to have occurred, using a modified Viterbi algorithm, and importantly, the method for calculating a confidence score for each candidate region. Recall that the result of indexing is a matrix containing a posterior-feature, xt,i , for each phone in each frame of audio. These features can be used directly to estimate the likelihood of occurrence of the target phone sequence, as follows. A potential occurrence of the target phone sequence occurring between frames b and b + n − 1 may be defined by a mask matrix P = (pb , pb+1 , ..., pb+n−1 ), where each pt is a mask



7.3 Phone posterior-feature matrix STD system overview vector representing the identity of the phone aligned to frame t. That is   1 i is the index of the current phone pt,i =  0 otherwise.
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(7.1)



Then, the likelihood that the target phone sequence occurs at that particular time is estimated by the sum of corresponding posterior-features, that is, b + n −1



L (P ) =



∑



ptT xt ,



(7.2)



t=b



Note that P corresponds to the sequence of phones in the target sequence, but with each phone index repeated for a variable number of frames. Figure 7.3 provides an example to demonstrate how the value of L (P ) is calculated, as in (7.2). In the example, the likelihood of the phone sequence occurring, with the alignment defined by P , is calculated as the sum of the corresponding highlighted values in X. That is, L (P ) is calculated as the sum of all xt,i for which pt,i = 1. The estimated likelihood L (P ) could be used to directly provide the confidence score for a search term occurrence in the time span of P . However, L (P ) is sensitive to variation in the actual values of X caused by environmental noise, for example. Therefore, as in [61, 9, 75], the confidence score is instead normalised with respect to a background model and thus resembles a log-likelihood ratio (LLR): s (P ) = L (P ) − L (G) b + n −1



=



∑



(ptT xt − gtT xt )



t=b b + n −1



=



∑



(pt − gt ) T xt .



(7.3)



t=b



where G = (gb , gb+1 , ..., gb+n−1 ) is the frame alignment of the background model over the corresponding time span, and gt is defined similarly to (7.1), that is, as a mask vector representing the identity of the phone aligned to the background model at frame t. In this work, as in [75], the background model is chosen to represent all speech, that is, any phone sequence. L (G) is defined as the maximum likelihood over all frame alignments between b and b + n − 1. The confidence score, s (P ), is thus the likelihood
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of the term occurring relative to the maximum likelihood for any sequence of phones in the same time span. Given (7.3), then, the search phase involves the calculation of s (P ) for all possible P that represent the target phone sequence. In this implementation, as in [75], this search is achieved by constructing an appropriate network of Hidden Markov Models, and using the Viterbi algorithm. The network is constructed from context-independent phones, with two connected parts; the term model and background model. The term model consists of the sequence of phones constituting the search term’s pronunciation, that is, the target phone sequence. The background model is an open loop of all phones. Then, using the Viterbi algorithm, for each potential endpoint b + n − 1, a score is calculated as    s Pb∗+n−1 = L Pb∗+n−1 − L G∗b+n−1 , where Pb∗+n−1 is the maximum likelihood alignment of the target sequence ending at frame b + n − 1, that is, Pb∗+n−1 = arg max L (Pb+n−1 ) , Pb + n −1



and, similarly, G∗b+n−1



is the maximum likelihood of any phone sequence over the cor-



responding time span. An event is output as a putative term occurrence wherever the  score, s Pb∗+n−1 , is greater than a threshold, and greater than potential overlapping  candidates. For brevity, s Pb∗+n−1 is written simply as s in the discussions that follow. In practice, a phone insertion penalty, K, tuned on development data, is used to counteract a tendency to favour a short phone duration. The penalty is a constant value that is added to the phone sequence likelihood for every phone transition that occurs in the corresponding frame alignment. So, (7.2) is more precisely written as follows, though (7.2) is generally used in discussions here for the sake of clarity: L (P ) =



b + n −1 



∑



ptT xt + 1pt 6=pt−1 K



t=b



1π =



  1



if π



 0



otherwise.







(7.4)



7.4 Phone classification and recognition



145



This section describes the method for detecting term occurrences in an index comprising a posterior-feature matrix. The results of using this technique are reported for the spoken term detection experiments presented in Section 7.5 and Section 7.6.



7.4



Phone classification and recognition



The first stage of indexing for STD is phone classification, as mentioned in Section 7.3.1. This section now describes the phone classifier in more detail. The accuracy of the phone classifier itself is tested by experiments in phone recognition, to verify that it should likewise provide a reasonable basis for the subsequent STD experiments presented in the following sections. The introduction of fast neural network based phone classifiers, developed primarily for phone recognition, has made it feasible to perform fast and accurate estimation of frame-level phone posterior probabilities. This is an important development for STD because it provides an alternative method for indexing audio, as opposed to the decoding of discrete phone instances with conventional phone recognition. In this work, a neural network-based phone classifier, referred to as a split temporal context LC-RC system [68, 70], is used to produce a matrix of phone posterior probabilities. This phone classifier uses a hierarchical structure of neural networks. The input to the neural network structure is a long (310ms) temporal context of critical band spectral densities, which is split into left (LC) and right contexts (RC). For each frame, the corresponding left and right contexts are then individually classified with a corresponding neural network, to produce two sets of phone posterior probabilities, followed by merging with a third and final neural network. This produces a final set of phone posterior probabilities for each frame of audio. Neural network outputs are produced using the softmax method [18], which ensures that the posteriors sum to one across all phones in each frame. It should be noted that because the classifier is trained to approximate the phone posterior probabilities for each frame, the classi-
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fier is essentially trained to maximise per-frame phone classification accuracy, for the simplest case of Bayes discriminant functions. This process of creating this matrix of phone posterior probabilities is very fast, using neural networks to perform the classification. From the original waveform audio, including feature extraction and classification, production of the phone posterior matrix is completed for the evaluation data set at approximately 12 times faster than realtime. Phone recognition, that is, decoding the most likely sequence of phones, can then be performed as in [68] by using the phone posterior probabilities output by the classifier to perform classical Viterbi decoding configured with an open-phone-loop network. That is, decoding may be achieved by determining the sequence of phones for which the corresponding sum of log posteriors is maximal. Although phone recognition itself is not the task of interest in this work, the phone recognition accuracies achieved using the output of the phone classifier in this way are presented in this section in an attempt to first evaluate the performance of the phone classifier independent of the method of STD search. The data used for training and evaluation is American English conversational telephone speech selected from the Fisher corpus [14]. Selected conversations are annotated as having high signal and conversation quality, from American English speakers and not made via speaker-phone. Training of the phone classifier uses up to 100 hours of speech, segmented into frames with a 10 ms frame rate. A small 0.5 hour subset is used as a cross-validation set for neural-network training. Tuning of the phone insertion penalty for Viterbi decoding is likewise performed on a small subset of the training data. Each frame is assigned a corresponding phone label using forced-alignment to the reference transcript, which was generated beforehand using tri-phone GMM/HMM acoustic models (detailed in Section 2.7). Each frame is represented by 15 log mel-filterbank channel outputs (with channels between 64 Hz and 4 kHz, and using a 25 ms Hamming window). The phone set consists of 42 phones, plus a pause/silence model.
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Amount of training data



Phone recognition accuracy



2 hrs 20 hrs 100 hrs



34.3% 45.1% 45.9%



Table 7.1: Phone recognition results on evaluation data using various amounts of training data, from open-loop Viterbi phone decoding using the phone posteriors output by the LC-RC phone classifier Table 7.1 reports the phone recognition accuracies achieved on evaluation data, using a variable amount of data to train the phone classifier. The data used for evaluation is the same as that introduced in Section 2.7 and used in all previous chapters, that is, 8.7 hours of speech also from the Fisher corpus. Clearly, using more training data is slightly advantageous, so the classifier trained on 100 hrs of speech is used in all subsequent experiments. In this configuration, the classifier achieves 47.8% frame classification accuracy, and 45.9% phone recognition accuracy on the evaluation data. This phone recognition accuracy is comparable to that achieved by using the tri-phone GMM/HMM acoustic models as reported in Section 6.3, where 45.3% phone recognition accuracy was achieved with open-loop decoding. Importantly, though, production of the phone posterior matrix is about 30 times faster than the production of phone lattices using those models, that is, decoding at 2.5 times slower than real-time compared to producing the phone posterior matrix at 12 times faster than real-time. The results of this section show that the phone posterior matrix produced by this phone classifier is useful for phone recognition, and may therefore be expected to likewise provide a reasonable basis for the subsequent STD experiments presented in the following sections.



7.5



Posterior transformation for STD



This section presents the results of spoken term detection experiments, using the matrix of phone posteriors as the basis of the STD index. As described in Section 7.3.1, it is necessary to first transform the raw posteriors output by the phone classifier to a
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7.5 Posterior transformation for STD STD accuracy (FOM) 4-phn 6-phn 8-phn



Posterior transformation function Logit Log



0.283 0.296



0.449 0.458



0.526 0.547



Table 7.2: STD accuracy (Figure of Merit) achieved by searching in either a matrix of phone logit-posteriors or phone log-posteriors linear space, to make them suitable for the summation in (7.3) during search. In [75], it is observed that the values of the output of the phone classifier are typically biased towards 0 and 1, supposedly due to the discriminative nature of the neural network. For this reason, [75] argues for the use of a custom piecewise log transformation, referred to as PostTrans, designed to smooth the concentration of posterior scores near 0 and 1. This custom transformation is similar to the logit function, which is tested here instead of PostTrans. The logit function is defined for a posterior probability, η, as   η logit (η ) = log . (7.5) 1−η In this case, where posteriors are transformed to logit-posteriors, the calculation of phone sequence likelihood in (7.2) essentially becomes a sum of logit-posteriors, or equivalently, the logarithm of a product of odds, that is b + n −1



∑



b + n −1



logit (ηt ) = log



t=b



∏ t=b



ηt . 1 − ηt



(7.6)



Alternatively, if posteriors are transformed by a logarithm rather than the logit function, the likelihood is the sum of log-posteriors, equivalent to the logarithm of a product of posteriors, that is b + n −1



∑



t=b



b + n −1



log (ηt ) = log



∏



ηt .



(7.7)



t=b



This construction is much more commonly used, for example in the calculation of path likelihood by typical speech recognition engines. This product of probabilities is generally used in conjunction with an assumption of independence between frames that - although not strictly true - is used extensively in speech processing. The data used for evaluation is the same as that introduced in Section 2.7 and used in all previous chapters, that is, 8.7 hours of speech from the Fisher corpus and a
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total of 1200 search terms with pronunciation lengths of four, six and eight phones. Table 7.2 shows the STD accuracy achieved, in terms of Figure of Merit (FOM), by first transforming the posterior probabilities with the logit function, compared to that achieved by using a logarithm. For search terms of all tested phone lengths, using log-posteriors results in higher FOM than logit-posteriors. This seems to contradict the result reported in [75], that a 3.2% relative increase in FOM is achieved by using a transformation similar to the logit function rather than a logarithm. It seems that either a logit transformation is less useful for the data set used here, that is, spreading out posteriors near a value of 1 is not as important for improving STD accuracy or, alternatively, that the custom PostTrans function is substantially more effective than logit in this regard. However, even if this is so, the absence of a mathematical justification for the use of PostTrans is a concern, and the need to experimentally tune the three parameters of the transform is cumbersome. The logarithm is therefore used to transform posteriors for indexing in all following experiments. The elements of the posterior-feature matrix, X, in all following experiments are thus phone log-posterior probabilities. Additionally, Table 7.2 shows that longer terms are detected more accurately. This is likely due to the fact that terms with a larger number of phones in their pronunciation are generally longer in duration. The calculation of the log-likelihood ratio in (7.2) is, in that case, a summation over a larger number of frames and may thus be more reliably estimated.



7.6



Dimensionality reduction of posterior-feature matrix



This section describes a new technique for discarding low-energy dimensions of the posterior-feature matrix, and presents experimental results. There are two reasons why dimensionality reduction may be useful in this context. Firstly, storing a reduced dimensional posterior-feature matrix is one way to achieve index compression, which is important in some applications. Secondly, discarding low-energy dimensions may even improve STD performance, in the case where these dimensions are dominated by noise. This section will now describe the mechanism used for dimensionality reduc-
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tion of a posterior-feature matrix, followed by presentation of experimental results. Section 7.3.1 describes the production of the posterior-feature matrix, X



=



[x1 , x2 , . . . , xU ]. Rather than using the posterior-feature matrix X directly during search, X may alternatively first be decorrelated using principal component analysis (PCA): X 0 = V T V X.



(7.8)



Figure 7.4 shows a brief diagram of the STD system architecture when this decorrelation step is incorporated, in contrast to the baseline approach shown in Figure 7.1. The decorrelating transform, V , is an M × N matrix obtained through principal component analysis of X. The top M ≤ N directions of highest variability are represented by the rows of V , and V X is thus a projection of the original posterior-feature matrix onto the M principal components with highest corresponding eigenvalues. The principal components are derived from the posterior-feature matrix of a large held-out data set. The 100 hours of training data described in Section 7.1 are used for this purpose. Multiplication of the lower dimensional features by V T then transforms the features back to the original feature space, that is, N-dimensional posterior-feature vectors, x0t . For M = N, it should be clear that X 0 = X. As mentioned above, the use of such a PCA transform could be beneficial for two reasons. Firstly, projection into an M-dimensional space discards energy in the N − M directions with lowest energy, thus suppressing directions that may be dominated by noise, which could potentially improve STD accuracy. Secondly, rather than storing an N-dimensional feature vector for each frame as X 0 in the index, M-dimensional decorrelated features could instead be stored as V X, with final multiplication by V T performed at search time. In the case that M < N, this approach provides for index compression, which is an important system requirement for some applications. The only necessary change to the searching phase is to then use X 0 instead of X when calculating the confidence scores. That is, rather than (7.3), scores are given by b + n −1



s=



∑



t=b



(pt − gt )T x0t .



(7.9)
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Figure 7.4: Phone posterior-feature matrix STD system overview, incorporating index dimensionality reduction. X is a matrix of phone log-posteriors. V is an M × N matrix with rows representing the M directions of highest variability obtained through principal component analysis, as described in Section 7.6. Search is then performed in the re-constructed posterior-feature matrix, X 0 .
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Dimensions retained (M)



Energy retained (%)



20 25 30 35 40 43



95.3 97.0 98.3 99.1 99.7 100.0



STD accuracy (FOM) 4-phn 6-phn 8-phn 0.183 0.194 0.245 0.277 0.288 0.296



0.318 0.323 0.402 0.446 0.452 0.458



0.355 0.390 0.486 0.522 0.534 0.547



Table 7.3: STD accuracy (Figure of Merit) achieved by searching in the posteriorfeature matrix X 0 = V T V X. X is a matrix of phone log-posteriors. V is an M × N matrix with rows representing the M directions of highest variability, as described in Section 7.6. The cumulative sum of energy retained in those M dimensions (derived from the eigenvalues of the principal components) is also reported. Table 7.3 summarises the STD accuracy achieved when the energy from a variable number of dimensions, M, is retained in the index, X 0 . Also reported is the percentage of energy retained in the top M dimensions, derived from the eigenvalues of the principal components. For all search term lengths, retaining all dimensions leads to maximal STD accuracy. It appears that the dimensions of lowest energy are not dominated by noise, but instead provide useful information for STD. However, for applications where minimising the size of the index is critical, this technique could be used to store the index in a low dimensional form, before transformation back up to full dimensionality at search time. This would evidently reduce STD accuracy, but this might still be a worthy trade-off, depending on the application. For example, by using M = 25, results show an index compression factor of about 0.6 may be achieved with a relative decrease in FOM of about 29% for eight-phone terms. This is a substantial drop in performance, however depending on the application this trade-off might be a desirable compromise.



7.7



Summary



This chapter presented an approach to spoken term detection that utilises an index of probabilistic acoustic scores. Details were presented regarding the construction of
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a posterior-feature matrix suitable for STD, and a technique for searching for term occurrences in such a matrix. Experiments on spontaneous conversational telephone speech were presented, proving the feasibility of the approach. An investigation of posterior score transformation functions found that log-posteriors resulted in improved STD accuracy compared to a logit function, similar to the transform presented in [75]. A method for dimensionality reduction of a posterior-feature matrix was then presented using principal components analysis, with the motivation of index compression and noise suppression. Results showed that dimensions of low-energy were beneficial for STD, with maximum accuracy being achieved by retaining all dimensions. For applications where index compression is desirable, results showed that this method can provide a useful trade-off between STD accuracy and index compression factor. The next chapter will present a novel technique for directly maximising STD accuracy using this kind of posterior-feature indexing approach.
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Chapter 8



Optimising the Figure of Merit



8.1



Introduction



The performance of an STD system is characterised by both search accuracy and search speed. Accuracy, particularly, relates to the usefulness of the results produced by a search. The Figure of Merit (FOM) is a well-established evaluation metric of STD accuracy [61] based on the expected rate of detected search term occurrences over the low false alarm rate operating region. In the previous chapter, the phone classifier used to produce the index was trained to maximise phone classification accuracy, as opposed to a metric of STD accuracy such as the FOM. This chapter tests the hypothesis that improved STD accuracy can be achieved by incorporating knowledge of the metric of interest in the indexing phase. A novel technique is presented for improving the accuracy of a phonetic-based STD system by directly maximising the FOM. As in the previous chapter, for the STD system presented here, a phonetic posterior-feature matrix is generated during indexing and searched with a fast Viterbi decoding pass. In this chapter, however, the Figure of Merit is directly optimised through its use as an objective function to train a transformation of the posterior-feature matrix, using the nonlinear conjugate gradi-
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ent method. The outcome of indexing is then a posterior-feature matrix that provides for maximum FOM on a training data set, rather than maximum phone classification accuracy. Results are presented that show that the optimisation algorithm leads to improved FOM on the training set and that the learned transformation generalises well to unseen audio and search terms, with substantial improvements in FOM on held-out data. Results also suggest that using additional training data is likely to give even further improvement. Furthermore, results demonstrate that the technique leads to dramatic FOM improvement when search is performed in an index of reduced dimensionality. This simultaneously provides for a substantial compression factor and a value of FOM almost comparable to that achieved using an uncompressed index. Section 8.2 first gives an overview of some related work. As the goal of this chapter is to optimise the FOM directly, a precise definition is required, and this is presented in Section 8.3. Given this definition, Section 8.4 then describes how the FOM may be closely approximated with a continuously differentiable function, and provides details of the gradient descent algorithm used to optimise this function. Experimental results and analyses are then presented in Section 8.5, demonstrating that substantial improvement in FOM is achieved by using the proposed technique, followed by a summary in Section 8.6.



8.2



Related work



An important aspect of pattern recognition is to ensure that the training method is appropriately matched to the desired outcome. For STD, this involves finding a way to create an index that then provides for the most accurate term detection during search. The most direct way to achieve this is to optimise an objective function that is highly correlated with or even equal to the metric of interest. This idea has been pursued in other pattern recognition tasks, for example in speech recognition [37] and handwrit-
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ten character recognition [97], where the minimum classification error (MCE) method was used in order to directly formulate the classifier design problem as a classification error rate minimization problem, that is, to directly train the classifier for best recognition results. Generally, for classification tasks, the metric of interest can be formulated in terms of the separation of scores of observations from the respective classes. As will be discussed in Section 8.3, this is also true for the Figure of Merit, which can be formulated in terms of the separation of scores attributed to true search term occurrences and false alarms. For this reason, model training approaches that aim to directly optimise a classification metric are often referred to as discriminative training methods. In [13], for example, with the goal of optimising the metric of average precision for information retrieval, discriminative training of language models is achieved by minimizing rank errors observed between pairs of relevant and irrelevant documents. Discriminative training methods have been previously proposed in the context of STD. However, often these approaches do not seek to directly maximise the STD metric. In [10], for example, an MCE criterion is used to improve the word error rate (WER) of the initial word transcript, with no assurance that optimising MCE will lead to optimal STD accuracy. The most suitable criterion for ensuring maximum STD accuracy in terms of FOM is, of course, the FOM itself. The Figure of Merit essentially measures the quality of a ranked list of results, where hits are desired to be ranked above false alarms. For this reason, it is a popular choice of metric for tasks requiring the detection of events. Maximum FOM training has been applied in other detection problems such as language [99] and topic [21] identification. Very few studies have, however, aimed at the direct maximisation of FOM for tasks related to STD [9, 26]. One early attempt, [9], details a method for training a discrete set of keyword Hidden Markov Models (HMM) by estimating the FOM gradient with respect to each putative hit and using this to adjust the parameters of the HMMs. However, as pointed out by [26], the methods for deriving the gradient and updating parameters rely on several heuristics and hyperparameters, making practi-



158



8.2 Related work



cal implementation difficult. Also, due to the use of an individually-trained HMM for each keyword, the task is not strictly one of STD, but of online keyword spotting. For search in large collections, the computational cost of such an approach may be prohibitive because processing is not split into indexing and searching phases, and searching involves the computation of likelihood from a keyword HMM with Gaussian mixture model (GMM) output distributions. In [26], on the other hand, a discriminative training approach is presented for the task of utterance detection, that is, the detection of utterances containing a search term, as opposed to the detection of individual term occurrences as in STD. The metric of interest in [26] is the area under the curve (AUC), which is related to the FOM as discussed in Section 8.3. The focus of [26] is a method for training a linear classifier by applying importance weights to a small number of feature functions. However, there is little justification for the selection of the feature functions or quantification of their contributions to overall accuracy. Without reporting the relative improvement achieved by combining multiple feature functions, it is difficult to make a conclusion about the efficacy of the linear classifier training technique. Also, experimental results are reported only on small amounts of read and dictated speech (from the TIMIT [23] and Wall Street Journal [43] corpora), whereas this work focuses on the much more difficult domain of conversational telephone speech. To the best of the author’s knowledge, the discriminative training technique presented in this chapter is the first that aims to directly maximise the FOM for a spoken term detection task. The technique involves training a model to transform a matrix of phone posteriors output by a phone classifier into a new matrix of posterior-features that are specifically tailored for the task. A similar idea was applied in [38], where the output was referred to as a matrix of enhanced phone posteriors. The task in [38], however, was that of phone and word recognition, not STD, and the transformation was trained to optimise per-frame phone classification. In the work presented in this paper, the phone posteriors are once again adjusted, but with FOM used as the objective function in training, and also used as the metric of interest in evaluation.
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Figure of Merit



In general, STD accuracy is measured in terms of both detected term occurrences (hits) and false alarms. Specifically, the Figure of Merit (FOM) metric measures the rate of correctly detected term occurrences averaged over all operating points between 0 and 10 false alarms per term per hour [61], or equivalently, the normalised area under the Receiver Operating Characteristic (ROC) curve in that domain. As described in Section 2.6.4.2, this work uses the term-weighted FOM, obtained by averaging the detection rate at each operating point across a set of evaluation search terms, to avoid introducing a bias towards frequently occurring terms [52]. The FOM can be formally defined in terms of a set of STD results. Given a set of query terms, q ∈ Q, search is first performed on T hours of data, producing a set of resulting events, e ∈ E, where e is either a hit or false alarm. Each event e has the attributes qe , le , se where qe is the query term to which the event refers, the label le = 1 if the event is a hit or 0 for a false alarm and se is the score of the event. Also, for each term, q ∈ Q, define the set of hits as Eq+ = {e ∈ E : le = 1 ∧ qe = q} and the set of false alarms as Eq− = {e ∈ E : le = 0 ∧ qe = q}. The FOM can then be defined as FOM =



1 Ae



where A = 10T |Q|, he =



∑+



 hek max 0, A −







(8.1)



e j ∈E −



k ∈E



1 |Q||Eq+e |



∑



1 − H ek , e j



and



 H ek , e j =



  1



s ek > s e j



 0



otherwise.



In this formulation, each hit, ek , contributes a value of between 0 and hek , depending on the number of false alarms which outscore it. The value is 0 when the event is outscored by A false alarms or more. Such events have no effect on the FOM, so it is possible to re-define the FOM in terms of truncated results sets, R− ⊂ E − , containing the top scoring false alarms with |R− | ≈ A, and R+ ⊂ E + , containing the top scoring  hits which outscore all e ∈ E − − R− .
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By summing over these subsets, (8.1) can thus be re-written as FOM =



1 Ae



∑ + he ∑ − H k



k ∈R



 ek , e j .



(8.2)



e j ∈R



Equation 8.2 can be interpreted as the weighted proportion of correctly ranked pairs of hits and false alarms. This interpretation is analogous to the definition of the AUC (area under the ROC curve), also known as the Wilcoxon-Mann-Whitney statistic (WMW), referred to in [59, 26]. In this work, however, we aim to detect individual term occurrences, rather than classify whole utterances. The AUC characterises average performance over all utterance detection operating points, whereas the FOM refers to average performance over STD operating points between 0 and 10 false alarms per term per hour. The definition of FOM in (8.2) exposes the STD task as essentially a ranking problem, that is, of discriminating between hits and false alarms. The neural network-based phone classifier used during indexing is discriminative, but it is trained to discriminate between phones. In this chapter, the point is to ensure that indexing is instead optimised to discriminate between hits and false alarms.



8.4



Optimising the Figure of Merit



The contribution of this chapter is a novel method for direct optimisation of FOM for an STD system. This is achieved by introducing an extra layer of modeling that provides a mechanism for transformation of the posterior-feature matrix. In the remainder of this section, this mechanism is first described, followed by a description of the optimisation algorithm used to maximise the FOM on a training set.



8.4.1



Enhanced posterior-feature linear model



The baseline STD system used in this chapter is the same as that used in Chapter 7, that is, a phonetic posterior-feature matrix is generated during indexing and searched with
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a fast Viterbi decoding pass. As described in Section 7.6, a matrix of log-posteriors, X, is generated from the output of a neural network-based phone classifier, after which a linear transformation is applied to produce the matrix X 0 , which forms the index. In Section 7.6, this transformation is derived from PCA and is designed to suppress information in the directions of lowest energy. In contrast, the aim of this Chapter is to learn a transformation of the log-posterior probabilities, X, to create a matrix of enhanced posterior-features, X 0 , that are directly tailored for the STD task - that is, to find the transformation that maximises the Figure of Merit. The linear transform is decomposed into a decorrelating transform, V , and an enhancement transform W , giving X 0 = W V X.



(8.3)



This is identical in form to (7.8), except that here W is used in place of the inverse PCA transform, V T . This can be seen by comparing the system overview in Figure 8.1 to the previous case in Figure 7.4. As explained in Section 7.6, the decorrelating transform, V , is obtained through principal component analysis (PCA) of the log-posterior features. Performing PCA provides the opportunity for dimensionality reduction by retaining only the M ≤ N directions of highest variability. Dimensionality reduction can have the benefit of suppressing low-energy directions that may be dominated by noise and allows for index compression, as discussed in Section 7.6. It can also be used to reduce susceptibility to over-fitting of the proposed model by reducing the number of free parameters to train in W . The weighting matrix, W , is an N × M transform that produces a set of enhanced posterior-features from the decorrelated features. The goal of the novel training algorithm is to find the weights, W , that maximise FOM directly. While the original phone posteriors were optimised for phone classification, it is hypothesised that a discriminative algorithm optimising FOM directly will place additional emphasis on differentiating phones that provide the most useful information in an STD task. In contrast to the previous chapter, the introduction of the model, W , means that the
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Figure 8.1: Phone posterior-feature matrix STD system overview, incorporating V , an M × N decorrelating transform and W , an N × M enhancement transform. X is a matrix of phone log-posteriors, while X 0 is a matrix of enhanced posterior-features that are directly tailored to maximise FOM.
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log-posterior vector for a particular frame, xt , is now essentially treated as a feature vector used to generate a new, optimal posterior-feature vector with a new score for each phone in that frame, x0t . Given the transform, W V , the output for a particular frame depends only on the input features in the same frame. In contrast, [38] generates enhanced posterior features for phone and word recognition by using a multi-layer perceptron (MLP) to post-process a temporal context of regular phone posteriors. In this work, a single frame is used because the phone classifier incorporates a longer temporal context than in [38], and also because this reduces the number of free parameters to train in W , which reduces the risk of over-fitting. Using the enhanced posteriors directly during search, the score for an event is given by b + n −1



s=



∑



(pt − gt ) T W V xt =



t=b



b + n −1



∑



(pt − gt )T x0t .



(8.4)



t=b



This is identical to (7.9), except that the transformation used to create x0t from xt is given by W V rather than V T V . The novel technique for learning W is presented in Section 8.4.2.



8.4.2



Optimisation algorithm



This section details the method for training the weights, W . This task is formulated as a numerical optimisation problem, where the goal is to maximise FOM. The FOM is formulated as a function of the weights, W , and a numerical optimisation algorithm is utilised to search for the value of W that corresponds to the maximum possible value of FOM. The optimisation approach taken here is that of gradient descent, similar to [6, 59, 13]. The gradient descent algorithm starts with an initial estimate of W , and proceeds by iteratively updating W to improve the FOM achieved on a training data set on each iteration. This section shows how such an approach is applied in this work by approximating the FOM with a differentiable function and then finding the optimal weights, W , using a gradient descent algorithm on a training data set.
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8.4 Optimising the Figure of Merit Continuous approximation of FOM



Gradient descent, naturally, requires calculation of the gradient of the objective function. However, the FOM is not a continuously differentiable function, due to the pres ence of the step function H ek , e j in (8.2). Therefore, this section introduces a continuously differentiable objective function, f , that is a close approximation to −FOM.  The function f is defined by replacing the step function, H ek , e j in (8.2) with a sig moid, ς ek , e j and multiplying by -1. That is, f =−



1 Ae



 ς ek , e j =



∑ + he ∑ − ς k
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ek , e j
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1 + exp −α(sek − se j )



.



The parameter α is a tunable constant controlling the slope of the sigmoid. A value of α = 1 was found to be reasonable in preliminary experiments, and is used in this work.



8.4.2.2



Differentiation of objective function



It is then possible to find the derivative of f with respect to the weights to be trained, W , which is required for gradient descent. Given (8.4) and (8.5), using the chain rule this derivative is found to be ∂f α =− ∂W Ae
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∂se j  ∂sek − d ek , e j = ∂W ∂W



(8.7)



b + n −1 ∂s = ∑ (pt − gt ) (V xt ) T ∂W t=b



(8.8)



Intuitively, (8.8) shows that the change in an event’s score is related to the difference in alignments between the term model, and the background model. Furthermore, (8.7) and (8.6) show that a change in W will increase f if such a change generally causes the scores of hits to increase relative to the scores of false alarms.
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Initialisation of weights



Now that the gradient of f with respect to the weights has been defined, gradient descent may be used to find the weights, W , that correspond to a local minimum of f . Prior to gradient descent, the weights are initialised to W = V T , that is, the inverse of the decorrelating PCA transform. In the case that M = N, this initialisation ensures that (8.4) is equivalent to (7.9) before optimisation. In this way, a reasonable starting point is assured, and any adjustment of the weights away from this point during gradient descent constitutes an adaptation away from the baseline configuration. As gradient descent on a nonlinear function can only be used to find a local minimum, it is therefore likely to be beneficial that this initial value for W is well-informed.



8.4.2.4



Conjugate gradients algorithm



The gradient descent algorithm used is the nonlinear conjugate gradients method (CG), which is widely used in practice for finding the minimum of a nonlinear objective function and is faster than alternative methods such as steepest descent [55, 59]. At the start of each iteration of nonlinear CG, a direction is determined in which to adjust W , given the previous search directions and the gradient of f with respect to W . In each direction, a line search is then performed to find the W that gives an approximate minimum of f in that direction. The weights are then updated to this new value of W , and the next CG iteration commences. After several iterations, as W approaches a local minimum of f , the gradient will approach zero, and the algorithm can be terminated. In particular, the CG algorithm used is the Polak-Ribière variant of nonlinear conjugate gradients, which tends to be more robust and efficient than other nonlinear CG variants such as the Fletcher-Reeves method [55]. As recommended in [71, 55], care is taken to ensure each search direction is a descent direction, by resetting CG to the direction of steepest descent whenever a search direction is computed that is not a



166



8.4 Optimising the Figure of Merit



descent direction.



8.4.2.5



Line search algorithms



As mentioned earlier, for each iteration of the CG algorithm, a line search is carried out to find an approximate minimum of f in the search direction. In this work, each line search is performed using the Newton-Raphson method, as described in [71]. This method has a better convergence rate than alternatives like the Secant method [71]. A Backtracking Line Search is used instead when the Newton-Raphson method fails.



Newton-Raphson method Each iteration of the Newton-Raphson method involves updating the weights based on the minimisation of a quadratic approximation of f in the search direction. This requires the calculation of the Hessian matrix of f . In this work, the Hessian is approximated by only the diagonal elements of the Hessian, as suggested by [71]. This is done for efficiency reasons - given that the line search is iterative and approximate, the additional processing that would be required to compute the full Hessian is unlikely to be justifiable. By differentiating (8.6) with respect to the weights, the diagonal elements of the Hessian are found to be ∂2 f α =− 2 ∂W Ae
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with the elements of D (ek , e j ) given by Dx,y (ek , e j ) = d2x,y (ek , e j ). To ensure that the Newton-Raphson method results in a decrease in f , the Hessian must be positive definite. Unfortunately, there is no guarantee of this for the nonlinear
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function, f . For this reason, as suggested in [55], prior to Newton-Raphson line search, the Hessian is modified when necessary by adding a multiple of the identity matrix. That is, the modified Hessian is ∂2 f + τI, ∂W 2 where τ is the smallest value that ensures that the modified Hessian is sufficiently positive definite. That is, τ is just larger than the lowest eigenvalue of the Hessian: τ = max (0, δ − λmin ) , where δ is a small number, 10−8 , and the lowest eigenvalue of the Hessian, λmin , is simply equal to the lowest diagonal element of the Hessian. The Newton-Raphson line search is terminated when the magnitude of the adjustment in W becomes less than a small tolerance, 0.01.



Backtracking Line Search In the case that the first Newton-Raphson iteration in any search direction results in an increase in f , an alternative method is used to complete the line search. When this occurs, it is assumed that the Newton-Raphson method has failed, for example due to the violation of the assumption of a quadratic shape of f in the search direction, in the proximity of the current estimate of W . In this case, a Backtracking Line Search is instantiated, as described in [55]. Basically, the adjustment made to W in the search direction is halved on each successive iteration of the line search, and the line search is terminated when a value of W is found that does provide for a sufficient decrease in the value of f .



8.4.2.6



Stopping criteria



The stopping criterion that generally determines when the CG algorithm should be terminated is when the magnitude of the gradient is less than a certain fraction of the initial gradient magnitude [71]. At this point, it is reasonably assumed that the weights are in the close proximity of a local minimum of the objective function. In the
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experiments of Section 8.5, however, analysis is focused on the results of the first fifty CG iterations. The focus of this chapter is on whether or not an improvement in FOM is achieved, rather than on the precise convergence rate of this particular gradient descent algorithm. Indeed, it is anticipated that more sophisticated methods for learning the optimal weights, W , may lead to even faster and greater improvement in FOM. The focus of this chapter is to establish that the decision to directly maximise FOM for STD indexing in this context is beneficial. Results are presented in the following section that prove that this is possible and feasible, by using the algorithm detailed above.



8.5



Experimental results



This section presents the results of using the training framework described in Section 8.4. First, the training and evaluation data sets are detailed. Then, results are presented that demonstrate that the gradient descent algorithm does indeed find a linear model that leads to improved FOM on the training set. The generalisability of this linear model is then verified by using the model for STD experiments in held-out evaluation data. Further investigation of the effect of dimensionality reduction and additional training data is also provided, as well as analyses of the actual weights learned by gradient descent.



8.5.1



Training and evaluation data



The data used for training and evaluation is conversational telephone speech selected from the Fisher corpus [14]. The LC-RC phoneme classifier is trained using 100 hours of speech, as described in Section 7.4. The training set used to learn the enhancement transform, W , using gradient descent consists of 10 hours of speech and 400 eightphone search terms (referred to as training terms) with 1041 occurrences. The evaluation set consists of 8.7 hours of speech and 400 eight-phone search terms (evaluation
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Figure 8.2: The value of the negative of the objective function, − f , and the Figure of Merit (FOM) achieved on the training data set, by using the weights, W , obtained after each conjugate gradient descent iteration terms), and is the same as that used in the previous chapter. The training terms are selected from the training set in the same way as the evaluation terms, that is, selected randomly from those with at least one true occurrence in the reference transcript of the corresponding data set.



8.5.2



Gradient descent convergence



This section presents the behaviour of the gradient descent algorithm observed on the training data set. After each iteration of the conjugate gradient method, the weights obtained are used to generate a set of STD results and evaluate the objective function, f , as well as the FOM. Figure 8.2 shows the value of − f and the FOM achieved on the training set using the weights obtained after each of the first fifty CG iterations. Continued but small improvements were observed on further iterations. Results are shown in the case where M = N, that is, where all dimensions of the original posterior-feature matrix are retained after application of the decorrelating transform, V . An investigation of the effect of dimensionality reduction by using a smaller value



170



8.5 Experimental results



0.625



0.600



0.575



0.550 FOM on evaluation set 0.525 0



10



20



30



40



50



Iteration



Figure 8.3: Figure of Merit (FOM) achieved when the trained weights, obtained after each gradient descent iteration, are used to search for held-out terms and audio. of M is delayed until Section 8.5.4. Figure 8.2 shows that the objective function, − f , improves steadily and begins to level out after several iterations. This suggests that the gradient descent algorithm is operating as expected, and approaching a local maximum of − f with respect to the weights. The FOM also exhibits a similar behaviour, suggesting that the approximation of the FOM with − f is very close and therefore appropriate. Quite a large relative improvement in FOM on the training set is observed (+24%).



8.5.3



FOM results on evaluation data



This section presents the improvement in FOM achieved by applying the trained linear model to held-out evaluation data. While Figure 8.2 clearly demonstrates that FOM is improved on the training set, the trained model is only useful if it is generalisable, that is, if it leads to increased FOM for unseen audio and search terms. Figure 8.3 shows the FOM achieved on the evaluation set using the weights obtained after each of the first fifty CG iterations, when all dimensions of the index (M = N)
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Training set (FOM) Initial Max



Eval. set (FOM) Initial Max



0.569



0.547



0.703 (+24%)



0.606 (+11%)



Table 8.1: Figure of Merit (FOM) achieved before optimisation (Initial FOM, with W = V T ) and after optimisation (Max FOM), and relative improvement compared to initial FOM. 0.8 0.7 0.6 0.5 0.4 0.3 0.2 Average detection rate before training Average detection rate after training
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Figure 8.4: Receiver Operating Characteristic (ROC) plots showing the STD accuracy achieved before and after optimisation. The area of the shaded region corresponds to the improvement in FOM from 0.547 to 0.606. are retained. Before optimisation (iteration 0), search is effectively performed directly on the phone log-posterior probabilities as in the previous chapter and in [75]. This baseline approach results in an FOM of 0.547 on the evaluation set. The figure and Table 8.1 show that the FOM optimisation approach results in substantially improved FOM on the held-out evaluation set. In this case, the FOM on the evaluation set continues to improve along with the training set, up to 0.606 (+11%), without over-training. Performance on the training terms and data, not surprisingly, enjoys a higher relative gain (+24%). The important result is that the linear model learned on the training data using gradient descent provides substantial improvement in FOM when applied to searching for terms and in audio previously unseen. Figure 8.4 provides an alternative visualisation of this improvement in FOM, represented by the shaded area of the
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Eval. terms Terms Occurrences 212 400



1089 1267



Table 8.2: Number of search terms occurring at least once and number of term occurrences in the training and evaluation sets. 0.675 0.650 0.625 0.600 0.575 FOM on eval. set (audio & terms) FOM on training audio and eval. terms FOM on eval. audio and training terms
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Figure 8.5: Figure of Merit (FOM) achieved when the trained weights, obtained after each gradient descent iteration, are used to search for held-out (Eval) terms and/or audio. difference in Receiver Operating Characteristic (ROC) plots before and after training. To further explore the generalisation characteristics of the linear model, the dependence on terms and/or audio was investigated by evaluating the FOM achieved in two further situations — that is, searching for the evaluation terms in the training audio and secondly, searching for the training terms in the evaluation audio. Table 8.2 indicates the number of terms from each term list that occur in each block of audio. Note that the FOM optimisation algorithm uses only terms and audio from the training set. These tests are designed to indicate whether the learned model may be overly tuned to the training audio and/or search terms. Results shown in Figure 8.5 and Table 8.3 illustrate that the FOM is substantially improved for all combinations. It
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Training audio Eval. audio



173 Training terms (FOM) Initial Max



Eval. terms (FOM) Initial Max



0.569 0.597



0.523 0.547



0.703 (+24%) 0.654 (+10%)



0.591 (+13%) 0.606 (+11%)



Table 8.3: Figure of Merit (FOM) achieved before and after optimisation, and relative improvement compared to baseline, when searching for held-out (Eval) terms and/or audio.



M



Training set (FOM) Initial Max



Eval. set (FOM) Initial Max



43 (M = N) 40 35 25



0.569 0.566 0.566 0.437



0.547 0.534 0.522 0.390



0.703 (+24%) 0.699 (+24%) 0.686 (+21%) 0.678 (+55%)



0.606 (+11%) 0.597 (+12%) 0.586 (+12%) 0.572 (+47%)



Table 8.4: Figure of Merit (FOM) achieved before and after optimisation, and relative improvement, for different values of M, the number of dimensions retained after PCA. is evident that the algorithm is not overly tuned to the training search terms because searching for these terms in the evaluation audio does not provide a greater relative gain (+10% c.f. +11%). That is, it appears that the weights apply just as well to unseen terms as they do to the training terms. On the other hand, searching in the training audio (for unseen terms) does give a slightly larger FOM improvement (+13% vs. +11%), which may be an indication of slight dependence of the weights on the training audio. Further experiments that test generalisability to unseen audio might be useful future work. However, an 11% relative improvement for search in unseen audio is still substantial. Overall, the technique appears to generalise well to search terms and audio not used during training.



8.5.4



Effect of dimensionality reduction



As mentioned in Section 8.4.1, the number of feature dimensions retained after PCA, M, is a tunable parameter that influences the dimensions of W (an N × M matrix),
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M



Compression factor (M/N)



43 40 35 25



1.0 0.9 0.8 0.6



FOM loss Before After 0.0% -2.4% -4.6% -28.7%



0.0% -1.5% -3.3% -5.6%



Table 8.5: For different values of M (the number of dimensions retained after PCA), this table shows the index compression factor, and the relative loss in FOM compared to an uncompressed index (M = N = 43). The loss in FOM is reported for the baseline system (Before: X 0 = V T V X) as well as the system using a trained enhancement transform (After: X 0 = W V X). and consequently the number of free parameters of the data. Importantly, by using a value of M < N, it is possible to create an index that is stored as a low dimensional representation of the posterior-feature matrix, that is, V X. Since the size of this index is proportional to the value of M, this is one way to achieve index compression and results in a compression factor of M/N. Table 8.4 shows that, for maximum FOM, it is advantageous to retain all dimensions, that is, to use M = N = 43. For example, using M = 25 initially severely degrades FOM (from 0.547 to 0.390). However, it can be seen that FOM optimisation provides the highest relative gain on the evaluation data in this case (+47%). In fact, using an index where only 25 dimensions are retained achieves an index compression factor of about 0.6 and a value of FOM that is only 5.6% less than that achieved using an index of full dimensionality (0.572 compared to 0.606). This still represents a 5% relative FOM increase over the baseline system (0.572 compared to 0.547). Depending on the application, this may be a desirable compromise. To view the trade-off from another perspective, Table 8.5 shows that using the discriminative training procedure substantially reduces the cost of index compression, in terms of loss in FOM, compared to the baseline system. Intuitively, this suggests that an index of reduced dimensionality is more effectively exploited when the index is transformed using weights trained to maximise FOM for STD.
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Figure 8.6: Phone recognition accuracy achieved with open-loop Viterbi phone decoding of training and evaluation sets, using the phone posteriors transformed by the weights obtained after each gradient descent iteration (for an uncompressed index, i.e. M = N).



8.5.5



Analysis of phone recognition accuracy



Results have shown that the phone log-posteriors output by the phone classifier can be transformed into features that are more suitable for STD, in that they lead to an increase in FOM. In this section, the very same transformations are applied to the phone log-posteriors but here their effect on phone recognition accuracy is examined. Figure 8.6 clearly shows that the FOM optimisation procedure increases FOM at the expense of decreasing phone recognition accuracy. This suggests that the increases in FOM are not due to the transformed posteriors simply being more accurate, but that they are due to the transform capturing information that is particularly important for maximising FOM. The results show that for the task of phone recognition, using the log-posteriors X directly is more effective than using the posterior-features enhanced to maximise FOM, X 0 . The log-posteriors, X, are directly generated by a neural network-based phone classifier originally trained to maximise per-frame phone classification accuracy. It thus appears that this objective is a better match for phone
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recognition accuracy than the FOM. In summary, these results show that the discriminative training technique presented in this chapter leads to more suitable posteriorfeatures for STD in particular.



8.5.6



Analysis of learned weights



This section presents some analysis of the actual values of the transformation, W V , learned by the gradient descent procedure detailed above. Before gradient descent, the transformation is initialised to V T V , which is equivalent to the baseline approach described in (7.8). In the case that all dimensions of the original matrix are retained (i.e. M = N), this transformation is simply the identity matrix, that is, V T V = I and therefore X 0 = X. Given (8.3), it should be clear that a non-zero element in the i’th row and j’th column of the transformation, W V , represents the weight of the contribution of the posterior-feature of phone j to the resulting, enhanced posteriorfeature for phone i. Figure 8.7 and Figure 8.8 are presented to allow us to inspect the values of W V . Specifically, they plot the values of − (W V − I ). Firstly, the identity matrix is subtracted from W V prior to visualisation because W V remains close to its initial value, I, even after the gradient descent procedure. The subtraction of I thus allows for clearer observation of the other values that would otherwise appear dominated by a strong diagonal in W V . Secondly, the negative of W V − I is displayed. This is because a positive element at i, j in W V actually represents a negative contribution of phone j to the enhanced posterior of phone i, due to the fact that W V multiplies log-posteriors in X. Figure 8.7 plots the values of − (W V − I ) using W obtained after ten CG iterations on the 10 hour training set, while Figure 8.8 shows the final values after fifty iterations. The plots are Hinton diagrams [64], where a white or black box is used to represent a positive or negative value, respectively, and the area of the box is proportional to the magnitude of the value. Each element corresponds to the weight applied to
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Enhanced phone



Contributing phone aa ae ah ao aw ax ay eh en er ey ih iy ow oy uh uw b d dh g k p t th ch f jh s sh v z zh hh l r w wh y m n nx pau



aa ae ah ao aw ax ay eh en er ey ih iy ow oy uh uw b d dh g k p t th ch f jh s sh v z zh hh l



r w wh y m n nxpau



Figure 8.7: Values of I − W V , where W is learned after 10 CG iterations (using an uncompressed index, i.e. M = N), visualised as a Hinton diagram. A white or black box represents a positive or negative value, respectively, with an area proportional to the magnitude of the value, and comparable with Figure 8.8. The largest box in this figure represents an absolute value of 0.009816.



178



8.5 Experimental results



Contributing phone



Enhanced phone



aa ae ah ao aw ax ay eh en er ey ih iy ow oy uh uw b d dh g k p t th ch f jh s sh v z zh hh l



r w wh y m n nxpau



aa ae ah ao aw ax ay eh en er ey ih iy ow oy uh uw b d dh g k p t th ch f jh s sh v z zh hh l r w wh y m n nx pau



Figure 8.8: Values of I − W V , where W is learned after 50 CG iterations (using an uncompressed index, i.e. M = N), visualised as a Hinton diagram. A white or black box represents a positive or negative value, respectively, with an area proportional to the magnitude of the value, and comparable with Figure 8.7. The largest box in this figure represents an absolute value of 0.023752.



8.5 Experimental results



179



Phone



µ (×10−3 )



s2 (×10−5 )



Phone



µ (×10−3 )



s2 (×10−5 )



ax ih s t l m ae r dh n ay g ow ao iy b eh er k p f ah



3.01 -1.36 1.35 -1.93 -0.41 1.41 -4.56 -0.84 0.69 -2.21 -3.89 1.40 -0.15 0.80 -1.86 2.75 -0.85 0.09 -1.45 2.25 1.26 -2.94



7.45 5.49 5.08 4.68 3.06 2.43 2.10 2.07 1.85 1.71 1.49 1.37 1.35 1.33 1.29 1.22 1.19 1.16 1.15 1.02 0.96 0.90



d aa uw ey jh th z aw pau v ch sh w y hh nx uh wh oy zh en



-1.73 -0.50 1.48 -2.42 4.02 5.55 1.53 -5.48 -3.93 1.79 0.97 2.80 1.57 -2.35 0.04 -0.74 3.28 1.70 -1.47 1.21 0.10



0.78 0.77 0.77 0.75 0.73 0.71 0.59 0.59 0.50 0.50 0.39 0.36 0.24 0.23 0.17 0.15 0.12 0.05 0.03 0.03 0.00



Table 8.6: The mean (µ) and sample variance (s2 ) of the rows of I − W V (Figure 8.8), sorted in order of descending variance. Each row is identified by the phone for which the corresponding weights create enhanced posteriors (Phone). the posterior-feature of a contributing phone when calculating the enhanced posteriorfeature of another phone (enhanced phone). The rows and columns of the matrix are grouped according to broad phonetic classes (vowels, stops, fricatives, liquids/glides, nasals, and pause). Figure 8.7 exposes the nature of the early adjustments made to W during the first ten CG iterations. At this point, there is clearly a strong correlation among the values within each row of the transformation. Thus it seems that the early phase of gradient descent seems to learn a transformation that emphasises or de-emphasises certain phones at the output. One possible explanation for this is that the algorithm is effectively introducing biases for certain phones that tend to result in an increase in FOM.
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Figure 8.8 displays the corresponding values of the transformation after fifty CG iterations. Compared to Figure 8.7, the transformation now seems to be modeling specific relationships between input and output phones that are important for STD. Whereas most of the variation in Figure 8.7 was seen to occur across different rows, in Figure 8.8 it is clear that the variance within rows has increased. Table 8.6 reports the mean and variance of the values within each row of the matrix displayed in Figure 8.8. It is evident that the values within some rows vary more than others. For example, the row of weights contributing to the phone ax has the highest variance, whereas the row corresponding to the phone en has the lowest variance. This is visually apparent in Figure 8.8, where the row corresponding to the phone ax is populated with relatively large negative and positive values, whereas for the phone en the values hardly vary at all. It could be said that the higher the variance of a row, the more different the corresponding phone’s enhanced posteriors are to its original posterior-features. Thus, it seems that some phones in particular are more greatly enhanced than others, by using the gradient descent algorithm described in this chapter.



8.5.7



Effect of additional training data



As described in Section 8.5.1, the training set used in all of the experiments above consists of 10 hours of speech and 400 eight-phone search terms with 1041 occurrences. This section introduces an alternative, larger training set that differs from the first only in its size, that is, the amount of audio and number of training terms. This second, larger training set consists of 45 hours of speech and 1059 eight-phone search terms with 4472 occurrences. In this section, the gradient descent algorithm described in Section 8.4.2 is separately performed using this larger training set, and results are presented here in order to test whether or not improved performance is achieved by using this increased amount of training data. Figure 8.9 shows that the gradient descent algorithm again appears to be successfully approaching a local maximum of − f , as was the case on the original training set.
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Figure 8.9: Figure of Merit (FOM) achieved by using the weights, W , obtained after each conjugate gradient descent iteration on either the 10 hour training set or the 45 hour training set
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Figure 8.10: Figure of Merit (FOM) achieved when searching for held-out (Eval) terms and audio, with the weights obtained after each gradient descent iteration using either the 10 hour training set or the 45 hour training set
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10 hour training set 45 hour training set



Training set (FOM) Initial Max



Eval. set (FOM) Initial Max



0.569 0.607



0.547 0.547



0.703 (+24%) 0.713 (+18%)



0.606 (+11%) 0.617 (+13%)



Table 8.7: Figure of Merit (FOM) achieved on training and evaluation sets when gradient descent is performed on either the 10 hour training set or the 45 hour training set Figure 8.10 and Table 8.7 show that when the learned weights are applied to unseen data, a greater improvement is indeed observed when the weights have been trained on the larger training set. In particular, within the first fifty CG iterations, the relative FOM improvement on the evaluation set is now 13%, up from 11%, simply by using a larger training set. This improvement may be due to the use of either the larger amount of training audio, or the use of a greater variety of training search terms, and further investigation is warranted in future work to determine which aspect is more important. Nevertheless, these results suggest that using the presented technique with even greater amounts of training data may well give even greater improvements in FOM. For practical reasons, techniques for reducing the computational complexity of training should be investigated in future work. In particular, (8.6) is a sum over pairs of samples, and thus scales quadratically with the amount of training data. It should be possible in future to incorporate approximate gradient computation techniques similar to those presented in [59], which approximate the gradient of a similar objective function in linear time. This should provide the opportunity to apply this technique to a much larger training data set. The results presented in this section suggest that this may lead to even greater improvements in FOM for held-out data.
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Summary



This chapter proposed a novel technique for direct optimisation of the Figure of Merit for phonetic spoken term detection. A simple linear model was introduced to transform the phone log-posterior probabilities output by a phone classifier to produce enhanced log-posterior features that are more suitable for the STD task. Direct optimisation of the FOM was performed by training the parameters of this model using a nonlinear gradient descent algorithm. The resulting system offers substantial improvements over the baseline that uses logposterior probabilities directly. Using a training set with 10 hours of audio led to a relative FOM improvement of 11% on held-out evaluation data, demonstrating the generalisability of the approach. Results also showed that the technique substantially reduces the cost of index compression, in terms of FOM, compared to the baseline system. For example, using the technique can provide for an index compression factor of about 0.6 as well as a 5% relative FOM increase over the baseline. This chapter also presented an analysis of the linear model obtained as a result of the described training algorithm. This analysis suggested that the linear model was able to improve FOM by introducing positive or negative biases for particular phones, and also by modeling relationships between input posterior-features and enhanced posterior-features, that were sufficiently generalisable to lead to the observed improvements in FOM on held-out data. Additionally, results demonstrated that using a larger data set for training the linear model results in even greater FOM improvements. This suggests that using additional training data may improve FOM even further. The computational complexity of training should be able to be reduced in future work by incorporating approximate gradient computation techniques similar to those presented in [59]. This should improve the feasibility of utilising larger training data sets for FOM optimisation using gradient descent.
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8.6 Summary



While a simple nonlinear gradient descent algorithm was used to train the parameters of the linear model, future work could include further development of the algorithm to improve the convergence rate. This chapter demonstrated the use of a simple, context-independent linear model to create enhanced posterior-features from a matrix of phone log-posteriors. Future work could investigate instead modeling a temporal context of log-posteriors, or even incorporating the parameters of the neural networkbased phone classifier in the optimisation process, which is expected to yield further improvements.



Chapter 9



Comparison of phonetic STD approaches



9.1



Introduction



Thus far, this thesis has made contributions within two broad themes of phonetic spoken term detection. That is, firstly, accommodating phone recognition errors and secondly, modelling uncertainty by indexing probabilistic scores. Contributions have been made within these two areas by improving baseline systems that utilise two separate approaches to STD, that is, a Dynamic Match Lattice Spotting system and a phone posterior-feature matrix system, respectively. In this chapter, we now consider both approaches and compare the best systems that incorporate the novel techniques developed throughout this thesis. Various system characteristics are reported and compared, such as indexing speed, index size, search speed and accuracy. We also give examples of the kinds of applications that might be most relevant to each approach, and discuss some avenues for future work to combine the respective strengths of each system.
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9.2



9.2 Systems to be compared



Systems to be compared



Two main approaches to phonetic STD are compared here, that of Dynamic Match Lattice Spotting (DMLS) and that of search in a phone posterior-feature matrix. For DMLS, the system considered here incorporates the techniques found to provide the best performance in Chapters 4 and 5, that is, Minimum Edit Distance scoring allowing for substitution, insertion and deletion errors in the hyper-sequence and sequence databases, with phone-dependent costs trained from a confusion matrix. Also, decoding utilises tri-phone acoustic modelling, and 4-gram word-level language modelling, which was found to provide for the best spoken term detection accuracy in Chapter 6. Likewise, the posterior-feature matrix system considered here is that which was found to provide the best accuracy, according to the experiments of Chapter 7. That is, a logarithm is used to transform the posterior probabilities to create the posterior-feature matrix, and all dimensions of the matrix are retained. The results of using either approach are compared in the following section, by reporting indexing speed and size, as well as search speed and accuracy for 4-phone, 6-phone and 8-phone terms. In addition, the following section reports the results of search for 8-phone terms in a matrix of enhanced posterior-features, by utilising the novel techniques presented in Chapter 8. In this case, the large 45 hour training data set described in Chapter 8 is used to learn and apply a transformation of the posteriorfeature matrix to maximise the Figure of Merit.



9.3



Comparison of system performance



This chapter aims to provide a brief, overall comparative summary of the performance of the DMLS and posterior-feature matrix STD systems developed in this thesis. This section thus provides a summary of system performance metrics relating to the two phases of STD processing, that is, indexing and search. The results refer to the pro-
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STD approach



Indexing speed (xSRT)



DMLS Posterior-feature matrix



6.03 0.08
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Seq./Sec.



Index size Floats/Sec.



KB/Sec.



94 N/A



N/A 4300



5 18



Table 9.1: Indexing performance. Speed is reported in terms of the real-time factor (times slower than real-time, xSRT), while index size is reported as the number of phone sequences stored (Seq./Sec.), the number of floating-point numbers stored (Floats/Sec.) or the number of kilobytes occupied, per second of indexed audio. cessing of the evaluation data set utilised throughout this thesis, that is, a subset of the Fisher conversational telephone speech corpus.



9.3.1



Indexing



Table 9.1 shows that the indexing phase for the DMLS system takes much longer than that of the posterior-feature matrix system. This is because indexing for DMLS involves the computationally expensive process of decoding the speech using tri-phone Hidden Markov Model’s and an n-gram language model, whereas the posteriorfeature matrix system uses a relatively fast neural network-based phone classifier to quickly produce a matrix of phone posterior-features. It is also evident from Table 9.1 that the space required to store the index, in terms of kilobytes per second (KB/Sec.), is smaller when using the DMLS approach. This is, however, specific to our current system implementations, and smaller or larger index sizes may be observed if alternative data structures are used for indexing. For this reason, two further indications of index size are reported in Table 9.1, to give an indication of what actually needs to be stored in the index for each approach. That is, the number of 10-phone sequences stored per second in the sequence database (SDB) is reported for the DMLS system, while the number of values stored in the posteriorfeature matrix per second of audio is reported for the posterior-feature matrix system. In the current implementation, the DMLS index occupies less disk space because it comprises only the sequence (SDB) and hyper-sequence databases (HSDB), which
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9.3 Comparison of system performance STD approach



Phone recognition accuracy



DMLS Posterior-feature matrix



70.4% 45.9%



Table 9.2: Phone recognition accuracy achieved by using either: decoding with HMM acoustic models and word language model for DMLS indexing, or open-loop decoding using the scores in a posterior-feature matrix. contain discrete phone sequences in a compact look-up structure. On the other hand, the posterior-feature matrix system indexes a 43-dimensional vector of real numbers for every 10 millisecond frame of audio. If desired, however, this index size could be reduced at the cost of a small loss in FOM, by using the index compression technique as demonstrated in Chapter 8. Table 9.2 compares the phone recognition accuracy related to the indexing processes of the two approaches. This is reported to reflect on the comparative quality of the indexes that are utilised during search. Firstly, as DMLS indexes phone sequences, the phone recognition accuracy of decoding is reported here to give an indication of the accuracy of these indexed phone sequences. Note that with DMLS, a word language model is used during decoding and, as discussed previously in Section 6.3.3, this is responsible for increasing the phone recognition accuracy substantially from 45.3% up to the 70.4% reported in Table 9.2. On the other hand, the posterior-feature matrix system uses a neural network-based phone classifier to create a phone posterior matrix and, as described in Section 7.4, this matrix can then be used as the basis for performing phone recognition through open-loop Viterbi decoding. The resulting phone recognition accuracy thus achieved without using a language model is reported in Table 9.2, which is appropriate in this case because no language modelling is used during indexing or search. These results show us that the language modelling used in the process of indexing for DMLS leads to substantially increased phone recognition accuracy compared to using open-loop decoding with a posterior-feature matrix. This can be expected to influence the relative STD accuracy achieved by the two systems, which is discussed in the following section.
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STD approach



Search speed (hrs/CPU-sec)



Figure of Merit



DMLS Posterior-feature matrix



234 1.7



0.404 0.296



STD approach



Search speed (hrs/CPU-sec)



Figure of Merit



DMLS Posterior-feature matrix



59 1.0



0.656 0.458



STD approach



Search speed (hrs/CPU-sec)



Figure of Merit



DMLS Posterior-feature matrix Enhanced posterior-feature matrix



62 0.9 0.8



0.762 0.547 0.617



(a) 4-phone terms



(b) 6-phone terms



(c) 8-phone terms



Table 9.3: Searching performance for terms of various phone lengths, in terms of speed (hours of speech searched per CPU-second per search term, hrs/CPU-sec) and STD accuracy, measured by the Figure of Merit.



9.3.2



Search



A brief comparison is provided here of the performance of the searching phase, for DMLS and posterior-feature matrix approaches. First, we consider the relative search speeds achieved by each system. As in all previous experiments, this is quantified by the number of hours of speech searched, per second of CPU processing time per search term. For example, if search for 400 different terms in 1 hour of speech takes 400 CPUseconds in total, the corresponding search speed is 1 hr/CPU-sec. From Table 9.3, search in the posterior-feature matrix is more than an order of magnitude slower than DMLS search in the hyper-sequence and sequence databases. This is not surprising, as search in a posterior-feature matrix requires Viterbi decoding and the calculation of a log-likelihood ratio for each term in each frame of audio, as opposed to the DMLS approach of retrieving pre-decoded phone sequences from the database. Even though
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9.3 Comparison of system performance



STD approach



DMLS Enhanced posterior-feature matrix



FOM (for certain terms) All Very Low High Very low prob. prob. high prob. prob. 0.762 0.660 0.795 0.765 0.828 0.617 0.669 0.544 0.649 0.604



Table 9.4: A comparison of the Figure of Merit (FOM) achieved for 8-phone terms, by using either the DMLS or enhanced posterior-feature matrix system. The overall term-weighted FOM is reported (All), as well as the FOM evaluated for terms divided into four groups, according to the relative probability of their pronunciation given the word language model. DMLS search does require the calculation of Minimum Edit Distance’s between target and indexed sequences, this is performed only once for each unique sequence in the database. In combination with other simple optimisations and by taking advantage of the hierarchical structure of the database, as described in Chapter 5, search using the current implementation of the DMLS system is evidently much less computationally expensive. Table 9.3 also presents a comparison of the accuracy achieved by using each approach. For all results, STD accuracy is quantified by the Figure of Merit (FOM) as defined in Section 8.3, that is, the term-weighted average detection rate over all operating points between 0 and 10 false alarms per term per hour. It can be seen that using the DMLS system results in a higher overall Figure of Merit than the posterior-feature matrix system for all search term lengths. When searching for 8-phone terms in an enhanced posterior-feature matrix, the FOM falls 19% short of that achieved using DMLS (0.617 compared to 0.762). Although the DMLS system results in better overall term-average FOM, the use of a word language model during indexing for DMLS was shown in Section 6.3 to cause a correlation between the FOM for particular terms and those terms’ language model probabilities. Specifically, as shown in Table 9.4, while the overall FOM for the set of all 8-phone evaluation terms is found to be 0.762 by using DMLS, the FOM for terms with a very low word language model probability is much lower, at 0.660. In com-
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parison, as Table 9.4 shows, the FOM for these same terms using the posterior-feature matrix system is 0.669. There is thus no FOM advantage for the DMLS system over the posterior-feature matrix system when searching for these terms with the lowest language model probabilities. These results suggest that, for applications where search terms are expected to have low word language model probability, for example rare or foreign words or proper nouns, the posterior-feature matrix system can be expected to provide for a Figure of Merit comparable to that possible by using DMLS. Conversely, for terms with very high language model probabilities, DMLS excels compared to the posterior-feature matrix system, providing for a FOM of 0.828 compared to 0.604.



9.4



Potential applications



Spoken term detection is an application-driven task, in that different applications will have different requirements and, therefore, the spoken term detection systems that are best suited to fit each application may very well use different approaches. Reflecting on the two approaches to phonetic STD that have been the focus of this thesis, both indeed have strengths and weaknesses that will likely influence the kind of applications to which each will be most suited. For example, results have shown that the posterior-feature matrix approach allows for much faster indexing but much slower search. The ability to quickly index speech should make this approach particularly suitable for applications where there is one or more constant incoming streams of data to be indexed on an ongoing basis. The slower search speed makes the approach less suited to repetitive search in large, archived speech collections. However, this may not be an issue for applications that involve searching in any subset of the data relatively few times, including, for example, those focused toward ongoing monitoring of recently collected speech or search for a stable set of search terms. On the other hand, the DMLS approach might better suit the needs of an application
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9.5 Opportunities for future work



where a large amount of data is available at once, and there is to be many repeated searches for various terms on the same data. In this case, it is likely that the faster search speed of the DMLS approach would be desirable. Of course, the other difference between the two systems under investigation is the improved accuracy observed when using DMLS. This is largely made possible by the use of word language modelling during DMLS indexing, however, one of the caveats of using a word language model in this case is that it requires the availability of appropriate transcribed training data. This is generally not a problem for the English conversational telephone speech used in these experiments, however, for applications in under-resourced languages and domains, training of a high quality word language model may not be possible, and this can be expected to diminish the accuracy advantage of DMLS over the posterior-feature matrix system. Furthermore, as mentioned in the previous section, the use of the word language model does not improve accuracy for terms with a very low word language model probability, so there may likewise be less accuracy advantage observed of DMLS over the posterior-feature matrix system for applications where most search terms are expected to have a low language model probability, for example rare or foreign words or proper nouns.



9.5



Opportunities for future work



Given that the two approaches discussed above differ in some significant aspects, it is worthwhile to investigate methods to combine the strengths of the approaches in future work. The current implementation of the posterior-feature matrix system uses a phone classification front-end that does not incorporate any n-gram language modelling techniques. On the other hand, the DMLS system does use language modelling during indexing, which improves performance both in terms of phone recognition accuracy as reported in Table 9.2 and, more importantly, in terms of the overall Figure of Merit as discussed previously in Section 6.3. Thus, it is clear that language modelling represents one of the strengths of the DMLS approach. Therefore, future work should
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investigate how to incorporate language modelling in the posterior-feature matrix approach. This is not necessarily straightforward, as language modelling is traditionally applied in the process of decoding speech, that is, creating a transcription or lattices of lexical units from the speech data, and this is not currently part of the indexing or search phases of the posterior-feature matrix approach. It may be possible to apply the ideas of [38], which aims to incorporate lexical knowledge by re-scoring phone posteriors using a second neural network classifier with a longer temporal context. However, it remains to be seen whether this approach would be able to capture and utilise, for STD, the same degree of lexical knowledge as the n-gram language model currently used for DMLS indexing. Alternatively, it may be possible to incorporate language modelling in the search phase during Viterbi search. Currently, this process involves calculating the log-likelihood ratio confidence score for the search term at each time instant. The challenge here may be to develop a new confidence scoring technique to allow language modelling information to be incorporated in addition to the acoustic information currently used alone. There are also strengths particular to the posterior-feature matrix system. Firstly, this system utilises probabilistic acoustic scores, that is, phone posteriors, for confidence scoring, as opposed to the phone sequence edit distances used for scoring in DMLS. Furthermore, the posterior-feature matrix approach can take advantage of the novel techniques presented in Chapter 8 to discriminatively optimise the system to maximise the Figure of Merit. In future work, it would therefore be worthwhile to investigate methods for incorporating probabilistic acoustic scoring in DMLS search, and even investigate whether the parameters of the DMLS indexing and/or searching phases can be trained to directly maximise STD accuracy, as was accomplished in this work for the posterior-feature matrix system in Chapter 8.
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9.6



9.6 Summary



Summary



In the previous chapters of this thesis, the state-of-the-art in phonetic STD has been advanced in two separate themes: firstly, accommodating phone recognition errors and secondly, modelling uncertainty by indexing probabilistic scores. The contributions within each theme have been developed by each focusing on a separate STD approach, that is, using a Dynamic Match Lattice Spotting system or a phone posteriorfeature matrix system, respectively. This chapter brought together the two approaches for a comparison of their performance in both the indexing and searching phases of processing for spoken term detection. Results showed that DMLS has slower indexing, as it involves decoding phone sequences, however, this subsequently leads to faster search, as search in an index of pre-decoded phone sequences was found to be much faster than search in a posterior-feature matrix. The DMLS approach also achieved a higher overall Figure of Merit, largely because of its ability to utilise language modelling during decoding. However, compared to search in an enhanced posterior-feature matrix, this advantage was lost for search terms with a low word language model probability. Potential applications that are particularly suited to the use of either approach were then suggested. In particular, the faster search of DMLS should be attractive for searching in large archives of speech. On the other hand, for applications that require fast indexing, for example those involving ongoing data collection and ongoing search in recently collected data, it was suggested that the posterior feature matrix system may represent a better solution. While the two approaches in some ways represent opposite extremes, it was mentioned that useful further developments should be possible in future work by aiming to combine the strengths of each approach. In particular, future work should investigate how to incorporate language modelling in the posterior-feature matrix approach, and investigate whether the parameters of the DMLS indexing and/or searching phases can be trained to directly maximise STD accuracy, as was accomplished in



9.6 Summary this work for the posterior-feature matrix system in Chapter 8.
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9.6 Summary



Chapter 10



Conclusions and future directions



10.1



Introduction



This chapter summarises the contributions made in this thesis and suggests a number of promising future research directions identified as a result of this research program. The central aim of this thesis was to examine and develop techniques to advance the state-of-the-art in phonetic spoken term detection, for a wide range of potential applications where fast indexing and search speed are important as well as accuracy. Within this scope, the summary below is provided with respect to the two main research themes addressed in this work, as previously identified in Chapter 1.



10.2



Accommodating phone recognition errors



Chapter 2 first showed that directly searching in phone lattices provided limited spoken term detection accuracy due to an inability to accommodate phone recognition errors. To this end, a state-of-the-art system was employed, referred to as Dynamic Match Lattice Spotting (DMLS), that addressed this problem by using approximate phone sequence matching. Extensive experimentation on the use of DMLS was then
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10.2 Accommodating phone recognition errors



carried out in Chapters 3 to 6, including the development of a number of novel enhancements to provide for faster indexing, faster search, and improved accuracy. The following major contributions advance the state-of-the-art in phonetic STD and improve the utility of such systems in a wide range of applications.



10.2.1



Original contributions



1. This work presented experiments that confirmed that phonetic spoken term detection accuracy could be improved by accommodating phone recognition errors using Dynamic Match Lattice Spotting (DMLS). The Figure of Merit (FOM) was improved by using a very simple phone error cost model that allowed for certain phone substitutions based on a small set of heuristic rules. 2. Novel data-driven methods were then proposed for deriving phone substitution costs, which were shown to further improve STD accuracy using DMLS. These methods were based on either statistics generated from a phone recognition confusion matrix, the estimated divergence between phone acoustic models or confusions in a phone lattice. A comparison of these techniques showed that training costs from a phone confusion matrix provided for the best STD accuracy in terms of the FOM, outperforming both the use of heuristic rules and costs trained directly from acoustic model likelihood statistics. 3. A novel technique was proposed to train costs for phone insertion and deletion errors from a phone confusion matrix. Results verified that accommodating all three error types during DMLS search was especially useful for improving the accuracy of search for longer terms. 4. A new method was presented that drastically increased the speed of DMLS search. An initial search phase in a broad-class database was used to constrain search to a small subset of the index, thereby reducing the computation required compared to an exhaustive search. Experimental results showed that search speed was increased by at least an order of magnitude using this technique, with
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no resulting loss in search accuracy, in terms of the Figure of Merit. 5. The effects of using simpler context-independent modelling during phone decoding were investigated, in terms of the indexing speed, search speed and accuracy achieved using DMLS. Results showed that the use of a contextindependent model allowed for much faster indexing than a context-dependent model. However, in this case a more pronounced drop-off in accuracy was observed when more restrictive search configurations were used to obtain higher search speeds. These results highlighted the need to consider the trade-off between STD system performance characteristics - in this case, the observed tradeoff was between indexing speed, search speed and search accuracy. Overall, experiments demonstrated how the speed of indexing for DMLS could be increased by 1800% while the loss in the Figure of Merit (FOM) was minimised to between 20-40% for search terms of lengths between 4 and 8 phones. 6. The effects of using language modelling during decoding were explored for DMLS. The use of various n-gram language models during decoding was trialled, including phonotactic, syllable and word-level language models. Results showed that word-level language modelling could be used to create an improved index for DMLS spoken term detection, resulting in a 14-25% relative improvement in the overall Figure of Merit. However, analysis showed that the use of language modelling could be unhelpful or even disadvantageous for terms with a low language model probability, which may include, for example, proper nouns and rare or foreign words.



10.2.2



Future directions



In the experiments of this work, the confidence scores produced by DMLS search were defined by the Minimum Edit Distance (MED) between the target and indexed phone sequences. There remains an opportunity to explore alternative confidence scoring techniques in future work, that incorporate further sources of information. For exam-
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10.3 Modelling uncertainty with probabilistic scores



ple, the posterior probability of a particular phone sequence can be estimated from the acoustic and language model scores stored in the initial phone lattices. It may be possible to incorporate this information in DMLS search to improve STD accuracy, if a suitable confidence scoring technique is developed that is able to successfully fuse this information with the Minimum Edit Distance for a particular pair of target and indexed phone sequences. This would allow for differentiation between occurrences of the same phone sequence but with different posterior probabilities, which may lead to improved spoken term detection accuracy. A further opportunity for future work is to investigate discriminative training techniques for a DMLS system. Currently, DMLS indexing involves using a phone recogniser that is trained to maximise phone recognition accuracy, and searching uses a phone error cost model that is trained to estimate the probability of phone error. In contrast, future work should investigate whether the associated parameters of the DMLS indexing and/or searching phases could instead be trained to directly maximise STD accuracy, as was accomplished in this work for the posterior-feature matrix system in Chapter 8.



10.3



Modelling uncertainty with probabilistic scores



Chapters 7 to 9 investigated an alternative approach to phonetic STD, involving the use of an index not of discrete phone instances, but rather of probabilistic acoustic scores of these phones. In contrast to DMLS, the idea here was to conceptually move the index back a step so that it represented the output of a slightly earlier stage of the phone recognition process, that is, a stage that resulted in indexing probabilistic acoustic scores for each phone label at each time instant. In effect, rather than modelling uncertainty by using a phone error cost model during search as in the case of DMLS, this uncertainty was instead captured in the index in the form of a posteriorfeature matrix.
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A state-of-the-art posterior-feature matrix system was first described in Chapter 7, and its use for STD was explored with several experiments on spontaneous conversational telephone speech. A novel technique and framework was then proposed in Chapter 8 for discriminatively training such a system to directly maximise the Figure of Merit, with results demonstrating substantial gains in the Figure of Merit for held-out data. Finally, the performance of this posterior-feature matrix system was contrasted to that of the DMLS approach in Chapter 9. These novel experiments and new techniques are summarised below, and represent significant contributions to the field of phonetic spoken term detection.



10.3.1



Original contributions



1. Experiments on spontaneous conversational telephone speech were presented in Chapter 7 to demonstrate how an index can be created from the output of a neural network-based phone classifier, to create a phone posterior-feature matrix suitable for STD search. 2. A new technique was proposed for index compression of a posterior-feature matrix for STD, by discarding low-energy dimensions determined by principal component analysis (PCA). Results showed that retaining the dimensions of low-energy is beneficial for STD, as maximum accuracy was achieved by retaining all dimensions. Nonetheless, the technique may be useful for applications where index compression is desirable, at the cost of trading off STD accuracy. 3. Chapter 8 then proposed a novel technique for discriminatively training a posterior-feature matrix STD system to directly maximise the Figure of Merit. This technique provided substantial relative gains in the Figure of Merit of up to 13% for search in held-out data. In developing this technique, the following contributions were made: (a) A suitable objective function for discriminative training was proposed, by deriving a continuously differentiable approximation to the Figure of Merit.
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10.3 Modelling uncertainty with probabilistic scores (b) The use of a simple linear model was proposed to transform the phone logposterior probabilities output by a phone classifier. This work proposed to train this transform to produce enhanced posterior-features more suitable for the STD task. (c) A method was proposed for learning the transform that maximises the objective function on a training data set, using a nonlinear gradient descent algorithm. Experiments verified that the algorithm learnt a transform that substantially improved FOM on the training data set. (d) Experiments tested the ability of the learned transform to generalise to unseen terms and/or audio. Results showed that using the transform provided a relative FOM improvement of up to 13% when applied to search for unseen terms in held-out audio. (e) As mentioned previously, a technique was proposed for index compression by discarding low-energy dimensions of the posterior-feature matrix. This approach was empirically found to be particularly useful in conjunction with the proposed optimisation procedure, allowing for substantial index compression in addition to an overall gain in the Figure of Merit. Experiments showed that a 0.6 compression factor, for example, could be achieved as well as a 5% relative FOM increase over the baseline. (f) A brief analysis was presented of the values of the transform learnt using the proposed technique. This analysis suggested that the transform introduced positive or negative biases for particular phones, as well as modelling subtle relationships between input posterior-features and enhanced posterior-features, which were sufficiently generalisable to lead to the observed improvements in FOM for held-out data. (g) Analysis was presented of the effect of using the FOM optimisation procedure on phone recognition accuracy. Results showed that FOM was increased at the expense of decreasing phone recognition accuracy. The observed increases in FOM were, therefore, not due to the transformed posteriors simply being more accurate, but due to the transform capturing infor-
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mation that was specifically important for maximising FOM. (h) Using a larger data set for training the linear transform was shown to result in larger FOM improvements. Specifically, while using 10 hours of training audio provided an 11% FOM improvement, using 45 hours extended this advantage to 13%. These results suggest that using additional training data may indeed improve FOM even further. 4. Finally, a comparison was made in Chapter 9 between the DMLS and posteriorfeature matrix approaches, in terms of the performance of both the indexing and searching phases, for search in spontaneous conversational telephone speech. Experimental results showed that each approach is likely to be particularly suited for use in potential applications with contrasting requirements. In particular, the use of DMLS allowed for faster search, which should make it attractive for searching in large, static archives of speech, while using the posterior-feature matrix system, on the other hand, would especially suit applications requiring fast indexing. The Figure of Merit achieved using the enhanced posterior-feature matrix system was 19% less than that achieved using DMLS, when searching for 8-phone terms. For those terms with a very low language model probability, however, the achieved Figure of Merit was very similar across both systems.



10.3.2



Future directions



In this work, the implementation of the posterior-feature matrix system used a phone classification front-end that did not incorporate any language modelling techniques. On the other hand, the DMLS system did make use of language modelling during indexing, which was shown in Chapter 6 to improve the overall Figure of Merit. Therefore, as discussed in Chapter 9, future work should investigate how to incorporate language modelling in the posterior-feature matrix approach, for example, by developing new confidence scoring techniques that can utilise this linguistic knowledge in order to further improve accuracy.
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10.4 Summary



There are also a number of avenues for further development of the FOM optimisation framework proposed in Chapter 8. A fairly simple nonlinear gradient descent algorithm was used to learn the parameters of the optimal transform. Future work could include further development of the algorithm to improve the convergence rate, which would make the training process faster, and would also be important for facilitating the use of larger training data sets, which may provide further accuracy improvements. For generating the enhanced posterior-feature matrix from the phone log-posteriors, a simple, context-independent linear transform was used in this work. Future research should investigate alternative transformations, for example, by modelling a temporal context of log-posteriors, or even incorporating the parameters of the neural networkbased phone classifier in the optimisation process, which is expected to yield further improvements in spoken term detection accuracy.



10.4



Summary



The overall aim of this thesis was to examine and develop techniques to advance the state-of-the-art in phonetic spoken term detection. Within this scope, novel contributions were made within two research themes, that is, accommodating phone recognition errors and, secondly, modelling uncertainty with probabilistic scores. A state-of-the-art Dynamic Match Lattice Spotting (DMLS) system was used to address the problem of accommodating phone recognition errors by using approximate phone sequence matching. Extensive experimentation on the use of DMLS was then carried out in Chapters 3 to 6, including the development of a number of novel enhancements, to provide for faster indexing, faster search, and improved accuracy. Firstly, a novel comparison of methods for deriving a phone error cost model was presented, in order to improve STD accuracy. A method was presented for drastically increasing the speed of DMLS search, with novel experiments demonstrating that,
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using this technique, search speed was increased by at least an order of magnitude with no loss in search accuracy. An investigation was then presented of the effects of increasing indexing speed on DMLS, by using simpler modelling during phone decoding. In this case, results highlighted a trade-off between indexing speed, search speed and search accuracy. A novel approach to improving the accuracy of indexing for DMLS was proposed, by using language modelling during decoding. A 14-25% relative improvement in the overall Figure of Merit was thus achieved through the novel proposal to use word-level language modelling for DMLS spoken term detection. Analysis highlighted, however, that this use of language modelling could be unhelpful or even disadvantageous for terms with a very low language model probability. Chapters 7 to 9 investigated an alternative approach to phonetic STD, involving the use of an index not of discrete phone instances, but rather of probabilistic acoustic scores of these phones. In this way, the uncertainty involved during indexing was captured in the index in the form of a posterior-feature matrix, and this was exploited at search time. A state-of-the-art posterior-feature matrix STD system was described in Chapter 7, and its use for STD was explored through several experiments on spontaneous conversational telephone speech. A novel technique and framework was then proposed in Chapter 8 for discriminatively training such a system to directly maximise the Figure of Merit, with results demonstrating substantial gains in the Figure of Merit for held-out data. The framework was also found to be particularly useful for index compression in conjunction with the proposed optimisation technique, providing for a substantial index compression factor in addition to an overall gain in the Figure of Merit. Finally, Chapter 9 compared the performance of the posterior-feature matrix system to that of the DMLS approach, highlighting, for example, the contrast between the faster search speed of DMLS and the faster indexing made possible by the use of the posterior-feature matrix system.
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10.4 Summary



Together, these contributions significantly advance the state-of-the-art in phonetic STD, by improving the utility of such systems in a wide range of applications. While this thesis focused on STD systems using phone-level indexing and searching, there is also active ongoing research in word-level STD, as well as the fusion of these complementary approaches to improve search accuracy. Future work could investigate utilising the techniques developed for phonetic STD in this thesis, for fusion with word-level approaches within the much broader scope of audio mining in general.
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Appendix A



List of English phones The list of phones in Table A.1 are used throughout this work for acoustic and phonotactic language modelling, as well as for all spoken term detection indexing and search experiments.



aa ae ah ao aw ax ay



b ch d dh eh en er



ey f g hh ih iy jh



k l m n nx ow oy



p r s sh t th uh



uw v w wh y z zh



Table A.1: List of English phones used throughout this work
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List of evaluation search terms Tables B.1, B.2 and B.3 list the search terms used in spoken term detection experiments throughout this work, that is, 400 search terms each with pronunciations of 4 phones, 6 phones and 8 phones, respectively.



Table B.1: The list of search terms used in spoken term detection experiments with a pronunciation consisting of 4 phones. ABOVE



DOLLAR



IRAN



PHOTO



STAYS



ACME



DOLLY



JACKIE



PICKED



STEAK



ADDING



DOORS



JIMMY



PICKS



STEAM



AFTER



DRAG



JOKES



PIGS



STEP



AGAIN



DREAM



JUICY



PISSED



STICK



AHEAD



DRIVE



JUTS



PLACE



STIFF



ALERT



DROLL



KIDS’



PLANE



STOCK



ALLEN



DROVE



KIND



PLAYER



STORE



ALLIES



DRUG



KITTEN



PLEASE



STUCK



ALSO



DUCKS



KITTY



PLUS



SUCKED



ALTHOUGH



DUMBER



KNOBS



POINT



SUCKS



AMONG



EATING



LABOR



PORCH



SUFFER
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ANNOYED



EDIT



LADDER



PORN



SUMMER



ANSWER



EIGHTEEN



LAST



POTS



TAKES



ARAB



ELAINE



LATER



PRICK



TALKED



AREN’T



EMAIL



LAWYER



PRIME



TAPED



ARMS



ENJOY



LEADS



PROUD



TEARS



ARTHUR



ENOUGH



LEARNED



PUTS



TELLS



ARTS



EVIL



LEAST



QUIT



TENT



ASIDE



FAITHS



LEAVES



QUOTE



TENTH



ASKED



FANS



LEFT



RAISED



TERROR



ASKS



FAST



LENNY



RAMS



THANK



ASSET



FATTY



LENO



RANCH



THINGS



AWAKE



FEATURE



LETS



READS



THIRDS



BANNED



FEEDS



LIKES



REDS



THOUGHTS



BERRY



FEVER



LINK



REFER



THROWN



BIKER



FILED



LISA



RELAY



TIPS



BIKES



FILM



LIST



RENEE



TITS



BIRDS



FIRST



LIVED



REST



TODAY



BITES



FISHER



LOANS



RIDDEN



TOLD



BLACK



FIST



LOBBY



RINK



TOUCHED



BLAIR



FIX



LOOKS



RIOT



TOWARD



BLEAK



FLAT



LORD



RITES



TOWNS



BLOOD



FLIES



LOUNGE



RIVER



TRAIN



BOMBS



FLIP



LUCY



ROCKY



TRAIT



BORN



FLUSH



LUMP



ROOTS



TRASH



BOTHER



FLYER



LYING



ROPED



TREES



BREAK



FOLLOW



MAJOR



ROPES



TREK



BREATHE



FOND



MAKER



ROUND



TRICK



BRED



FORT



MANNER



RULES



TRIED



BREED



FREAK



MANY



RUMOR



TRUTH



BROKE



FRESH



MARK



RUNNY



TUCKER
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BROWN



FUNNY



MARS



RUSSO



TURNED



BUELL



FURTHER



MART



RYAN



TURNS



BULB



GAINED



MATHS



SAKE



TWIN



BULK



GARRY



MIKEY



SAND



TYPES



BULLS



GEORGE



MIND



SAUDI



UNDER



BUSY



GERMS



MINE’S



SAVED



UPON



BUTTON



GIFT



MITES



SCARE



VALLEY



CALM



GIFTS



MIX



SCHOOL



VENT



CAST



GIRLS



MONEY



SCOOT



WAGER



CHANGE



GIVES



MONTH



SEND



WAIST



CHECKED



GLAD



MOST



SENSE



WAITER



CHEST



GLUED



MOTOR



SEWING



WALLS



CHILI



GOING



MOVIE



SHARED



WANNA



CHILLS



GONNA



MUMMY



SHOCKED



WANT



CITY



GOODS



NAIVE



SHOWING



WARN



CLEAN



GORGE



NAMES



SICKER



WASTE



CLEAR



GRACE



NASA



SIDES



WATER



CLOCK



GREEK



NAVY



SIGNED



WEAKER



CLOSE



GRIEF



NEEDS



SIGNS



WEARS



CLUB



GROUP



NERVES



SINCE



WEATHER



COFFEE



GYMS



NIKE



SKILL



WEEKS



COMES



HAND



NUNS



SLAP



WEEKS’



COPS



HANGS



NUTS



SLEEP



WHINED



COUNT



HAPPY



NUTTY



SLIP



WHOOPEE



COURT



HARD



OFFERED



SMALL



WILD



COWBOY



HARRY



OLDS



SMOG



WINGS



CRAP



HEALTH



ONCE



SNAP



WON’T



CRAZE



HIGHWAY



ONE’S



SOAKED



WOODY



CROWD



HIRED



ONLY



SODA



WORDS



CRUSH



HITS



OPEN



SOLES



WORLD
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CUTS



HOBBY



OTHER’S



SOLVE



WORST



CYBER



HOLES



OUTLAW



SONS



WRITER



DANES



HOMES



OWNERS



SORT



WRITTEN



DEALS



HOPS



OWNING



SOUND



YARD



DEPTH



HORSE



PARK



SOURED



YEAST



DESK



HOWELL



PAST



SPACE



YORK



DIET



HUGE



PAUL’S



SPEED



YUCKY



DOGS



IDEA



PAYING



STAGE



ZERO



Table B.2: The list of search terms used in spoken term detection experiments with a pronunciation consisting of 6 phones. ACCEPT



CONVERT



FUNDED



OPTIONS



SITCOM



ACCUSED



CORRECT



FUNDING



OTHERWISE



SIXTY



ACHILLES



COSTING



GENEVA



OUTCAST



SKATING



ADDITION



COSTLY



GORGEOUS



OUTDOORS



SKITTISH



ADJUNCT



COUPLES



GROUNDS



OVERNIGHT



SMOKERS



ADMIRED



COURSES



HABITS



OVERSEAS



SMOKING



ADVANCE



COUSINS



HANDED



PACINO



SNEEZING



AGENDA



CRASHING



HAPPENS



PAINTED



SNOWBALL



AGENTS



CRAWLING



HASN’T



PAMPERED



SOLDIERS



AGGRESSOR



CREATES



HAZARDS



PANAMA



SOMETHING



AIRLINES



CREDIT



HECTIC



PARENT



SOUNDED



ALMOST



CRISIS



HEROIN



PARKING



SPEAKING



ALREADY



CROSSES



HOLIDAY



PARTLY



SPEECHES



AMATEUR



CURRENT



HOLLOWAY



PARTNER



SPORT’S



AMAZING



DANGERS



HONESTY



PATIENCE



SPRAINED



AMUSED



DEAREST



HOSTILE



PATIENT



STABLE



ANGELS



DECADES



HUMAN



PATTERNS



STAGES
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ANYMORE



DECENT



HUMANE



PEOPLES



STAMPED



ANYTIME



DEFEND



HUNGRY



PEOPLE’S



STEREO



APPALLING



DEFENSE



HURDLES



PERCEIVED



STERILE



APPEALING



DEGRADE



ILLEGAL



PERFORM



STOMACH



ASPECT



DEGREES



IMPACT



PERFUME



STOPPING



ASPECTS



DELIVER



INSIDER



PERHAPS



STRANGE



ATTACKING



DENTAL



INSTEAD



PERIOD



STRAPPED



ATTITUDE



DEPEND



INTENSE



PERSON’S



STREETS



BACKFIRE



DESIGNS



INTERNED



PICTURES



SUCCESS



BAGHDAD



DESTROY



INTERNS



PIZZA’S



SUICIDE



BALANCE



DICTATE



INVOLVE



PLACING



SUPPORT



BANGKOK



DISPLAY



JAMAICA



PLANET



SUPREME



BANTERED



DIVORCE



JESSICA



PLENTY



SURPRISE



BARRACKS



DOCTORS



KENNEDY



PLOTTING



SURVIVOR



BEDROOM



DOCTOR’S



KNOWINGLY



POCKETS



SUZUKI



BEHEST



DOWNLOAD



KOREAN



POLAND



SWIRLING



BEHIND



DOWNTOWN



LASTED



POODLES



SYSTEM



BELIEFS



DRINKS



LAWSUITS



POTATO



TALENT



BELIEVED



DRIVERS



LICENSE



POVERTY



TALLEST



BENGAL



DRIVER’S



LIFTING



POWERFUL



TAXES



BESIDES



DRIVING



LIMITS



PRIDING



TEMPLE



BIGOTS



DROPPING



LISTED



PRIVATE



TESTING



BOARDING



EASIEST



LISTENED



PRIZES



TEXAS



BONDING



EFFECTS



LOCKHEED



PRODUCE



THINKING



BOTTLES



ELDERLY



LORETTA



PUBLIC



TOGETHER



BREAKING



EMOTION



LOTTERY



PUKING



TOMORROW



BREEDING



EMPLOYEE



LOWERING



PUMPING



TOPICS



BRIDGES



EMPLOYEES



LUCKILY



QUICKLY



TOTALLY



BRIEFLY



ENGAGED



MACHINES



QUITTING



TRADING



BRINGING



ENTREES



MADNESS



QUOTING



TRAILERS
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BRITISH



EPISODE



MANEUVER



RACCOONS



TRAINING



BUFFALO



EQUALS



MARINES



RANDOM



TRAVEL



BUILDING



EQUIPPED



MARKING



RAYMOND



TREASURES



BULLSHIT



EVENLY



MASTERS



REALIZE



TREATED



CAMERA



EVENTS



MEALTIME



REASONS



TREATING



CARDIO



EVERYDAY



MEDIUM



REGIMES



TROUBLE



CAREFUL



EXCEPT



MEETINGS



RELAX



TRUMPED



CARRYING



EXIST



MEMORY



REMAINS



TWENTY



CARSON



EXPOSE



MENTION



REMARRY



UNCOVER



CASUAL



FAITHFUL



MINUTES



REPLACE



UNFOLD



CEILINGS



FAMILIES



MISERY



RESULT



UNION



CENTERED



FAMILY



MISSOURI



RESUMES



USEFUL



CERTAINLY



FIANCEE



MIXING



REVOLVE



USUAL



CHARGES



FICTION



MODELS



RICHEST



VASTLY



CHEAPEST



FIFTIES



MONITOR



RISKING



VERBIAGE



CHEESECAKE



FILLINGS



MONSTER



ROOMMATE



VIOLIN



CHICAGO



FINALLY



MORALS



SACRED



WANTED



CHICKENED



FINALS



MORBID



SANDIA



WARFARE



CHOMPING



FINDING



MORTGAGE



SATURDAY



WASN’T



CLAIMING



FINGERS



MOUNTAINS



SAVINGS



WEAPONS



CLASSES



FOOTBALL



MUSLIM



SCHEDULE



WEDNESDAY



CLASSIC



FORBID



MUSTARD



SEASONS



WELCOME



CLIMATE



FORGET



MYSELF



SECOND



WELFARE



CLOSET



FORGIVE



NASHVILLE



SECRET



WHATNOT



COMBAT



FORMAL



NATIONS



SECURE



WHENEVER



COMBINE



FOSTERED



NINETIES



SERIOUS



WHEREVER



COMMENT



FOUNDED



NORMAL



SETTLED



WHICHEVER



COMPARE



FOURTEEN



NORTHERN



SEVENTH



WINDOWS



CONDONE



FRAGILE



NOWADAYS



SICKNESS



WONDERED



CONFESS



FREAKING



OAKLAND



SIDEKICK



WORTHWHILE
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CONNECTS



FREEWAYS



OCCUPY



SIMPLE



YANKEES



CONSCIOUS



FREEZING



OCCURRING



SIMPLY



ZEALAND



CONSOLE



FULLTIME



OFFSETS



SISTERS



ZUCCHINI



Table B.3: The list of search terms used in spoken term detection experiments with a pronunciation consisting of 8 phones. ABSTRACT



CONNECTED



FINGERNAIL



NATURALLY



REPORTING



ABSURDIST



CONNECTION



FORGOTTEN



NECESSARY



REPUBLIC



ACCEPTED



CONSISTS



FRIENDSHIP



NECESSITY



RESOURCES



ACCEPTING



CONSTANT



FRIGHTENING



NEGATIVES



RETALIATE



ACCIDENT



CONSUMERS



GEOMETRY



NEIGHBORHOODS



RETARDED



ACCOMPLISH



CONTACTS



GIRLFRIEND



NEWSCASTER



RETRIEVERS



ACQUAINTANCE



CONTAINERS



GLAMOROUS



NEWSLETTERS



RETRIEVER’S



ACTIVIST



CONTEXT



GRACELAND



OBEDIENCE



REUNION



ACTIVITY



CONTINUE



GRADUALLY



OBNOXIOUS



SACRIFICE



ADVANTAGE



CONTRACT



GROCERIES



OBSERVANT



SCARIEST



ADVERTISED



CONTRARY



GUADALUPE



OBVIOUSLY



SCRAMBLE



AFRICANS



CONTRIVED



GUARANTEED



OCCUPANT



SCRUTINY



AFTERWARDS



CONVINCED



HAMPTONS



OCCUPYING



SEPTEMBER



AGREEMENT



CORPORATE



HARBORING



OKLAHOMA



SERIOUSLY



ALBUQUERQUE



CORRUPTION



HESITANT



OLYMPICS



SEVERANCE



ALLIANCES



COSMETIC



HILARIOUS



OPINIONS



SEXUALLY



AMENABLE



CRIMINAL



HILLBILLIES



OPPOSITION



SHELTERING



AMERICAN



CRITICAL



HONORABLE



ORGANIZED



SICKNESSES



AMERICA’S



CRITICIZE



HORRENDOUS



ORIENTED



SITUATION



APHORISM



CURRENTLY



HOSPITAL



ORIGINAL



SIXTEENTH



APPRECIATE



DANGEROUS



HUMOROUS



OVERRATED



SKIRMISHES



AQUARIUM



DAVIDSON



HUSBANDS



PACIFICA



SMARTEST
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ARLINGTON



DEFENDING



HUSBAND’S



PALESTINE



SOCIETAL



ARTICLES



DEGRADING



HYDRATED



PARENTING



SOLITARY



ASSASSINATE



DELIVERY



IGNORANT



PATRIOTS



SOMEBODY’S



ASSIMILATE



DEMANDED



IMPACTED



PEDESTAL



SORORITY



ASSISTANCE



DEPENDED



IMPORTANCE



PENALIZED



SPECIFIC



ASSISTANT



DEPENDING



IMPORTANT



PENALTIES



SPRINGTIME



ASTOUNDED



DEPRESSION



IMPRESSIVE



PENTAGON



STANDARDS



ATLANTA’S



DESCRIBED



INCIDENT



PERFECTLY



STRANDED



ATTENDANCE



DETERMINES



INCLUDING



PERSONALLY



STRANGERS



ATTRACTED



DEVELOPED



INCORRECT



PETERSBURG



STRICTLY



ATTRACTION



DEVELOPER



INCREASING



PHOTOGRAPH



STRUGGLES



ATTRACTIVE



DIABETES



INDUSTRY



PLACEMENT



STUDENTS



AUTOMATIC



DICTATORS



INFANTRY



POLITICS



SUBJECTS



BABYSITTER



DIFFICULT



INFECTION



POSITIONS



SUBSCRIBE



BACKGROUND



DIMENSION



INFLUENCE



POSSESSIONS



SUBSIDIZE



BALCONIES



DIRECTLY



INSIGHTFUL



POTBELLIES



SUFFICIENT



BALTIMORE



DISABLED



INSULTED



POTENTIAL



SUGGESTED



BANKRUPT



DISAGREED



INTENTION



PREGNANT



SUGGESTION



BEAUTIFUL



DISARMING



INTEREST



PREVAILING



SUGGESTIVE



BENEFITS



DISCIPLINE



INTERNSHIP



PROACTIVE



SUPERSTAR



BLACKBALLED



DISCUSSION



INTERPRET



PROBABLY



SUPERVISED



BOOKSTORES



DISPATCHERS



INTERSTATE



PRODUCERS



SUPPORTED



BRAINWASHED



DISTRICT



INTERVIEWS



PRODUCTS



SUPPORTING



BRAINWAVES



DISTRICTS



INTRODUCE



PROFESSORS



SURPRISING



BREADWINNER



DISTURBING



INVENTION



PROFITED



SUSPICIOUS



BRILLIANT



DIVISIONS



JOURNALIST



PROGRAMMER



SWEETENERS



BUSINESSES



DONATIONS



JUSTIFIED



PROGRAMS



SYMPTOMS



CABINETS



DRAMATIC



KLINGHOFFER



PROJECTS



TARGETED



CANADIAN



DYNAMICS



LABRADOR



PROPAGATE



TECHNICAL



CANCELLING



EDUCATED



LANCASTER



PROTESTS



TELEGRAPH
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CAPITAL’S



EDUCATION



LENIENCY



PUBLICLY



TENDENCY



CAPPUCCINO



ELABORATE



LINGERING



PUREBRED



TERRORIST



CAROLINA



ELEMENTS



LITERALLY



PURIFIER



THEMSELVES



CATALOGUED



ELEVATED



LITERATURE



QUALIFIED



TOLERANCE



CELEBRATE



ELIGIBLE



LOCALIZED



QUESTIONS



TOLERANT



CEMENTED



ELIMINATE



LUDICROUS



REACTIONS



TORNADOES



CENSORSHIP



EMERGENCY



MAGAZINES



REALIZING



TRAVELING



CHATTANOOGA



EMMANUEL



MARIJUANA



REASSURING



TRAVELLING



CHECKPOINTS



EMOTIONAL



MARLBORO



REBELLIOUS



TROUBLING



CHEMICALS



ENDORSING



MARYLAND



RECENTLY



UNDERSTOOD



CHILDREN’S



ENJOYMENT



MAXIMUM



RECEPTION



UNEMPLOYED



CITIZENS



EPILEPSY



MEANINGLESS



RECOMMEND



UNETHICAL



CLASSMATES



ESTABLISH



MEMORIAL



RECORDED



UNFOLDING



CLASSROOMS



EUROPEAN



MENAGERIE



RECORDING



UNIQUENESS



CLERICAL



EVANSTON



MENTIONING



RECOVERY



UNSTABLE



CLEVELAND



EVERYBODY



MENTORING



REDSKINS



UPBRINGING



CLINICAL



EVERYONE’S



MERCHANDISE



REFERENCE



UTILITY



CLINTON’S



EVERYTHING’S



MEXICAN



REGARDING



UTOPIAN



COLLECTION



EXACTLY



MICROWAVE



REGISTERED



VENTURA



COLORADO



EXCELLENT



MILLIONAIRE



REGRESSING



VICINITY



COMBINING



EXHAUSTED



MINNESOTA



REGULARS



VITAMINS



COMEDIAN



EXTERNAL



MISCHIEVOUS



REGULATE



VOLUNTEER



COMMERCIALS



FACILITY



MISTAKEN



RELAXES



WAITRESSING



COMPANIES



FAVORITES



MONEYMAKER



RELAXING



WASHINGTON



COMPELLING



FEBRUARY



MONTREAL



RELIGIONS



WEAKNESSES



COMPLEX



FIGURING



MOSQUITOS



REMEMBERS



WHATSOEVER



COMPUTER



FINANCES



NATIONALLY



REMINDING



WONDERING



CONFIGURED



FINANCING



NATIONWIDE



REPORTERS



WOODWORKING
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Appendix C



Decoding with language models tuning Tables C.1 to C.6 report the results of parameter tuning to maximise phone recognition accuracy when using either mono-phone or tri-phone acoustic modelling, and various types of language models. The tables report speech recognition accuracy and decoding speed (times slower than real-time, xSRT) achieved on one hour of development data from the Fisher corpus [14], using various acoustic (AM) and language modelling (LM) combinations. Decoding uses various vocabulary sizes, in the case of using a word-level language model, and various order n-gram language models during lattice decoding and lattice rescoring. In addition to the tuning results shown here, token insertion penalty and grammar scale factor are tuned to maximise phone recognition accuracy for each of the configurations listed in the tables. Further details are provided in Section 6.3. In particular, with respect to the experiments of Section 6.3, the tables are provided as background for the decision of decoding with a full vocabulary of 30,000 words, in the case of using a word-level language model, and for the use of 4-gram language models.



232 Phone rec. acc. (%)



Decoding speed (xSRT)



41.6 40.2 40.1 39.8 37.0 36.9 35.5 34.7



0.2 0.2 0.2 0.1 0.2 0.1 0.2 0.1



N-gram LM order Decoding Rescoring 2 1 2 1 2 1 2 1



4 4 3 3 2 2 1 1



Table C.1: Speech recognition tuning results using a mono-phone AM and phonotactic LM Syllable rec. acc. (%)



Phone rec. acc. (%)



Decoding speed (xSRT)



32.1 31.6 29.0 24.5 24.4 23.6 19.6 18.4



45.4 45.3 43.4 41.4 41.3 41.0 39.3 38.5



6.2 6.1 6.1 4.2 4.2 4.2 6.1 4.2



N-gram LM order Decoding Rescoring 2 2 2 1 1 1 2 1



4 3 2 3 4 2 1 1



Table C.2: Speech recognition tuning results using a mono-phone AM and syllable LM
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Word rec. acc. (%)



Phone rec. acc. (%)



Decoding speed (xSRT)



Vocab. Size



32.6 32.7 32.4 32.5 31.1 31.7 31.3 31.2 31.3 27.9 27.3 27.2 28.3 28.2 28.4 28.5 27.9 27.1 27.7 27.3 27.1 25.7 24.6 25.3 24.0 24.3 24.4 23.3 23.1 23.0 22.5 20.5



49.6 49.6 49.6 49.5 49.5 49.5 48.7 48.7 48.6 47.1 47.1 47.1 47.0 47.0 47.0 47.0 46.9 46.9 46.8 46.7 46.4 45.5 45.5 45.2 45.0 44.9 44.8 44.2 44.1 44.1 43.2 42.8



17.9 8.6 7.9 17.9 7.9 8.6 7.9 8.6 17.9 5.9 12.9 12.9 5.9 5.9 5.9 3.1 3.0 12.9 5.9 3.0 5.9 1.1 1.2 1.1 7.9 17.9 8.5 5.9 3.0 12.9 5.9 1.1



30k 5k 10k 30k 10k 5k 10k 5k 30k 1k 30k 30k 10k 1k 10k 5k 5k 30k 10k 5k 1k 1k 1k 1k 10k 30k 5k 10k 5k 30k 1k 1k



N-gram LM order Decoding Rescoring 2 2 2 2 2 2 2 2 2 2 1 1 1 2 1 1 1 1 1 1 2 1 1 1 2 2 2 1 1 1 2 1



4 4 4 3 3 3 2 2 2 3 3 4 3 4 4 4 3 2 2 2 2 3 4 2 1 1 1 1 1 1 1 1



Table C.3: Speech recognition tuning results using a mono-phone AM and word LM
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Phone rec. acc. (%)



Decoding speed (xSRT)



58.1 55.3 54.6 52.9 50.0 49.5 47.6 46.3



3.2 3.2 3.2 3.2 3.2 3.2 3.2 3.2



N-gram LM order Decoding Rescoring 2 2 1 1 2 1 2 1



4 3 4 3 2 2 1 1



Table C.4: Speech recognition tuning results using a tri-phone AM and phonotactic LM



Syllable rec. acc. (%)



Phone rec. acc. (%)



Decoding speed (xSRT)



58.8 58.5 54.3 47.8 47.7 46.6 41.9 35.7



67.9 67.7 64.6 60.2 60.1 59.1 57.7 53.7



6.6 6.6 6.5 6.2 6.2 6.2 6.5 6.2



N-gram LM order Decoding Rescoring 2 2 2 1 1 1 2 1



4 3 2 3 4 2 1 1



Table C.5: Speech recognition tuning results using a tri-phone AM and syllable LM
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Word rec. acc. (%)



Phone rec. acc. (%)



Decoding speed (xSRT)



Vocab. Size



57.1 56.9 56.8 56.7 55.8 55.6 54.7 54.0 53.2 49.9 49.9 49.6 49.5 48.9 48.8 48.8 48.5 49.1 48.7 48.0 44.3 46.8 44.2 43.1 44.8 45.1 40.5 43.4 40.2 39.6 38.2 35.5



69.6 69.4 69.4 69.2 68.7 68.4 68.0 67.7 67.0 64.7 64.7 64.6 64.5 64.1 64.0 64.0 63.8 63.8 63.6 63.4 62.1 62.1 61.8 61.4 60.5 60.4 59.9 59.9 59.6 59.3 57.6 56.1



5.8 5.8 4.8 4.8 4.6 4.6 5.8 4.8 4.6 4.6 4.5 4.3 4.3 5.0 4.5 5.0 4.3 4.2 4.2 5.0 5.8 4.2 4.8 4.6 3.9 3.9 4.5 3.9 4.2 5.0 4.2 3.9



30k 30k 10k 10k 5k 5k 30k 10k 5k 30k 30k 10k 10k 5k 30k 5k 10k 1k 1k 5k 30k 1k 10k 5k 1k 1k 30k 1k 10k 5k 1k 1k



N-gram LM order Decoding Rescoring 2 2 2 2 2 2 2 2 2 1 1 1 1 1 1 1 1 2 2 1 2 2 2 2 1 1 1 1 1 1 2 1



4 3 4 3 4 3 2 2 2 4 3 3 4 3 2 4 2 4 3 2 1 2 1 1 4 3 1 2 1 1 1 1



Table C.6: Speech recognition tuning results using a tri-phone AM and word LM
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