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Fast Modulo Scheduling Under the Simplex Scheduling Framework∗ Benoˆıt Dupont de Dinechin [email protected]



Abstract Modulo scheduling is a software pipelining technique known for producing high quality schedules. However, besides being complex to implement, it is traditionally much more expensive to run than block scheduling, since scheduling is attempted for increasing values of the initiation interval until a valid local schedule is obtained. We show how modulo scheduling can be implemented so that the partial schedules produced for a given value of the initiation interval can be reused in the following attempts to produce a local schedule at higher values of the initiation interval. The technique is fully implemented under the simplex scheduling framework as part of a DEC Alpha 21064 software pipeliner. Experimental data collected from this implementation shows the practicality of our approach.



R´ esum´ e Le modulo scheduling est une technique de pipeline logiciel connue pour produire des ordonnancements de haute qualit´e. Cependant, en plus d’ˆetre difficile `a mettre en œuvre, elle est traditionnellement beaucoup plus coˆ uteuse `a effectuer que le compactage de blocs, du fait que l’ordonnancement doit ˆetre tent´e pour des valeurs croissantes de l’intervalle de lancement jusqu’`a ce qu’un ordonnancement local valide soit obtenu. Nous montrons comment le modulo scheduling peut ˆetre mis en œuvre de mani`ere `a ce que les ordonnancements partiels produits puissent ˆetre r´eutilis´es lors des tentatives suivantes de construire un ordonnancement local valide `a des valeurs plus ´elev´ees de l’intervalle de lancement. La technique est enti`erement implant´ee dans le cadre du simplex scheduling, comme composante d’un pipelineur logiciel pour le Dec Alpha 21064. Des donn´ees exp´erimentales recueillies aupr`es de cette implantation montrent la validit´e de notre approche.



Introduction Simplex scheduling [2] is a framework for instruction scheduling we initially developed for the purpose of implementing a full-featured software pipeliner for the Cray T3DTM , a ∗
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massively parallel system build from DEC Alpha 21064 processors. The basic idea of simplex scheduling is to consider the scheduling process as the resolution of more and more constrained central problems, where each central problem contains the precedence constraints of the scheduling graph, plus constraints enforcing the issuing of the instructions at their schedule dates. In addition, the central problems, which are polynomial-time linear programs, are maintained and solved by a lexico-parametric simplex algorithm. The advantages of simplex scheduling in the setting of modulo scheduling are exposed in [3]. A legitimate question answered in this paper is the cost of running simplex scheduling. After implementing a first version of simplex scheduling, we found that pivoting on large simplex tableaux was the main contributor to the time complexity of the scheduling process. So we developed a sparse implementation of the lexico-parametric simplex algorithm. The next contributor then appeared to be the outer loop which increments the value of the initiation interval in the modulo scheduling process. So we formulated an early version of the fast modulo scheduling technique, where instructions had to be issued in a topological sort order of the scheduling graph minus the loop-carried dependencies. Last, we developed the present technique, to remove the constraints on the issuing order. Although it takes advantage of many of the capabilities of the simplex scheduling framework, where all the computations are performed symbolically with T the initiation interval, the fast modulo scheduling technique can be implemented without it. All that is required for the technique to apply is the satisfaction of the following conditions: • The delays associated with each precedence constraint are non-negative. • The scheduling graph with its loop-carried dependencies removed is cycle-free. • The resource constraints of each instruction can be represented as regular reservation tables, that is, reservation tables where the ones in each row start at position zero, and are adjacent (see §2.2). The restrictions on the scheduling graph are not an issue, since they must already hold for list scheduling to succeed. Another overlooked restriction of list scheduling techniques worth mentioning here is that they may only issue the instructions in topological order of the scheduling graph. In particular they do not work on cyclic scheduling graphs. Let us denote the frame and the offset of an instruction σij , scheduled at Sij in a partial local schedule {Sij }1≤j≤n for initiation interval T , the integers φij and τij defined respectively by: Sij = φij T + τij ∧ 0 ≤ τij < T . Let us assume that the scheduling process fails at initiation interval T , after n < N instructions have been issued, where N is the total number of instructions to schedule. Then the basic idea of fast modulo scheduling is to resume the scheduling process at initiation interval T 0 > T , starting from a partial local schedule containing the n instructions already scheduled. In this new partial local schedule {Si0j }1≤j≤n , the frames {φ0ij } are left unchanged, while the offsets {τi0j } are increased by δij = τi0j − τij , 0 ≤ δij < T 0 − T . Our goal is to compute the δij . Our approach is loosely related to work initiated by Gasperoni & Schwiegelshohn [6], Wang & Eisenbeis [12], and also work by Eiseinbeis and Windheiser [4]. To address the issue of applying list scheduling to cyclic scheduling graphs which appear in the setting of modulo scheduling, Gasperoni & Schwiegelshohn, and Wang & Eisenbeis, use the so-called 2



decomposed approach, where the row numbers correspond to our offsets, and the column numbers correspond to our frames. They show how the problem of modulo scheduling with cyclic graphs maps to a minimum-length scheduling problem on an acyclic scheduling graph, which can then be solved with list scheduling. The resulting length of the schedule is the initiation interval of the software pipeline. While not applicable to cyclic scheduling graphs, the approach of Eiseinbeis & Windheiser is also related to the decomposed approach because resource constraints are solved with only the offsets considered, while the frames are computed at a later step when the loop is reconstructed. Although we deal with frames and offsets, our approach differs sharply from the techniques mentioned above because we do not decompose the modulo scheduling process into computing all the instructions offsets, then all the frames, or conversely. Rather, we address the problem in its full generality, by selecting the instructions one by one, and assigning to each of them a frame and an offset. We are able to do so mainly because we benefit from a scheduling engine which, unlike list scheduling, does not have any problems with cyclic scheduling graphs. The paper is organized as follows: Section 1 provides background information about instruction scheduling and modulo scheduling. Section 2 contains the theoretical results which make fast modulo scheduling possible. Section 3 illustrates the principles of simplex scheduling, whose theoretical foundations are detailed in [3]. Although this section is useful for the understanding of simplex scheduling, it contains no new results and can be skipped. Last, section 4 demonstrates the fast modulo scheduling in action, and presents interesting figures about the running times of our algorithm.
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Background



1.1



Instruction Scheduling



We start by introducing some terminology. Formally, a non-preemptive deterministic scheduling problem is defined by (S, C, R, F) where: • S = {σi }0≤i≤N is a set of N + 1 tasks, including a dummy “start” task σ0 which is always scheduled at date zero; • C = {tjk −tik ≥ αk }1≤k≤M , called the precedence constraints, is a set of M inequalities involving the start times {ti }0≤i≤N of the tasks; • R = (r1 , r2 , . . . , rp )T is a vector describing the total availabilities of the renewable resources; • F = (f 1 , f 2 , . . . , f N ) is a set of N reservation functions, describing for each task its use of the renewable resources. An alternate representation of the precedence constraints C of a deterministic scheduling problem is a valued directed graph G = [S, E] : tjk − tik ≥ αk ∈ C ⇔ (σik , σjk , αk ) ∈ E, called the scheduling graph. 3



Each reservation function f i takes as input the time elapsed from the start of the task, and returns a vector describing its use of resources at that time. Any solution of the scheduling problem statisfies the precedence constraints, and the resource constraint: ∀t :



N X



f i (t − ti ) ≤ R



i=1



We call central problem a scheduling problem with no resource constraints, and central schedule denoted {t∗i }1≤i≤N an optimal solution. A central problem associated to a given deterministic scheduling problem contains all the precedence constraints of that problem, and eventually some other constraints (to be detailed later). A partial central schedule of a central problem P is a set of n schedule dates {Sij }1≤j≤n , with 1 ≤ n ≤ N , such that P ∧ {ti1 = Si1 } . . . ∧ {tin = Sin } is not empty. A partial schedule, also denoted {Sij }1≤j≤n , is a partial central schedule of the central problem associated with the deterministic scheduling problem, and such that the resource constraints are also satisfied for {σij }1≤j≤n . The margins are another useful notion we shall borrow from operations research. Given a feasible central problem P , the left margin t− i of a task σi is the smallest positive value of t∗ such that the central problem P ∧ {ti ≤ t∗ } is feasible. Likewise, assuming that the schedule length is constrained by some kind of upper bound L (which may be equal to ∗ +∞), the right margin t+ i of task σi is the largest positive value of t such that the central problem P ∧ {ti ≥ t∗ } ∧1≤j≤N {tj ≤ L} is feasible. Intuitively, margins indicate that + there is no central schedule {Si }1≤i≤N of length below L such that Si < t− i , or Si > ti . + − Following Huff [8], we also define the slack of a task σi as ti − ti . Instruction scheduling involves restricted versions of the non-preemptive deterministic scheduling problems, where each instruction is associated to a task. The restrictions are: • The time is measured in processor cycles and takes integral values. • The values αk are non-negative integers. • The reservation functions f i are replaced by the so-called reservation tables [f i (t)]. • The total resource availabilities vector R is ~1, so it does not need to be explicated. Indeed the renewable resources in an instruction scheduling problem are the functional units of the target processor, such as the integer and the floating-point operators, or the memory and the register files access ports. Obviously these units are either busy, or idle. However, instruction scheduling involves more than taking advantage of these restrictions. In particular, on VLIW or superscalar processors outfitted with several ALUs, floating-point operators, memory ports, an instruction can be associated to one of several reservation tables upon issue. In the following, a task shall refer to an instruction which has been assigned a reservation table. Issuing an instruction means assigning a reservation table to it, and scheduling the corresponding task. Scheduling a task in turn means including it in a partial schedule. A valid instruction schedule, denoted {Si }1≤i≤N , is a set of issue dates which is a central schedule for the associated central problem, and is such as the resource constraints of the instruction scheduling problem are satisfied. 4



1.2



Modulo Scheduling



Modulo scheduling is an advanced cyclic scheduling technique formulated for the purpose of constructing software pipelines [10]. The fundamental idea of modulo scheduling is that the local schedule of the software pipeline can be created by solving a simple extension of instruction scheduling problem, called the modulo scheduling problem [9]. More precisely, let us denote T the software pipeline initiation interval. This value, unknown when scheduling starts, represents the number of machine cycles which separate the initiation of two successive loop iterations. Obviously, the lower T , the better the schedule. The scheduling graph of the modulo scheduling problem is derived from the scheduling graph of the corresponding instruction scheduling problem, by including the loop-carried dependencies. Such extra arcs take the form (σik , σjk , αk − βk T ), where αk ≥ 0, and where βk > 0, denoted Ω in [9], is the collision distance of the loop-carried dependency. Likewise, the reservation function f i (t) of each task σi is replaced by the corresponding P i modulo reservation functions +∞ k=0 f (t − ti − kT ), so the resource constraint, now called the modulo resource constraint, becomes: ∀t :



N +∞ X X



f i (t − ti − kT ) ≤ R



i=1 k=0



It is apparent that modulo scheduling is more difficult to implement in practice than instruction scheduling, for the precedence constraints, as well as the resource constraints, now involve the unknown parameter T . Moreover: • Because of the loop-carried dependencies, the scheduling graph may contain cycles, wich prevent simple scheduling heuristics such as list scheduling to be used. • The modulo reservation functions have an infinite extent, so scheduling may fail for a given value of T even if there are no cycles in the scheduling graph. Under the traditional approach to modulo scheduling, scheduling is not performed parametrically with T . Rather, lower bounds on the admissible T are computed, and their maximum Tglb is used as the first value of T . Then, the construction of a valid local schedule is attempted for increasing values of T , until success is achieved. The lower bounds usually considered are the bound set by resource usage, denoted here Tresource , and the bound Trecurrence set on the initiation interval by the recurrence cycles. We found that this outer loop on the values of T was the main contributor to the computational cost of modulo scheduling. Another is the size of the scheduling graph which is larger than in the block scheduling cases, because loop-carried dependencies are included. Throughout the paper, we shall illustrate our techniques by applying them to the code displayed in figure 1. On the left part, we have the source program, while the translation in pseudo DEC Alpha assembly code by the Cray cft77 MPP compiler appears on the right. The scheduling graph in the case of modulo scheduling is displayed in figure 2.
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σ0 σ1 σ2 σ3 σ4 σ5 σ6 σ7



do i = 1, n sam = sam + x(i)*y end do



≡ ≡ ≡ ≡ ≡ ≡ ≡ ≡



enterblk $LL00008 ldt f(5), i(32) mult/d F(3), f(5), f(6) addt/d F(4), f(6), F(4) addq i(32), +8, i(32) subq i(33), +1, i(33) ble i(33), $LL00008 br izero, $LL00009



Figure 1: The sample source code and its translation. Source



Sink



σ1 σ1 σ1 σ2 σ2 σ2 σ3 σ3 σ3 σ3



σ2 σ4 σ7 σ1 σ3 σ7 σ2 σ3 σ6 σ7



≡ ≡ ≡ ≡ ≡ ≡ ≡ ≡ ≡ ≡



ldt ldt ldt mult/d mult/d mult/d addt/d addt/d addt/d addt/d



≡ ≡ ≡ ≡ ≡ ≡ ≡ ≡ ≡ ≡



Value mult/d addq br ldt addt/d br mult/d addt/d ble br



3 0 0 -T 6 0 -T 6-T 0 0



Type def use use use def use use def def use



use def def def use def def use use def



f(5) i(32) pc f(5) f(6) pc f(6) F(4) F(4) pc



Source



Sink



σ4 σ4 σ4 σ5 σ5 σ5 σ6 σ6 σ6 σ7



σ1 σ4 σ7 σ5 σ6 σ7 σ3 σ5 σ7 σ6



≡ ≡ ≡ ≡ ≡ ≡ ≡ ≡ ≡ ≡



addq addq addq subq subq subq ble ble ble br



≡ ≡ ≡ ≡ ≡ ≡ ≡ ≡ ≡ ≡



Value ldt addq br subq ble br addt/d subq br ble



2-T 1-T 0 1-T 1 0 -T -T 0 -T



Type def def use def def use use use def def



use use def use use def def def use use



i(32) i(32) pc i(33) i(33) pc F(4) i(33) pc pc



Figure 2: The arcs of the scheduling graph for the sample loop.
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Fast Modulo Scheduling



In the following sections, we denote ∆ the value T 0 − T ≥ 0, assume that {Sij }1≤j≤n , {Si0j }1≤j≤n are two sets of n numbers, and define {φij , τij , φ0ij , τi0j , δij }1≤j≤n as:  def    Sij = φij T + τij ∧ 0 ≤ τij < T def



∀j ∈ [1, n] :  Si0j = φ0ij T 0 + τi0j ∧ 0 ≤ τi0j < T 0   δ def 0 ij = τij − τij



2.1



The Main Theorem and Its Application



Let σij Ã σik denote the fact that σij precedes σik in the transitive closure of the loopindependent precedence constraints of the scheduling graph. This relation is safely approximated by taking the lexical order of the instructions in the program text. Now, when trying to schedule at initiation interval T 0 ≥ T , we restart from a partial schedule {Si0j }1≤j≤n which satisfies the conditions of the following theorem: Theorem 1 Let {Sij }1≤j≤n be a partial central schedule of a central problem P at initiation interval T . Let {Si0j }1≤j≤n be n integers such that:



∀j, k ∈ [1, n] :



  φij = φ0ij       0 ≤ δij ≤ ∆



τij < τik =⇒ δij ≤ δik    τij = τik ∧ φij > φik =⇒ δij ≤ δik    



τij = τik ∧ φij = φik ∧ σij Ã σik =⇒ δij ≤ δik



Then {Si0j }1≤j≤n is a partial central schedule of P at initiation interval T 0 = T + ∆. 6



Proof: Let (σi , σj , αk − βk T ) be a precedence constraint of P . From the definition of a precedence constraint, Sj − Si ≥ αk − βk T ⇔ φj T + τj − φi T − τi ≥ αk − βk T . Given the hypothesis, our aim is to show that φj T 0 + τj0 − φi T 0 − τi0 ≥ αk − βk T 0 Dividing the former inequality by T and taking the floor yields φj − φi + b τj T−τi c ≥ −βk , since the αk values are non-negative. We have 0 ≤ τi < T , 0 ≤ τj < T , hence 0 ≤ |τj − τi | < T and the value of b τj T−τi c is −1 or 0. Therefore φj − φi ≥ −βk . φj − φi = −βk : We only need to show that τj0 − τi0 ≥ αk . Since αk ≥ 0, we have τj ≥ τi . Several subcases need to be distinguished: τi < τj : We have δj ≥ δi ⇔ τj0 − τj ≥ τi0 − τi ⇔ τj0 − τi0 ≥ τj − τi ≥ αk . τi = τj ∧ φi 6= φj : Either φi > φj , or φi < φj . The latter is impossible, for βk = φi −φj , and since the βk are non-negative. From the hypothesis, τi = τj ∧φi > φj yields δj ≥ δi , so the conclusion is the same as above. τi = τj ∧ φi = φj : Since βk = φi − φj = 0, there is no precedence constraint unless σi Ã σj . In this case taking δj ≥ δi , works like in the cases above. φj − φi > −βk : Let us show that (φj −φi +βk )T 0 +τj0 −τi0 −αk ≥ 0. We have φj −φi +βk ≥ 1, so (φj −φi +βk )T 0 ≥ (φj −φi +βk )T +∆. By hypothesis we also have τi ≤ τi0 ≤ τi +∆, and τj ≤ τj0 ≤ τj + ∆, so τj0 − τi0 ≥ τj − τi − ∆. Hence (φj − φi + βk )T 0 + τj0 − τi0 − αk ≥ (φj − φi + βk )T + ∆ + τj − τi − ∆ − αk = (φj − φi + βk )T + τj − τi − αk ≥ 0. The conditions involving the φij and Ã may seem awkward, but it allows the theorem to be useful in an instruction scheduler. Consider for instance the more obvious condition τij ≤ τik ⇒ τi0j − τij ≤ τi0k − τik as a replacement for the three last conditions of theorem 1. Then τij = τik implies τi0j = τi0k , by exchanging ij and ik . Such a constraint makes scheduling impossible if σij and σik happen to use the same resource. Applying this theorem under the framework of simplex scheduling yields a fast modulo scheduling algorithm, where every instruction is σik , k ∈ [1, N ] scheduled only once, and eventually moved at later steps if its offset τik happens to be modified after the current initiation interval T is increased. To be more specific: • A central problem, called P0 , of the instruction scheduling problem, is built and solved. In the process the minimum value Trecurrence of the initiation interval T such that P0 is feasible is computed. We also compute a lower bound Tresource set by resource constraints on the initiation interval, and take T0 = max(Trecurrence , Tresource ). • The unscheduled instructions are selected according to a heuristic-dependent order1 , and scheduled as follows. For each unscheduled instruction σin : 1. Solve the central problem Pn−1 = P0 ∧ {ti1 = Sin−1 } ∧ . . . ∧ {tin−1 = Sin−1 }, in 1 n−1 − order to compute the left margin tin , and the right margin t+ , of σ . in in + 2. Choose2 a issue date Sin for σin , with Sin ∈ [t− in , tin ]. This guarantees that the central problem Pn−1 ∧ {tin = Sin } is still feasible at initiation interval Tn−1 . 1 2



The heuristic order we use throughout the algorithm is the lowest slack first priority function. This is the second place where an heuristic choice is made in the algorithm.
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Figure 3: A reservation table, a regularized reservation table, and a reservation vector. 3. Find {δij }1≤j


2.2



Regularized Reservation Tables



To ease the goal of satisfying both the conditions of theorem 1, and the modulo resource constraint for the tasks {σij }1≤j≤n at Tn , we use regularized reservation tables for approximating the resource requirements of each task. A regularized reservation table is a reservation table where the ones in each row start at position zero, and are all adjacent. Of course these reservation tables may also have rows filled with zeroes. The regularized reservation tables can in turn be compactly represented as reservation vectors. In figure 3, we illustrate the relationships between a reservation table, a regularized reservation table, and a reservation vector, for the conditional stores of the DEC Alpha 21064. The interesting point about regularized reservation tables is that the modulo resource constraint yields inequations which are similar in form to the precedence constraints of the scheduling graph [5], as we show below. The drawback of regularized reservation tables is that not all the resource usage patterns of actual processors can be exactly represented, as opposed to the regular reservation tables. The main constraint is not that the ones in every row must be left-justified, for collisions between two reservation tables do not change if a given row is justified the same amount in both tables. Rather, it has to do with the fact that the ones in a row must be adjacent. However we found that in the case of the DEC Alpha 21064, regularized reservation tables were accurate enough. Let ρi denote the reservation vector of task σi . The definition of a reservation vector is 8



that resource l is busied from ti to ti + ρil − 1, assuming that σi is issued at ti . Therefore, the reservation function f i (t) is such that fli (t) = 1 if t ∈ [ti , ti + ρil − 1], else 0. We P i deduce that the corresponding modulo reservation function +∞ k=0 f (t − ti − kT ) is lower than ~1 iff maxl ρil = ||ρi ||∞ ≤ T . Now let us denote Σli ⊂ lN, for T ≥ ||ρi ||∞ , the set whose P i membership function is +∞ k=0 fl (t − ti − kT ). Then the modulo resource constraint for tasks σi1 , . . . σin is equivalent to: ∀j, k ∈ [1, n], j 6= k, ∀l : Σlij ∩ Σlik = ∅. The condition Σli ∩ Σlj = ∅ is itself equivalent to: ∀k, k 0 ∈ lN, ∀m ∈ [0, ρi − 1], ∀m0 ∈ [0, ρj − 1] : ti + kT + m 6= tj + k 0 T + m0 . Therefore: Σli ∩ Σlj = ∅ ⇐⇒ ∀m ∈ [0, ρil − 1], ∀m0 ∈ [0, ρjl − 1] : (ti − tj )%T 6= (m0 − m)%T ⇐⇒



max



m0 ∈[0,ρjl −1]



m0 < (ti − tj )%T 



min (T − m)



m∈[0,ρil −1]



ti − tj c ∧ ρjl − 1 < ti − tj − k 00 T < T − ρil + 1 T ti − tj def c ∧ tj − ti ≥ ρil − (k 00 + 1)T ∧ ti − tj ≥ ρjl + k 00 T ⇐⇒ k 00 = b T ⇐⇒ k 00 = b def



Theorem 2 Let {Sij }1≤j≤n be a partial schedule satisfying the modulo resource constraint at T , for reservation vectors {ρij }1≤j≤n . Let {Si0j }1≤j≤n be n integers such that:  0   φij = φij



∀j, k ∈ [1, n] :  0 ≤ δij ≤ ∆  τij < τik =⇒ δij ≤ δik Then {Si0j }1≤j≤n taken as a partial schedule satisfies the modulo resource constraint at initiation interval T 0 = T + ∆, for reservation vectors {ρij }1≤j≤n . Proof: Thanks to the regularized reservation tables, the satisfaction of the modulo resource constraint at T by the partial schedule {Sij }1≤j≤n is equivalent to: ∀j, k ∈ [1, n], j 6= k, ∀l : tj − ti ≥ ρil − (b



ti − tj ti − tj c + 1)T ∧ ti − tj ≥ ρjl + b cT T T



These constraints look exactly like precedence constraints of the scheduling graph, save the fact that the β values are now of arbitrary sign. Since the sign of the β values is only used in the demonstration of theorem 1 for the cases where τij = τik , which need not be considered here because they imply no resource collisions between σij and σik , we deduce from the demonstration of theorem 1 that the modulo resource constraint at T 0 is satisfied by {Si0j }1≤j≤n taken as a partial schedule.



2.3



A Simple Implementation



+ The core of the scheduling process is computing Sin ∈ [t− in , tin ] and the {δij }1≤j≤n , such that the conditions of theorem 1 are satisfied, and that {δij }1≤j≤n satisfies the modulo resource constraint at Tn = Tn−1 + ∆ for the partial schedule {Si0j }1≤j≤n . First, to ∗ avoid scanning a too large interval, we define sin = max(t− in , tin − Tn−1 + 1), and take
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− + Sin ∈ [sin , min(t+ in , sin + Tn−1 − 1)] ⊆ [tin , tin ]. This choice guarantees that the optimal central schedule date t∗in is in the interval, and that at the most Tn−1 positions are scanned. Let us define the index sets I − , I + by I − ∪ I + = {i1 , . . . , in−1 }, I − ∩ I + = ∅, and ij ∈ I − iff σin ≺ σij . The partial order ≺ on the tasks {σij }1≤j≤n is itself defined by:



¯ ¯ τ  φij ¯ τi = τi ∧ φi = φi ∧ σi Ã σi n n n j j j



Then we compute the {δij }1≤j≤n and ∆ = Tn − Tn−1 as follows:  −   δin = ∆  



∀j ∈ [1, n − 1] : if ij ∈ I + then δij = ∆− + ∆+ else δij = 0 ∆ = ∆− + ∆+



To compute the values ∆− and ∆+ , we need to define an operation ⊗ between two reservation vectors, and the function issuedelay, as:   ρi ⊗ ρj def = max(if ρil 6= 0 ∧ ρjl 6= 0 then ρil else 0) l  issuedelay(σ , σ , d) def = max((ρi ⊗ ρj ) − d, 0) i



j



It is apparent that the function issuedelay computes the minimum value δ such that issuing σi at date t, and issuing σj at date d+δ does not trigger resource conflicts between σi and σj . In fact issuedelay emulates the behavior of a scoreboard in the target processor. Now, computing ∆− and ∆+ is a simple matter given the following formulas:  − def  issuedelay(σj , σin , τin − τj ), max issuedelay(σj , σin , τin − τj + Tn−1 ))  ∆ = max(max − + j∈I



j∈I



def   ∆+ = max(max issuedelay(σin , σj , τj + Tn−1 − τin ), max issuedelay(σin , σj , τj − τin )) − +



j∈I



j∈I



That is, we take for ∆− the minimum value such that σin scheduled at τin + ∆− does not conflict on a resource basis with the tasks whose indices are in I − and are scheduled at dates τij , nor with the tasks whose indices are in I + and are scheduled at dates τij − Tn−1 . Likewise, ∆+ is the minimum value such that σin scheduled at τin − ∆+ does not conflict on a resource basis with the tasks whose indices are in I − and are scheduled at dates τij + Tn−1 , nor with the tasks whose indices are in I + and are scheduled at dates τij . Theorem 3 Let {Sij }1≤j


δin = ∆− ∀j ∈ [1, n − 1] : if ij ∈ I + then δij = ∆− + ∆+ else δij = 0



Then {Si0j }1≤j≤n is a partial schedule at T 0 = T + ∆ of the modulo scheduling problem. Proof: From theorem 1, the partial schedule {Si0j }1≤j≤n satisfies the precedence constraints. From theorem 2, {Si0j }1≤j


3



The Simplex Scheduling Framework



3.1



Principles of Simplex Scheduling



The basic characteristic of the simplex scheduling framework is that it does represent and solve the central problems P0 , P1 , . . . PN on a simplex tableau [2], instead of the scheduling graph. This provides the following advantages [3]: • A linear program may include constraints that cannot be represented as arcs in the scheduling graph, such as register lifetime minimization equations. • Likewise, by introducing a lexicographic cost function in the simplex algorithm, we are able to optimize several goals altogether, such as minimizing the length of the schedule, minimizing the cumulative register lifetimes in several register files, and computing rightmost or leftmost optimal central schedules. • In the case of modulo scheduling, by introducing T the initiation interval as a parameter, we provide simple solutions to the tedious subproblem of computing the lower bound Trecurrence on the initiation interval set by the recurrence cycles. In the lifetime-sensitive case, we also track when the current initiation interval must be increased, due to lack of available space in the register files. • We establish the total unimodularity of the constraint matrices of the linear programs solved by the simplex algorithm, even in the case of register lifetime-sensitive scheduling. This guarantees that P0 , P1 , . . . PN are polynomial-time problems. • A simplex algorithm is well-suited to the dynamic insertion/deletion of constraints. This feature allows Pn to be easily constructed from Pn−1 , and the solution of Pn at initiation interval Tn to be obtained at a moderate cost from the solution of Pn−1 at initiation interval Tn−1 . We stress the fact that we are not solving the general instruction scheduling problem with an integer linear program. Only the central problems are solved as continuous linear programs, and their solutions happen to be integral, thanks to total unimodularity. In practice, by using a sparse simplex implementation, we achieve scheduler running times within a constant factor of list scheduling, when applied to a similar problem (see §4.2). Let us illustrate the technique by building the simplex tableau corresponding to the central problem P0 of our example, in the register lifetime-sensitive case. This tableau, which appears in figure 4, has two kinds of true variables, and two kinds of slack variables. The true variables t0 , t1 , . . . t7 are the start dates of the instructions σ0 , σ1 , . . . σ7 . True variables f5 , f6 , F4 , F3 , i32 , i33 are the lifetimes of the corresponding registers. The star in column t0 indicates that σ0 is scheduled. As far as the simplex algorithm is concerned, a starred variable is frozen, meaning that it is out of basis and that it cannot be pivoted in (see §3.3). The slack variables 1→2, . . . 7→6 correspond to the arcs of the scheduling graph, while the slack variables 0 ` 1, . . . 5 ` 6 correspond to the lifetime equations. The simplex tableau of figure 4 also has three left-hand side columns, one for the real constants, one for the technical parameter S, and one for the current initiation interval 11
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Figure 4: The initial simplex tableau representation of P0 in the lifetime-sensitive case.
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parameter T . The value currently assigned to S and T is zero. The rows respectively labeled −L, ireg, f reg, and −M in the upper part of the tableau are the components of the lexicographic economic function, to be minimized. Row −L minimizes the length of the schedule, by minimizing t7 . Rows ireg and f reg minimize the cumulative lifetimes for the integral registers and the floating-point registers respectively. Rows −M minimizes the sum of the ti , and is used for margin computations as explained in §3.2. Let us recall [3] how the precedence equations, and the lifetime equations, are entered. Let (σi , σj , αk − βk T ) be an arc of the scheduling graph. Then the equivalent precedence constraint is tj − ti ≥ αk − βk T , which is translated in the simplex tableau by writing −αk + βk T = i→j + ti − tj . If the arc (σi , σj , αk − βk T ) also carries a register lifetime rl , we have tj − ti + βk T ≤ rl , hence −βk T = i `j − ti + tj − rl . The simplex tableau in figure 4 does not display the basic columns, but instead indicates in the leftmost column what is the basic variable corresponding to each equation row. Initially, all the true variables are non-basic, while the slack variables are in basis.



3.2



Solving Central Problems



Under the simplex scheduling framework, the central problems are solved for two different purposes: computing the optimal central schedule dates, and computing the margins, of the yet unscheduled instructions. Basically these goals are selected by swapping the rows of the lexicographic cost function, and running the simplex algorithm. We shall demonstrate the techniques in the non-lifetime cases, to make the simplex tableaux easier to read. Also, although illustrated on P0 , the ways optimal central schedule dates of the unfrozen tasks are computed, critical cycles are detected, and margins are computed, are exactly the same for P1 , . . . , PN . As we shall see in §3.3, scheduling and moving tasks leads to simplex tableaux which are very similar to the ones of P0 . Let us take the initial central problem P0 corresponding to our example in the nonlifetime case. The initial simplex tableau is dual feasible but not primal feasible, so the dual simplex algorithm is used to restore primal feasibility. After a first pivot (1→2, t2 ), the dual simplex finds the equation −3 + T = 1→2 + 2→1 which is contradictory, since T is currently zero and since the variables in a simplex algorithm are non-negative. So T is increased to 3. The dual simplex algorithm then proceeds, to find that −6 + T = 2→3 + 3→2 makes the problem infeasible again. So T is increased to 6, which is exactly the value of Trecurrence on our example. More generally [3], the critical cycles are detected as they appear in the current central problem Pn , simply by listing the variables on the offending row whenever the dual simplex algorithm finds the tableau to be infeasible. The initial, and the solved simplex tableaux of P0 are displayed below:
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Reading the solved simplex tableau, we deduce that the optimal central schedule dates are t∗2 = 3, t∗3 = 9, t∗4 = 0, t∗5 = 9 − T = 3, t∗6 = 9, t∗7 = 9. In the lifetime-sensitive case, reading the individual register lifetimes would follow from the same principle: non-basic unfrozen variables are interpreted as zero, while the basic variables take the value of the left hand side in the corresponding row of the simplex tableau. Computing the margins in a central problem Pn , either left or right, can be achieved with two different techniques. One method is to solve the central problem Pn ∧{ti = S} for decreasing or increasing values of S, starting from S = t∗i , until the problem is infeasible. Then the highest value of S such that Pn ∧ {ti = S} is feasible is the right margin t+ i of σi . Likewise, the lowest value of S such that Pn ∧ {ti = S} is feasible is the left margin t− i of σi . Since it may involve pivoting, this method is interesting if one already has to solve Pn ∧ {ti = S}, so in our implementation we only compute the right margins this way. The other method is to compute all the right margins, or all the left margins, in P a single process. The left margins are computed by minimizing ti , while the right P margins are computed by minimizing − ti . In practice this is achieved by swapping the −L and the −M cost rows in the simplex tableaux, and by changing the signs of the −M cost row in the case of the right margins. If the central problem Pn was solved before margins computation, then the corresponding simplex tableau is primal and dual feasible. Changing the economic rows may alter dual feasibility, but not primal feasibility. So running the primal simplex algorithm is all we need for computing all the margins. P



It remains to be proved, however, that minimizing or maximizing ti is equivalent to computing the margins. Let us introduce the following definitions and results: Definition 1 A linear program with two variables per inequality is called monotone if, for every inequality, the coefficients of the two variables have opposite signs. Obviously, the precedence constraints of a central problem are monotonic.
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Property 1 [7] The set of the solutions of a monotone linear program, together with v : ~x v ~y ⇔ xi ≤ yi ∀i, u : ~z = ~x u ~y ⇔ zi = min(xi , yi ) ∀i, t : ~z = ~x t ~y ⇔ zi = max(xi , yi ) ∀i, defines a distributive lattice. Now, the lattice property of the solutions of linear programs defined by the precedence constraints of a central problem is all we need for the proof of the following theorem: Theorem 4 Let P be a central problem on the tasks {σi }1≤i≤N , and {ij }1≤j≤n a family P of n distinct indices, 1 ≤ n ≤ N . Let ~t¦ be a solution of min nj=1 t¦ij ∧ ~t¦ ∈ P . Let ~t0 be a solution of min t0ij ∧ ~t0 ∈ P . Then t0ij = t¦ij . Same properties with max instead of min. Proof: In the min case, let ~t00 = ~t¦ u ~t0 . By the lattice property, ~t00 ∈ P . If t0ij < t¦ij , P P min nj=1 t00ij < min nj=1 t¦ij , which is contradictory. For the max case, defining ~t00 = ~t¦ t ~t0 and assuming t0ij > t¦ij yields the contradiction. Corollary 1 The left margins of tasks {σij }1≤j≤n in a central problem P can be computed P by minimizing nj=1 tij , with ~t ∈ P . A corresponding result holds for the right margins.



3.3



Scheduling and Moving Tasks



Whenever a yet unscheduled instruction σin is selected for scheduling, we have to build the central problem Pn−1 ∧ {tin = Sin } (see §2.1). Likewise, after the δ values are computed, we have to build Pn = P0 ∧ {ti1 = Sin1 } ∧ . . . ∧ {tin = Sinn } from Pn−1 ∧ {tin = Sin }. It turns out that these operations can carried very efficiently on the simplex tableau, by using the primitive operations freeze and translate defined below. To be more specific, to build Pn−1 ∧ {tin = Sin } we freeze tin , then translate it by parameter S in the simplex tableau, and assign to S the value Sin . After a suitable value of Sin = φin T + τin has been found, scheduling of σin is achieved by translating parameter S by φin T − S + τin . Freezing a variable in the simplex tableau amounts to setting a flag associated to the variable, so that it can no longer be brought in basis. If the variable is currently basic at row p, we pivot it out of basis by choosing the pivot such that dual feasibility of the simplex tableau is maintained. Following the notations of [3], the column q to enter the basis is selected among the non-frozen, non-basic columns j such that: 







C ˜T  C˜qT j q = lexicographic max j  a ˜p a ˜jp  a ˜p 6=0



Translating a frozen variable ti by the expression δ 0 + δ 1 S + δ 2 T means updating the simplex tableau in place so that ti is replaced by ti − δ 0 − δ 1 S − δ 2 T . Translation is necessary, for frozen variables are non-basic, and since the values of non-basic variables in a simplex tableau must be taken as zero. The rule for translation of variable ti is quite simple: for each row of the tableau, with a non-zero entry λ in the column corresponding to ti , add −λ(δ 0 + δ 1 S + δ 2 T ) to the right-hand side. Translating a parameter is similar. Let us illustrate the process for instruction σ5 of our example, to be scheduled at S5 = 7. Variable t5 is basic, so to be freezed it is pivoted out with pivot (t5 , 6→5). Task 15



σ5 is then translated by parameter S, to yield the left tableau below. The problem is still feasible at T = 6, S = 7. Now scheduling σ5 at S5 = 7 means translating parameter S to φ5 T + τ5 = T + 1. The right tableau results from translating S by T − S + 1. -L -M
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Translation is all we need to build Pn = P0 ∧ {ti1 {tin Pn−1 ∧{tin = Sin }: for every task such that δik 6= 0, we translate the associated variable by δik . Obviously, translation preserves dual feasibility, while it may alter primal feasibility. Primal feasibility is restored when Pn is solved. Returning to our example, let us assume that σ5 needs to be moved 2 cycles. The results of translating t5 by 2 appears in the leftmost tableau below. After solving by the dual simplex, we get the right tableau below, where t1 = 0, t2 = 3, t3 = 9, t4 = 0, t6 = 4 + T = 10, and t7 = 4 + T = 10. -L -M
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Implementation and Experimentations A Complete Example



To illustrate how the fast modulo scheduling technique works in practice, we run it on the sample code, and display the modulo issue tables after each instruction is scheduled. Unlike traditional modulo schedulers, our fast modulo scheduling technique dispenses us with the need of maintaining an issue table. However, seeing the issue table being built instruction after instruction is a nice way of getting insight into the scheduling process. It also provides us with a debugging tool. The initial central problem is solved, we get T = 6, and 0 for the slack of σ1 . So σ1 is scheduled at its optimal central date t∗1 = 0. Likewise, the slack of σ2 is 0, and it is issued at its optimal central date t∗2 = 3 for there are no resource conflicts. After scheduling t1 and t2 , we still have T = 6, and we get the modulo issue table displayed left below. Then the algorithm finds slack σ3 = 0, and t∗3 = 9. However scheduling at φ3 = 1, τ3 = 3 is not possible because σ2 and σ3 are two floating-point operations which use the same resources. The conditions τ2 = τ3 ∧ φ2 < φ3 imply σ2 ≺ σ3 . Task σ3 only conflicts with task σ2 , so δ3 = ∆− = 0, δ2 = ∆+ = 1, and T 0 − T = ∆ = ∆− + ∆+ = 1. Task σ2 is moved, T 0 = 7, and we get the modulo issue table displayed right below. 0 bus1 bus2 abox cond bbox ebox imul iwrt fbox fdiv fwrt
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Then instruction σ6 is selected for scheduling. The optimal central date t∗6 is 10, which translates to φ6 = 1, τ6 = 3. The algorithm starts scanning the issue dates at the left margin t− 6 , which is also 10, to find that they are resource conflicts with σ3 and σ2 . Issuing at τ6 = 5 is possible without triggering resource conflicts, so ∆ = 0 and σ6 is scheduled at φ6 = 1, τ6 = 5. The resulting modulo issue table is displayed left below. Likewise, instruction σ7 is selected for scheduling at t∗7 = t− 7 = 12. The earliest schedule date without resource conflicts, and still within the margins of σ7 is 13, so ∆ = 0 and σ7 is scheduled at φ7 = 1, τ7 = 6. The resulting modulo issue table is displayed right below. 0 bus1 bus2 abox cond bbox ebox imul iwrt fbox fdiv fwrt
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Figure 5: The resulting while software pipeline. Last, instructions σ5 and σ4 are scheduled, and again it is possible to schedule them without resource conflicts within their margins, so there is no increase of T . To be more ∗ precise, t− 5 = 5, t5 = 7, and σ5 is scheduled at φ5 = 0, τ5 = 6, to yield the modulo issue ∗ table displayed left below. Likewise, t− 4 = 0, t4 = 5, and σ4 is scheduled at φ4 = 0, τ4 = 4, to yield the modulo issue table displayed right below. 0 bus1 bus2 abox cond bbox ebox imul iwrt fbox fdiv fwrt
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The resulting software pipeline appears in figure 5. This is a while-type software pipeline [1] (no epilog), which speculatively executes σ10 , σ20 , σ40 , σ50 . Altough a FOR-type software pipeline does not ask for a speculative execution support, it requires to know which register variable is the loop counter, an information not easily available in a backend. Two iterations are overlapped, with a local schedule length L of 13 cycles, and an initiation interval T of 7 cycles. A (block) instruction scheduler would schedule the loop body in 12 cycles, so pipelining almost doubles the performance of our sample loop.



4.2



Scheduler Running Times



The main advantages of the simplex scheduling framework are its clean theoretical foundations, and the simplicity of its implementations. For instance our software pipeliner for the DEC Alpha takes only 1029 lines of C++ for the lexico-parametric simplex algorithm, 18



and 985 lines for the fast modulo scheduler itself. These numbers do not account for the code needed to compute the scheduling graph and to regenerate the loop from the local schedule, nor the processor modelization. These are similar to other implementations. Also, we take advantage of a general-purpose library implementing sparse vectors and other basic abstract data-types we developed for the project, which amounts to less than 5000 C++ lines. Nevertheless these numbers clearly indicate that simplex scheduling is well suited to the formulation and the implementation of new scheduling techniques. The main question is how much does one have to pay in scheduler running times for such advantages. Let us first perform some theoretical estimations, by taking n as the number of instructions to schedule, and m as the number of arcs in the scheduling graph. In our algorithm, we solve n + 1 central problems, which are linear programs with O(n) variables and O(m) constraints. The simplex algorithm, which has an exponential worst-case complexity, is known for solving continuous3 linear programs in O(n) pivots steps on the average [11], each pivot step taking a O(nm) worst-case time complexity. So apparently it would take an average time complexity of O(n3 m) to schedule n instructions. However, under the simplex scheduling framework we expect to take advantage from the fact that the solutions of Pk are on the average very close from the solutions of Pk−1 . So the main work of linear program solving is done when P0 is solved, while solving Pk with 1 ≤ k ≤ n should involve a o(n) number of pivots. Moreover, the simplex tableaux we get are quite sparse, so pivoting complexity is likely to be o(nm). In short, before conducting extensive experimentations, we expected average scheduling time complexities anywhere between O(nm) and O(n3 m). Let us recall that list scheduling takes O(nm) to build a minimum-length schedule on an acyclic scheduling graph, while this technique is not suited to modulo scheduling. So O(nm) is the minimum scheduling complexity expected. In the series of experimentations presented below, we take the 14 Livermore loops, restructure them with the fpp restructuring front-end, and compile them with the Cray cft77 compiler for the Cray T3DTM . The restructuring by fpp has two effects we need to mention here. First, Livermore loop 2 is rerolled, so it is no longer four times as complex as Livermore loop 1. Second, Livermore loops 13 and 14 are node-splitted, so once again the part we pipeline is slightly smaller than the original loop. Our primary interest here is compile-time costs, not pipelined code performance. Indeed the raw output of an industrial middle-end not tailored to the requirements of software pipelining contains so many spurious dependencies that all the loops are highly recurrent. These spurious dependencies must be removed before one may assess the real benefits of software pipelining. Conversely, these codes currently provide perfect cases for testing scheduling complexity. The first series of numbers, reported in table 1, give for each of the 14 Livermore loops the number of tasks (instructions), the number of arcs in the scheduling graph, the number of lifetime arcs, and the arcs/tasks ratio. Next we have three columns which display the CPU times in milliseconds, for three runs of the scheduler with different options. The option --nol deselects register-lifetime sensitive scheduling, which is selected by default. The option --aux asks the scheduler to compute the left margins on an auxiliary 3



Although our solutions are integral, we only need to solve continuous linear programs thanks to total unimodularity.
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Loop LLL01 LLL02 LLL03 LLL04 LLL05 LLL06 LLL07 LLL08 LLL09 LLL10 LLL11 LLL12 LLL13 LLL14



Tasks 13 20 8 9 20 20 30 112 32 33 8 8 65 41



Arcs 59 86 35 40 118 121 132 512 147 179 37 35 290 182



Lifes 29 41 17 20 42 42 62 234 72 75 16 16 102 70



Arcs/Tasks 4.54 4.30 4.38 4.44 5.90 6.05 4.40 4.57 4.59 5.42 4.63 4.38 4.46 4.44



--nol --aux 830 2020 320 390 2770 2870 4510 63420 4750 6590 330 320 21790 8140



--aux 1270 2880 480 610 3670 3800 6320 104640 7310 8320 470 460 31940 11490



--nol 860 4020 310 410 3790 3930 6680 264510 7960 12690 300 290 59410 16740



Table 1: Scheduler running times on the Livermore loops. simplex tableau. This prevents the main tableau from pivoting just for the purpose of alternating between the left margin computations, and the computation of the optimal central schedule dates. The scheduler is run on a low-end IBM RS/6000 workstation, and has been compiled with the xlC C++ compiler with no optimizations turned on. The second series displayed in table 2 show the number of pivots for these three runs, along with the ratio between the estimated scheduler running times, and the actual running times. The number of pivots in the case where --aux is selected includes pivots on the auxiliary simplex tableaux. The estimated running times are a scaled power of nm which seem to approximate best the actual running times, and apparently the approximations are quite accurate in the --nol --aux and the --aux cases. We take powers of nm because on the Livermore loops the m ration, that is, the arcs/tasks ratio, n does not fluctuate to a large extent. The estimator formulas for the three runs are: --nol --aux: Estimator(n, m) = 1.1 nm. --aux: Estimator(n, m) = 1.6 nm. --nol: Estimator(n, m) = 0.14 (nm)1.32 . So, although the constant multiplicative factor is not very small, we achieve O(mn) running times of simplex scheduling even in the register-lifetime sensitive scheduling cases, whenever extra pivoting is prevented by maintaining an auxiliary simplex tableau for the margins. In addition, register lifetime-sensitive scheduling does not appear to be expensive in comparison to plain scheduling, a very important fact for our future developments. Even though we reach the minimum complexity we may expect from an instruction scheduler, there is still room for improvements in the basic operations of simplex scheduling. In particular, margin computations contribute a significant amount of the total 20



Loop LLL01 LLL02 LLL03 LLL04 LLL05 LLL06 LLL07 LLL08 LLL09 LLL10 LLL11 LLL12 LLL13 LLL14



Pivots 67 117 33 38 103 107 171 479 147 203 31 32 368 253



Estim/Actual 1.02 0.94 0.96 1.02 0.94 0.93 0.97 0.99 1.09 0.99 0.99 0.96 0.95 1.01



Pivots 86 132 41 49 125 129 206 688 195 208 39 39 452 311



Estim/Real 0.97 0.96 0.93 0.94 1.03 1.02 1.00 0.88 1.03 1.14 1.01 0.97 0.94 1.04



Pivots 134 485 52 71 347 349 685 9686 774 1027 51 52 3069 1260



Estim/Real 1.01 0.63 0.74 0.78 1.01 1.01 1.14 0.98 1.20 1.01 0.82 0.79 1.00 1.05



Table 2: Number of pivots, and accuracy of the CPU time estimators. running times. Since margins only need to be computed for a constant initiation interval, and only involve the precedence constraints, reverting to a graph-based approach instead of using a simplex tableau is likely to yield lower scheduling times. Another direction for experimentation is the removal of the redundancies from the central problems, a task easy to achieve in theory by taking advantage of the simplex tableau representation.



Summary and Conclusions We see the fast modulo scheduling technique under the simplex scheduling framework as a significant theoretical and practical advance in the field of instruction scheduling: • We are able to schedule and pipeline code for a real processor (the DEC Alpha 21064), from the output of an industrial compiler (the Cray cft77 compiler for the Cray T3DTM ). Too often we see scheduling techniques and results validated only on scheduling graphs crafted by hand, and for abstract processor models. The simplex scheduling framework is now mature enough to be used in a commercial compiler. • The measured running times of fast modulo scheduling under the simplex scheduling framework are O(nm), where n is the number of instructions to schedule, and m the number of arcs of the scheduling graph. Such results represent a tremendous improvement compared to the O(n3 m) complexity of our first simplex scheduling implementation, and are within a constant factor of the minimum complexity. • We are freed from the constraint of issuing the instructions in a topological sort order of the scheduling graph (minus the loop-carried dependencies). The only contender in this area is the slack scheduling technique described by Huff [8], but it requires 21



a backtracking instruction scheduling process to be implemented. And there are no theoretical results about the correctness of such an implementation. Being freed from the topological sort issuing order constraint is a very powerful asset. For instance it allows us to use a lowest-slack first issuing order, which seems to produce the best schedules in the case of recurrent loops. More importantly, it paves the way for the development of advanced techniques such as register assignment combined with scheduling. Currently, simplex scheduling allows register lifetime-sensitive scheduling to be used, with less than a 50% increase in the scheduler running times.
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