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Abstract Interconnection networks are used for connecting the various components of a system, such as the nodes of a parallel computer. In the event that the interconnection network fails, the remainder of the system is left disconnected. Thus, the reliability of the interconnection network is vital for the overall reliability of the system. However, as the network size increases, there is an increased probability that some component will fail. It is therefore essential to be able to keep the interconnection network operational even in the presence of faulty components. In this thesis, this issue is addressed through new methods for fault-tolerant routing. There are two main contributions. The ﬁrst is a fault-tolerant routing methodology assuming a static fault-model. The main fault-tolerant mechanism of the methodology is routing via intermediate nodes. In addition, several extensions are provided, enabling the methodology to be adapted to various fault tolerance requirements. The methodology requires no change to the way packets are routed in the fault-free case, can be easily implemented, does not require the use of routing tables, and is well-suited for use in high-performance systems. The second main contribution is a fault-tolerant routing method supporting a dynamic fault-model. Using this method, network traﬃc is not required to be stopped at any time, enabling faults in the interconnection network to be made transparent to the applications. The method is therefore applicable to systems that are required to remain operational at all times. Both methods are valid for both mesh and torus topologies, which are among the most commonly used interconnection network topologies. Furthermore, they provide high network performance, through the use of adaptive routing, and provide graceful performance degradation in the presence of faults.
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Chapter 1 Introduction Interconnection networks are used in almost all digital systems that are large enough to have two components to connect. The most common applications of interconnection networks are in computer systems and communication switches. In computer systems, they connect processors to memories and input/output (I/O) devices to I/O controllers. They connect input ports to output ports in communication switches and network routers. They also connect sensors and actuators to processors in control systems. Anywhere that bits are transported between two components of a system, an interconnection network is likely to be found. (Dally and Towles, Principles and Practices of Interconnection Networks, Chapter 1.1)



1.1



Motivation



Interconnection networks are used for a variety of purposes, from connecting the various components of a single device (e.g., connecting the internal units of a chip) to connecting the nodes of massively parallel computers covering hundreds of square meters [46]. Due to their large application area, interconnection networks are found in systems with high requirements for reliability and continued operation. Faults in the interconnection network may potentially leave the remainder of the system disconnected, thus, providing a reliable interconnection network is essential for the overall reliability of the system. In this thesis we consider reliability in interconnection networks with mesh and torus topologies. These two topologies are among the most commonly used in interconnection networks. As an illustration, 11 of the top 15 spots on the current top 500 list of supercomputers [117] are held by machines using these topologies. For instance, a three-dimensional torus topology is used by the BlueGene/L [49], the BlueGene/P [112], the Cray XT4 [4], and the SGI Altix ICE [102], while the RedStorm [26] uses a three-dimensional mesh topology. Such massively parallel computers are required in order to meet the high computational demands within ﬁelds such as the life sciences 1
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and climate modeling. The BlueGene/L, for instance, was motivated by the needs of protein science [114], where it may potentially help to create a better understanding of diseases such as Alzheimer’s and open up for the invention of new therapies. Enduring a fault-free network is very diﬃcult in such large systems however. Because of the high number of components, there is an increased probability that some components may fail. Thus, for massively parallel computers, fault tolerance is a critical design issue [49][61][104] that will become increasingly important as systems continue to scale. Torus and mesh topologies are also found in more commercial architectures, like the Alpha 21364 [79] (two-dimensional torus), that are targeted at application domains such as database servers, web servers, and telecommunications. For such commercial applications there are often strict requirements for uninterrupted service, and failure to meet these requirements may have severe economic consequences. Torus and mesh topologies are also used in other types of devices with high requirements for availability, such as the Avici TSR router [28] (three-dimensional torus). Furthermore, two-dimensional mesh and torus topologies are a popular choice for networks on-chip [123]. In a recent Tera-scale prototype from Intel, 80 cores are connected in a two-dimensional mesh on a single processor chip [64]. It is considered a requirement for such future interconnection networks that they are robust in the face of failures [59]. With emerging techniques for three-dimensional die-stacking [77], three-dimensional mesh and torus topologies may be expected to ﬁnd their way onchip as well. One way to provide fault tolerance in interconnection networks is to use spare components. When using this strategy, components are replicated so that when a component fails it is simply replaced by its redundant copy. The main drawback of this method is the high cost of the spare components. By using fault-tolerant routing instead, fault tolerance can be provided (without requiring spare components) by utilizing the inherent redundancy of network topologies such as the mesh and torus. Fault-tolerant routing is the topic of this thesis. A main challenge when designing fault-tolerant routing algorithms is to be able to utilize the redundancy of the network without introducing risk of deadlock, while at the same time not unnecessarily increasing the cost of the system. Besides increasing the reliability of a system, fault-tolerant routing may also have additional beneﬁts. For instance, fault-tolerant routing can potentially be used to increase the granularity of a system, by allowing the system to be built from a partial topology and later be expanded by one node at a time. The ability to handle incomplete topologies may potentially also be utilized to increase the production yield for multi-core processors. Furthermore, fault-tolerant routing may allow unused parts of a system to be turned oﬀ, thereby reducing power consumption and heat dissipation.
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Contributions



This thesis addresses fault-tolerant routing in interconnection networks with mesh and torus topologies. The main contributions can be divided into two parts: • A fault-tolerant routing methodology for mesh and torus topologies. The methodology assumes a static fault model, does not degrade performance in the absence of faults, provides graceful performance degradation in the presence of faults, and tolerates a reasonably large number of faults without disabling healthy nodes. In order to avoid faults, packets that could be aﬀected by faults are ﬁrst sent to an intermediate node and then from this node to the ﬁnal destination. Fully adaptive routing is used along both subpaths.1 Because there are scenarios where the faults cannot be avoided solely by using an intermediate node, we also provide some extension to the methodology. Speciﬁcally, we propose the use of more than one intermediate node for some paths. Alternatively, disabling of adaptive routing and/or misrouting may be applied on a per-packet basis. The main results from this work have been published in [53], [81], and [56]. Additionally, the extension of the methodology with misrouting was proposed in [55] and evaluated in [54]. • A fully distributed fault-tolerant routing method for torus and mesh topologies. The method supports a dynamic fault model and does not require network traﬃc to be stopped at any time, thereby enabling faults in the network to be made transparent to the applications. Contrary to most previous proposals that support a dynamic fault model, the method is able to tolerate concave fault regions, thereby avoiding disabling healthy nodes in most practical scenarios. The method provides high network performance through the use of adaptive routing and provides graceful performance degradation in the presence of faults. The main results from this work have been published in [82]. In addition to the results published in [82], it is in this thesis also described how the number of required virtual channels can be reduced for torus topologies, thereby further improving the method.



1.3



Research Methods



The main research activity during the work on this thesis has been the design, implementation, and evaluation of new fault-tolerant routing techniques. In addition, a study of background and related literature has been conducted. 1 We focus on using the methodology with fully adaptive routing, although the methodology is applicable to any minimal routing algorithm.
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Academic papers have constituted the main sources for the literature study. These papers have been located using services such as IEEEXplore, SpringerLink, ScienceDirect, CiteSeer, and ACM Portal, in addition to more general search engines like Google and Google Scholar.2 In addition, the library at the Department of informatics, at the University of Oslo, has helped to obtain copies of some papers which were not available through the previously mentioned sources. The books on interconnection networks by Duato et al. [43] and Dally and Towles [35] have also provided valuable sources of information. Furthermore, product information from company websites have been referred to for information about actual products. Based on the observation that there is a need for eﬃcient fault-tolerant routing in interconnection networks, we have developed several such solutions in order to be able to satisfy diﬀerent requirements. The processes of designing and developing these solutions have resembled that of traditional software development processes. In particular, the solutions being developed were subject to several requirements, such as the requirement for good network performance, the requirement for fault tolerance, the requirement for deadlock-freedom, and the requirement to avoid excessive costs. These requirements have put strong directions on the work conducted, in particular on the design of the fault-tolerant methods. Also, the work has been an iterative and incremental process, where problems discovered during implementation or testing have caused changes to the design and the addition of new features. Also, in order to prove speciﬁc properties of the proposed solutions, formal proofs have been provided. The resulting fault-tolerant routing techniques have been evaluated through simulation. Because of the size and complexity of the systems to be evaluated, alternative strategies such as analytical modeling (e.g., using queuing theory) or prototyping (in order to perform measurements on the prototype system) were found to be either too complex or too expensive for the purpose of this thesis. Ideally, a simulation model should accurately imitate the behaviour of a system, with regard to the characteristic(s) being studied. However, in order to limit processing requirements, simulations are generally performed based on an abstract model of the system. This abstraction makes it diﬃcult to obtain absolute measurements, with regard to a real system, through simulation. Nevertheless, simulations are useful for obtaining relative measurements. In addition to performing network simulations, we have also conducted fault tolerance analyses in order to determine the provided fault tolerance when this has not been given by the supported fault model. During these analyses, we have applied our fault-tolerant solutions to speciﬁc fault-scenarios, and determined whether our solutions are able to handle these scenarios or not. As opposed to a simulation model, such an analyses is not an abstraction of the real model, but provides an absolute answer for the given scenario. Rather, the limitation here is the number of scenarios considered, which is limited by processing power. More detailed descriptions of the simulation models and fault tolerance analysis methods used in this thesis are 2 These services can be found at ieeexplore.ieee.org, springerlink.com, www.sciencedirect.com, citeseer.ist.psu.edu, portal.acm.org, www.google.com, and scholar.google.com respectively.
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provided where applicable. During the work on this thesis, results have also been published at international conferences and in international journals, where feedback has been received through peer-reviews.



1.4



Readers Guide



Chapter 2 gives an introduction to interconnection networks. This is not intended as a general introduction to interconnection networks, but serves to deﬁne the context of this thesis and presents the concepts built upon in the later chapters. For a more complete overview of interconnection networks, the reader is referred to [43] or [35]. Chapter 3 introduces concepts related to fault tolerance, and fault-tolerant routing in particular, and provides an overview of existing work. Chapter 4 presents the proposed fault-tolerant routing methodology for use with a static fault model, while Chapter 5 presents the proposed fault-tolerant routing method for use with a dynamic fault model. Finally, Chapter 6 concludes this thesis.



Chapter 2 Interconnection Networks An interconnection network consists of nodes connected by communication links. A node may be a terminal that generates and consumes traﬃc and/or a router node that forwards packets on behalf of other nodes. When using the term node in this thesis, we will refer to a node that is both a terminal and a router node. The term switch may refer to the switch fabric of a router or to a standalone switch. All communication links are assumed to be bidirectional. The topology of an interconnection network speciﬁes how the terminals are interconnected. Although it may be feasible to connect each terminal to each of the other terminals directly, using point-to-point links, such an approach becomes overly complex and expensive for systems of even modest size. Thus, a more sophisticated network topology is usually required. Section 2.1 provides a brief overview of topologies, with an emphasize on the target topologies of this thesis, that is, mesh and torus topologies. Given a topology where the terminals are interconnected through switches, the switches must relay data on behalf of other nodes. This forwarding of data may be achieved through circuit switching or packet switching. Circuit switching has its origin from telecommunications, where it has been widely employed through its use in the analog telephone system. Still, circuit switching has signiﬁcant disadvantages when it comes to switching data. Speciﬁcally, circuit switching requires a path to be set up prior to sending the data, thereby increasing latency and wasting bandwidth especially when the message size is small. This ineﬃciency motivated the development of packet switching [8], where each packet is switched independently based on addressing information contained in the packet header. Packet switching is the predominant switching mechanism used in modern interconnection networks, and we therefore only consider packet switched networks in this thesis. If buﬀerless switches were used for packet switching, packets would either have to be forwarded at once or dropped. A packet, or part of a packet, simply can not be kept if there are no buﬀers. Dropping packets, once contention occurs, is clearly a waste of bandwidth considering that the bandwidth consumed by a packet that is eventually dropped is wasted. To avoid this ineﬃciency, switches employ buﬀers to store packets or parts of packets. Buﬀer allocation is governed by ﬂow control 7
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mechanisms. Flow control speciﬁes how buﬀers are allocated to packets, eﬀectively controlling the ﬂow of data through the network. The use of buﬀers and ﬂow control enables interconnection networks to be lossless, that is, to not drop packets. Most interconnection network technologies utilize lossless ﬂow control, and we therefore focus on lossless networks in this thesis. Although the solutions presented in this thesis are applicable to lossy networks as well, other methods are likely to be better suited for such networks. Lossless ﬂow control is closely related with an issue known as deadlock. In the case of deadlock, a set of packets are all waiting for a resource held by another packet in the set, thereby creating a deadlocked situation. Both ﬂow control and deadlock is further discussed in sections 2.2 and 2.3 respectively. The use of buﬀers enables each physical channel to be divided into several virtual channels. Virtual channels [33] share the same physical channel, but have their own buﬀers/queues. When several virtual channels share the same physical channel, the virtual channels are multiplexed over the physical channel. Virtual channels are widely used in interconnection networks. For instance, the BlueGene/L supercomputer has four virtual channels [1]. These virtual channels are used to avoid deadlock, improve network performance, and provide a better quality of service to high priority packets. Similarly, the Alpha 21364 [79] has as many as 19 virtual channels. The use of virtual channels will be further discussed later in this chapter in the context of ﬂow control (Section 2.2), dependencies and deadlock (Section 2.3), and routing (Section 2.4). In the later chapters of this thesis, we will use virtual channels in order to provide deadlock-free fault-tolerant routing. Together with ﬂow control, switching controls access to the resources in the network, that is, the buﬀers and channels. Generally speaking, switching provides access to the resources while ﬂow control determines how the resources are to be used. Which output port is supplied by the switch is again governed by the routing algorithm. The routing algorithm used in the network determines the path(s) a packet may take through the network, and thus also provides the channel(s) onto which a switch may forward a packet for a given destination. As we will see, in Section 2.4, routing algorithms must be carefully designed in order to avoid deadlock. So far, we have given a glimpse of the many choices that have to be made when designing an interconnection network, and there is still a range of issues that are not touched upon in this thesis. Consequently, there are many diﬀerent interconnection network technologies. Examples of such technologies are InﬁniBand [63], HyperTransport [62], Cray’s SeaStar interconnect [16], QsNet [9], Myrinet [84], and Scalable Coherent Interface [58]. In addition, many systems, like the BlueGene/L [49], the Earth Simulator [45], and the Alpha 21364 [79], employ custom interconnects. This thesis targets no single speciﬁc technology. Instead we have a more general scope and consider lossless interconnection networks with mesh and torus topologies. Mesh and torus topologies are for instance found in systems using Cray’s SeaStar interconnect, the BlueGene/L, systems using Scalable Coherent Interface, and Alpha 21364 based systems. Mesh and torus conﬁgurations can also be created
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using Inﬁniband and Myrinet. For instance, the SGI Altix ICE [101] platform uses an InﬁniBand interconnect and a three-dimensional torus topology. Without doubt, mesh and torus topologies are among the most commonly used interconnection network topologies. Furthermore, they are a popular choice for networks on-chip [123], which are likely to play an increasingly important role in future system architectures.



2.1



Topologies



Based on its topology, an interconnection network may be classiﬁed as a sharedmedium network, a direct network, an indirect network, or as a hybrid between these classes [43]. In a shared-medium network, the transmission medium is shared by all the terminals. Shared-medium networks have the advantages of potentially low cost and inherent ability to support broadcast communication. Because the bandwidth is shared by all the terminals sharing the medium, however, a pure shared-medium network is only able to support a limited number of terminals. In a direct network on the other hand, a node is connected to each of its neighbouring nodes through separate point-to-point links. A node may relay traﬃc for other nodes, thereby enabling communication between non-neighbouring nodes through the use of multihop communication. Point-to-point links are also used in indirect networks. In an indirect network, each terminal is connected by a point-to-point link to a switch, which again may be connected to other switches. Networks with mesh and torus topologies, which are the topologies considered in this thesis, are usually considered to be direct networks. The distinction between direct and indirect networks is not always strong, however. For instance, a direct network where each node has an integrated switch module could also be considered as an indirect network where each terminal is connected to a single switch, which again is connected to other switches. Figure 2.1a shows a two-dimensional torus with four nodes in each dimension. As can be seen, each node in a two-dimensional torus is connected to exactly four neighbours. A topology where each node is connected to the same number of neighbours, such as in a torus, is said to be regular [43]. Torus topologies are also often referred to as k-ary n-cubes, where k speciﬁes the number of nodes along each dimension and n the number of dimensions. Thus, the two-dimensional torus topology in Figure 2.1a, with four nodes in each dimension, may be referred to as a 4-ary 2-cube. To avoid the long wraparound links connecting the nodes on the edges, the torus may be folded as shown in Figure 2.1b. Notice that the logical structure of a folded and unfolded torus is the same though. The unfolded version will therefore be used for illustration purposes in this thesis, although the folded version may be preferable for implementation purposes. Figure 2.2a shows a two-dimensional mesh with four nodes in each dimension, also referred to as a 4-ary 2-mesh. As can be seen, a mesh is simply a torus without the wraparound links. Because the wraparound links are missing, the nodes on the edges of the mesh have less links than the inner nodes of the mesh. For both mesh and
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(b)



(a) Figure 2.1: (a) A two-dimensional torus (4-ary 2-cube). (b) A folded one-dimensional torus (4-ary 1-cube). torus topologies, higher dimensional networks may be constructed by connecting two or more lower dimensional networks. Figure 2.2b shows a three-dimensional mesh with two nodes in each dimension, that is, a 2-ary 3-mesh, constructed by connecting two 2-ary 2-meshes. Mesh and torus topologies have many similar characteristics, but also important diﬀerences. As to the similarities, both mesh and torus topologies are well suited to take advantage of communication locality in parallel applications [3]. Furthermore, both topologies are strictly orthogonal [43]. A strictly orthogonal topology has at least one link in each dimension, and each link is in exactly one dimension. Because it is then possible to traverse any given dimension from any node in the network, routing is simpliﬁed and can be implemented in hardware. This is often done in large scale systems, while small and medium size systems usually employ routing tables [93]. For instance, there are no routing tables in the BlueGene/L supercomputer [1], while routing tables are used in the Alpha 21364 [79] and in the Cray T3E [98]. As opposed to the mesh, the torus is also a symmetric topology, meaning that the topology looks the same from every node. This provides for a better load balance and may further simplify routing. We say that a topology is connected if there is at least one path between all the non-faulty nodes in the network. A link or node is redundant if it can be removed and the topology remains connected. Both the torus and the mesh oﬀers redundancy. This is an important feature in our context, as it allows the topology to remain connected even if a link or a node fails. However, even if the topology remains connected, faults alter the characteristics of the topology. For instance, a torus is no longer regular nor symmetric if a link fails. Mesh and in particular torus topologies are often preferred for systems where scalability and redundancy are important design criteria. For instance. in the BlueGene/L [49], 65,536 nodes are connected in a three-dimensional torus topology, clearly
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(b) (a) Figure 2.2: (a) A two-dimensional mesh (4-ary 2-mesh). (b) A three-dimensional mesh (2-ary 3-mesh).



demonstrating the scalability of the torus topology. A three-dimensional torus is also employed by the Cray XT3 and XT4 systems [25]. In the Red Storm [71], 12,960 nodes are connected in a three-dimensional mesh. At the other end of the interconnection network range, two-dimensional mesh and torus topologies are also a popular choice for networks on-chip [123], because they can be easily packaged onto the chip. For instance, in a prototype from Intel [64], 80 cores are connected in a two dimensional mesh on a single processor chip. Torus and mesh topologies are also found in other types of systems. For instance, a threedimensional torus is used to provide an economically scalable switching fabric in the Avici TSR [28] internet router. When deciding between a mesh or torus topology, the oﬀered bandwidth, latency, and cost may be deciding factors. A bisection of a network is a minimal set of links that must be removed in order to divide the network into two halves. The total bandwidth of these links is the bisection bandwidth. With uniform traﬃc, half the traﬃc crosses the bisection. Thus, the minimum bisection bandwidth of a network gives a measure of the theoretical capacity of the network. Thus, the fact that a torus provides twice the bisection bandwidth of an equivalent mesh might be a deciding factor. Let us deﬁne the distance between two nodes as the minimum hop count between these two nodes. The diameter of a network is then the maximum distance between any two nodes in the network. Because of the wraparound links, a torus has a smaller diameter, and a shorter average distance between the nodes, than a mesh of the same size. On the other hand, a torus has signiﬁcantly higher wiring costs because of the additional wraparound links. Furthermore, as we will see, in sections 2.3 and 2.4, torus networks also require additional attention in order to avoid deadlocks.
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2.2



Flow Control



As mentioned in the introduction to this chapter, the way packets are buﬀered is determined by the ﬂow control policy. Store-and-forward is maybe the most well known method of ﬂow control,1 due to its use in wide area networks such as the Internet [60]. Using store-and-forward, the entire packet is stored before it is forwarded onto the next hop. As an implication, the buﬀers must at least be large enough to store an entire packet. Because the entire packet is buﬀered before it is forwarded, corrupt packets may be discarded. A disadvantage when using this method, however, is that the head of the packet makes no forward progress while waiting for the tail of the packet, thus, a new serialization delay is incurred at each hop. The repeated serialization delay experienced by store-and-forward can be avoided by using wormhole ﬂow control instead.2 With wormhole ﬂow control, each packet is divided into ﬂow control units, called ﬂits for short. The addressing information is contained in the head ﬂit and a switch may forward the head ﬂit once it is received. The channel is then reserved until the tail ﬂit has passed, so that the remaining ﬂits can simply trail after the head ﬂit. Using this method a channel is not strictly required to have buﬀer capacity for more than a single ﬂit, meaning that the ﬂits of a packet may be spread out across several nodes in the network, like a worm. If contention occurs and the head ﬂit is blocked, waiting for a resource, all the trailing ﬂits are blocked as well. Because the resources held by the trailing ﬂits throughout the network remains unavailable to other packets until they are released by the tail ﬂit, this behavior is susceptible to spread congestion throughout the network. Wormhole ﬂow control has for instance been implemented in the Cray T3D [68] and in Myrinet [11]. Another alternative ﬂow control is virtual cut-through [67]. With virtual cutthrough [67], there must be enough buﬀer space at each switch to store an entire packet like in store-and-forward. Still, virtual cut-through allows the head of the packet to be forwarded once it is received, like in the case of wormhole ﬂow control. Thus, when there is no contention for resources, virtual cut-through behaves like wormhole ﬂow control, avoiding the repeated serialization delay. When contention occurs, virtual cut-through buﬀers the packet at the switch like store-and-forward does, preventing a blocked packet from occupying resources at more than one node. Thus, virtual cut-through is able to provide the low latency of wormhole ﬂow control, while at the same time preventing blocked packets from blocking resources throughout the network, at the cost of requiring buﬀers large enough to store an entire packet. With virtual cut-through (and store-and-forward), the ﬂit size equals the packet size. 1 Some of the methods described in this subsection, that is, store-and-forward, wormhole, and virtual cut-through, are often referred to as switching or routing techniques. Because these methods specify how buﬀers are allocated to packets, they are referred to as ﬂow control policies in this thesis. This is consistent with [35] and [17]. 2 According to [35], wormhole ﬂow control was ﬁrst implemented on the Torus Routing Chip [33]. Wormhole ﬂow control is also considered in [34] and [29], which acknowledge wormhole ﬂow control to [100] and [99] respectively.
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Thus, as opposed to wormhole, ﬂow control is conducted on a packet by packet basis. Still, as each ﬂit may be divided into phits (i.e., physical transfer units), a switch may start forwarding the head of the packet once the packet header has been received (granted that there is enough free buﬀer space at the next hop to store the entire packet). Virtual cut-through is for instance used in the BlueGene/L [1] and in the Alpha 21364 [79]. Because a switch may start forwarding the packet before it is completely received when virtual cut-through is used, it may not be possible to drop a corrupt packet. Still, link level retransmission of corrupt packets can be achieved. In the BlueGene/L [1], for instance, this is achieved by including a valid indicator at the end of each packet. Thus, if the cyclic redundancy check fails, the packet is marked as invalid and a time-out mechanism is used to retransmit the packet. When virtual channels [30] are used, ﬂow control is performed per virtual channel and each virtual channel must therefore have enough buﬀer space to store at least one ﬂit. Having multiple virtual channels has the advantage that a blocked packet may be bypassed by packets on other virtual channels, much like traﬃc on a multilane road, thereby reducing head-of-line blocking. The virtual channels, that have a (non-blocked) ﬂit ready to transmit, arbitrate for access to the physical channel. Thus, the physical channel only remains idle if none of the virtual channels are ready to transmit. Multiple virtual channels are particularly beneﬁcial in networks with wormhole ﬂow control. With wormhole ﬂow control, in the absence of virtual channels, a blocked packet would hold all the physical channels between the head and the tail ﬂit idle. When virtual channels are used, only the virtual channels held by the blocked packet remain idle, enabling the other virtual channels to still use the physical channels.



2.2.1



Backpressure



Independent of which of the previously described ﬂow controls that are used, the upstream node needs to know if the downstream node has enough buﬀer space in order to receive an additional ﬂit. Phrased in another way, the downstream node must provide backpressure preventing the upstream node from transmitting ﬂits when there is not suﬃcient free buﬀer space at the downstream node. Having such a backpressure mechanism is essential for providing lossless networks. For the purpose of providing this backpressure, credit-based ﬂow control is typically used when the buﬀers are only large enough to hold a low number of ﬂits, while on/oﬀ ﬂow control is typically used when there is buﬀer capacity for a large number of ﬂits [35]. If virtual channels are used, backpressure is applied per virtual channel. With credit-based ﬂow control, the upstream node is granted a number of credits corresponding to the buﬀer space available at the downstream node. The upstream node detracts one credit for each ﬂit transferred. When the downstream node forwards a ﬂit, thereby vacating buﬀer space for one ﬂit, the credit is increased by one. A credit reaching zero indicates that the buﬀer at the downstream node is full. In this case the upstream node is not allowed to send another ﬂit before it receives a
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(a)



(b)



Figure 2.3: (a) A resource dependency graph for three resources r1 , r2 , and r3 . There is a dependency from r1 to r2 , from r2 to r3 , and from r3 to r1 . (b) A cyclic wait-for graph, representing a deadlocked situation, for three packets (p1 , p2 , and p3 ) holding each their resource and waiting for one of the other packets to release their resource. new credit. Notice that, if the buﬀers only have capacity for a single ﬂit, the channel remains idle during the time that pass after the ﬂit has been transmitted by the upstream node until a new credit is received from the downstream node, indicating that the ﬂit has been forwarded to the next node. Thus, although buﬀer capacity for a single ﬂit is suﬃcient for this method to work, higher buﬀer capacity is required in order to make full utilization of the channel capacity. Having the downstream node send a credit each time there becomes a new buﬀer vacancy may generate an unnecessary amount of control traﬃc when the buﬀer capacity is large. Using on/oﬀ ﬂow control, the receiver is allowed to transmit ﬂits until it receives an oﬀ signal from the receiver. After receiving an oﬀ signal the sender is not allowed to transfer any more ﬂits to that receiver until it receives an on signal. In order to avoid buﬀer overﬂow, the downstream node must send the oﬀ signal once the buﬀers are ﬁlled beyond a threshold that takes into account the delay incurred after sending the oﬀ signal and until transmission is stopped at the upstream node. As before, buﬀer capacity should be large enough in order to enable the channel capacity to be fully utilized.



2.3



Dependencies and Deadlock



The fact that packets may block, waiting for a resource (i.e., a buﬀer/channel) held by another packet, creates dependencies in the network. We say that there is a dependency from a resource ra to a resource rb , if a packet holding ra may wait for rb .3 If there is a dependency from ra to rb and from rb to rc , there is also dependency from ra to rc . Resource dependencies may be depicted in a resource dependency graph, like in Figure 2.3a. Let us consider the scenario in the ﬁgure and assume that there are three packets, p1 , p2 , and p3 , that hold each their resource. Packet p1 holds resource 3 When a packet waits for a resource, we assume that the packet will continue to wait until the resource becomes available.
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r1 and waits for resource r2 , packet p2 holds resource r2 and waits for resource r3 , and packet p3 holds resource r3 and waits for resource r1 . In other words, p1 waits for p2 , p2 waits for p3 , and p3 waits for p1 . Because all three packets wait for one of the other packets, to release their resource, no progress can be made. A situation like this is referred to as a deadlock. Such wait-for relationships between packets can be represented in a wait-for graph [24], like in Figure 2.3b. A cycle in the wait-for graph means that there is a deadlock. Once a deadlock has occurred in the network, other packets may deadlock waiting for the resources held by the deadlocked packets. Thus, it is imperative that deadlocks are not allowed to persist in the network. A deadlock can be resolved by breaking the cycle in the wait-for graph. Thus, one can recover from a deadlock by dropping one of the packets creating the cycle. With the Disha deadlock recovery scheme [5], instead of dropping the packet, the packet is routed to the destination using a deadlock-free lane. The deadlock-free lane is enabled by having a single ﬂit buﬀer at each node dedicated to this purpose. Such deadlock recovery schemes are based on the assumption that deadlocks are relatively rare, which often is the case [89], and also require deadlocks to be detected. Although deadlocks could potentially be detected by analyzing the wait-for graph, a time-out based approach induces less overhead. Although deadlock recovery is a feasible approach, almost all modern interconnection networks are based on deadlock prevention [35], that is, preventing deadlocks from happening in the ﬁrst place. Thus, in this thesis, we only consider deadlock-free networks. Notice that there can only be a cycle in the wait-for graph if there is also a cycle in the dependency graph. Thus, deadlocks can be avoided by ensuring that there are no cycles in the dependency graph. For a given topology, cyclic dependencies can be removed by restricting the routing function. Given both a topology and a routing function, cycles in the dependency graph can be removed by adding virtual channels [34]. Using these approaches, the channels can be enumerated and given an order in which they are used, thereby ensuring that there are no cycles in the dependency graph. When adaptive routing is used, however, it is possible to have cycles in the dependency graph and for the routing function still to be deadlock-free. It is shown in [37][38][39] that a routing function is deadlock-free if there exists a routing subfunction which is connected and has no cycles in its extended dependency graph. The channels belonging to the deadlock-free routing subfunction are referred to as escape channels, and serve to enable packets to escape from cycles. We refer to the remaining channels as adaptive channels. The extended dependency graph includes direct and indirect dependencies.4 Given two escape channels, c1 and c2 , there is a direct 4



In [38] and [39] the deﬁnition of the extended dependency graph also includes cross dependencies. Cross dependencies are introduced when some channels are used both as escape channels and as adaptive channels (i.e., they are used as escape channels for some destinations and as adaptive channels for other destinations). Because routing functions with cross dependencies are not used in this thesis, the extended dependency graph deﬁnition from [37] is suﬃcient for our purpose. According to [35], routing functions with cross dependencies are almost never used in practice.



CHAPTER 2. INTERCONNECTION NETWORKS



16



dependency from c1 to c2 if a packet may request and wait for c2 immediately after it has obtained c1 . If there is an indirect dependency from c1 to c2 , a packet may wait for c2 while still holding c1 followed by some non-escape (i.e., adaptive) channel(s). Notice that indirect dependencies only apply to networks with wormhole ﬂow control where packets may block holding multiple channels at the same time. If there are cycles in the extended dependency graph created by indirect dependencies, these dependencies can be broken by not allowing packets to use an adaptive channel after having used an escape channel. If there are no dependencies in the extended dependency graph, however, packets can switch between escape and adaptive channels at each hop. In the next subsection we will see examples of several routing algorithms for mesh and torus topologies. Dimension-order routing, direction-order routing, and the turn model are all examples of routing algorithms that remove cyclic dependencies by restricting the routing function. Given that such routing algorithms are to be used in torus topologies, virtual channels can be added to remove the cyclic dependencies introduced by the wraparound links. These deadlock-free routing algorithms obtained by restricting the routing function, and potentially adding virtual channels, can again be used as deadlock-free routing subfunctions for adaptive routing algorithms.



2.4



Routing



The path(s) a packet can take through the network is determined by the routing algorithm. Packets that have a single destination are routed according to unicast routing, while packets with more than one destination are routed according to multicast routing. As stated previously, only unicast routing is considered in this thesis. Routing algorithms may be further classiﬁed as oblivious or adaptive. An oblivious routing algorithm does not take the state of the network into account, and may be deterministic or non-deterministic. When a deterministic routing algorithm is used, all the packets from a given source to a given destination follow the same path. A non-deterministic oblivious routing algorithm may choose among alternative paths to the same destination without considering the state of the network, for instance by random selection. An adaptive routing algorithm, on the other hand, uses the state of the network to choose among alternative paths to the same destination. Typically, an adaptive routing algorithm estimates congestion based on the local queue lengths and tries to avoid congested links. In order to provide sustained performance under non-uniform loads, many systems such as the BlueGene/L [1], the Alpha 21364 [79], and the Cray T3E [98] use adaptive routing. Adhering to this trend, the fault-tolerant routing algorithms proposed during the work on this thesis also provide support for adaptive routing. Routing algorithms may be either minimal or non-minimal. A minimal routing algorithm only routes packets through minimal paths, while a non-minimal routing algorithm may use non-minimal paths as well. Deterministic routing algorithms are usually minimal, while some non-deterministic (i.e., adaptive or non-deterministic
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oblivious) routing algorithms use non-minimal paths in order to try to balance the load in the network. When non-minimal routing is applied, it must be ensured that packets eventually reach their destination. A situation where a packet is being continuously routed around in the network, never reaching its destination, is referred to as a livelock. Although non-minimal paths may help improve load balance, such algorithms also tend to increase latency and consume more network resources [43]. Thus, the solutions for fault-tolerant routing presented in this thesis use minimal routing in the fault-free case. However, non-minimal paths will be used in order to circumvent faulty components. A given routing algorithm may be implemented using source routing or incremental routing. When source routing is used, the complete path is included in the packet header by the source node. When incremental routing is used, on the other hand, the address of the destination is included in the packet header and routing is performed on a hop-by-hop basis. Incremental routing may either be algorithmic or table-based. Because mesh and torus topologies are orthogonal, algorithmic routing can easily be performed based on the oﬀset to the destination in each dimension. Such algorithmic routing is fast and does not require storage space for routing tables, as is the case with table-based routing. On the other hand, the ﬂexibility oﬀered by table-based routing may be beneﬁcial when dealing with faults or incomplete topologies. Furthermore, there exist many methods to reduce the storage space required by routing tables and to optimize their access speeds [20]. As mentioned in Section 2.1, large scale systems often utilize algorithmic routing implemented in hardware, while small and medium size systems often employ routing tables [93]. For instance, routing tables are not used in the BlueGene/L [1], while they are employed in both the Alpha 21364 [79] and the Cray T3E [98]. Considering that the path is determined at the source node when source routing is applied, adaptive routing algorithms are usually employed in combination with incremental routing. Consequently, because the methods presented in this thesis support adaptive routing, they are mainly intended to be used with incremental routing. The remainder of this chapter provides an overview of the routing algorithms that have been used as a basis for the fault-tolerant routing algorithms in this thesis.



2.4.1



Dimension-Order Routing



For mesh and torus topologies, dimension-order routing (also known as e-cube routing) [111] is the most commonly used deterministic routing algorithm. Deterministic routing is simple to implement and enables in order packet delivery, so that packets are not required to be reordered at the destination node. On the downside, deterministic routing algorithms are not able to adapt to diﬀerent traﬃc patterns and therefore provides poor worst-case performance. Using dimension-order routing, packets are routed in the order of dimensions. For instance, given a two dimensional mesh network, packets are typically ﬁrst routed in the X dimension (i.e., the ﬁrst dimension) and then in the Y dimension (i.e., the second dimension). Because of the way packets
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are routed, such dimension-order routing is sometimes referred to as XY-routing. Because packets are routed in the order of dimensions, cyclic dependencies are avoided in meshes. When applying dimension-order routing in torus topologies, the cyclic dependencies may be broken by adding virtual channels [34]. Two virtual channels per physical channel are suﬃcient to provide deadlock-freedom in n-dimensional torus topologies. When a packet is routed in a given dimension, the packet is routed on the ﬁrst virtual channel if the coordinate of the destination node is higher than the coordinate of the current node in that given dimension. Otherwise, the packet is routed on the second virtual channel. Although this scheme ensures deadlock-freedom, it results in uneven usage of the virtual channels [2]. A better balance between the virtual channels has been achieved in the Cray T3D [97]. In the T3D, there are two logical datelines in each direction, of each dimension of the network, one for each virtual channel. The datelines are positioned in such a way as to minimize the number of routes that cross them, and the two datelines within the same direction are separated by the maximum distance (i.e., halfway around the ring). Thus, a given packet will at most cross a single dateline in a given dimension/direction. If a packet is to cross a dateline in the dimension/direction it is currently being routed, it is routed on the corresponding virtual channel. The routes that do not cross a dateline, within a dimension, are unconstrained and are used to optimize the virtual channel balance.



2.4.2



Direction-Order Routing



While dimension-order routing restricts routing to a given order of dimensions, directionorder routing ensures deadlock-freedom by restricting routing to a given order of directions. In the Cray T3E [98], direction-order routing is performed according to the following order: X+, Y+, Z+, X-, Y-, and Z-.5 Compared to dimension-order routing, direction-order routing provides for increased routing ﬂexibility and nonminimal paths. Still, the dependency graph is clearly acyclic in mesh networks. By using two virtual channels, direction-order routing can also be made deadlock-free in torus topologies. The Cray T3E applies a single dateline within each ring, and any packet crossing the dateline in a given direction is required to switch from the ﬁrst to the second virtual channel. Similar to in the Cray T3D, routes that do not cross the dateline within a direction are used to optimize the virtual channel balance in that direction. 5 The Cray T3E use three routing bits in the packet header to indicate the direction a packet is to be routed in each dimension [35]. Thus, a packet can generally only be routed in one direction of a dimension. However, an additional initial hop in a positive direction and a ﬁnal hop in the Zdirection is also supported, in order to provide fault tolerance and higher system granularity (i.e., by supporting incomplete torus topologies with partial planes).
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The Turn Model



Higher adaptivity, than what is provided by direction-order routing, can be provided by using the turn model. The turn model [51] provides deadlock-free and partial adaptive routing, in meshes, by prohibiting the minimal number of turns to avoid cyclic dependencies. There are several ways in which a minimum number of turns can be removed in order to avoid cycles, thus, the turn model provides for several diﬀerent routing algorithms. For instance, for two-dimensional meshes, the turn model provides the west-ﬁrst, the north-last, and the negative-ﬁrst routing algorithms by prohibiting diﬀerent turns. The west-ﬁrst routing algorithm prohibits turns to the west,6 and therefore requires packets to be routed west ﬁrst, if they are to be routed in that direction at all. The north-last algorithm, on the other hand, does not allow a packet that is being routed north to turn in any direction, thereby requiring packets to be routed north last. Finally, negative-ﬁrst forbids turns from positive (i.e., north/east) to negative directions (i.e., south/west). Positive-ﬁrst, another variation of the turn model, is an equivalent to negative-ﬁrst that forbids turns from negative to positive directions. It may be noticed that positive-ﬁrst allows all the transitions allowed by the direction-order routing used in the Cray T3E (i.e., X+Y+X-Y- when considering only two dimensions), in addition to the north-to-east (i.e., Y+ to X+) and south-to-west (i.e., Y- to X-) transitions. In [12], north-last routing is shown to provide lower throughput than dimensionorder routing under both uniform, local, and hot-spot traﬃc patterns. However, one should be cautious about drawing general conclusions about the performance of north-last (or the turn model in general) based on these results alone. Dimensionorder routing is known to perform very well under uniform traﬃc [43], while adaptive routing algorithms have their strength for non-uniform traﬃc patterns. Considering that the local and hot-spot traﬃc patterns applied in [12] are basically uniform traﬃc patterns with some local/hot-spot traﬃc on top, it could be that these traﬃc patterns are too uniform to give adaptive routing (i.e., north-last) an edge. This theory is strengthened if we consider the results in [23]. In this paper dimension-order routing is shown to have a higher saturation point than negative-ﬁrst and west-ﬁrst under limited hot-spot traﬃc. However, it is also shown that negative-ﬁrst and west-ﬁrst outperforms dimension-order routing when the amount of hot-spot traﬃc is increased. A thorough analysis of the turn model, under uniform traﬃc in two-dimensional meshes, is provided in [47]. The relative decrease in performance compared to dimension-order routing is explained by the additional channel dependencies in the turn model. For instance, using dimension-order routing (i.e., XY-routing), an X+ channel may be blocked waiting for a Y-, Y+, or X+ channel and a Y+ channel may only be blocked waiting for another Y+ channel.7 If for instance positive-ﬁrst is used, on the other hand, both X+ and Y+ channels may be blocked indirectly waiting for 6 The turn model refers to the X- direction as west, the X+ direction as east, the Y+ direction as north, and the Y- direction as south. 7 Blocking may also be caused by blocked terminal (i.e., drain) channels independent of the routing algorithm in use.
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X+, Y+, Y-, and X- channels (while X- and Y- channels may be blocked waiting for X- and Y- channels). Thus, positive channels are subject to more blocking than negative channels. This behaviour is likely to be more severe when wormhole ﬂow control is used, since the eﬀect of blocked packets is then aggravated. Thus, it is possible that the performance comparisons with dimension-order routing in [12] (and in [23] for that matter) would have been more favorable for the turn model if virtual cut-through had been applied instead of wormhole ﬂow control.



2.4.4



Adaptive Routing Using Escape Channels



We have seen that direction-order routing and the turn model oﬀers partial adaptivity. As discussed in Section 2.3, fully adaptive routing algorithms can be constructed by relying on deadlock-free escape channels according to the theory proposed by Duato [37][38][39]. When restricted to minimal paths, such routing algorithms are sometimes referred to as Duato’s protocol [43]. We will refer to the set of virtual channels used as escape channels as an escape layer, and the set of virtual channels used as adaptive channels as an adaptive layer. The direction-order routing used in the Cray T3E [98] (discussed in Section 2.4.2) actually serves to provide a deadlock-free escape layer for adaptive routing. At each hop, a packet can either use an adaptive channel or a direction-order escape channel, but a packet is not allowed to block waiting for an adaptive channel. Because virtual cut-through is applied in the T3E, there are no indirect dependencies and it is therefore suﬃcient that the dependency graph of the escape routing function is free from cyclic dependencies. If wormhole ﬂow control is applied, it must also be veriﬁed that the extended dependency graph (i.e., including both direct and indirect dependencies) is free from cyclic dependencies. In that case, it is recommended that minimal routing is used, as very few non-minimal routing functions have an extended channel dependency graph that is free from cycles [43]. Alternatively, packets may be restricted from reentering the adaptive layer after having used an escape channel.



2.4.5



Adaptive Bubble Routing



Adaptive routing is also used in the BlueGene/L [113]. However, in this case, the escape layer is implemented quite diﬀerently. Instead of relying on virtual channels, to break the cyclic dependencies introduced by the wraparound links of the torus topology, the bubble ﬂow control [17] is used. Recall, from Section 2.3, that a deadlock is represented by a cycle in the wait-for graph. The bubble ﬂow control avoids deadlocks within a ring by ensuring that there is always a bubble in the wait-for graph, thereby preventing a cycle in the wait-for graph to be completed. A bubble in the wait-for graph can be ensured by only allowing a packet to be injected into the directional ring if there is free buﬀer space for one more packet after the packet has been injected. Although it would suﬃce with a single bubble within the ring, it is much simpler from an implementation point of view to just make sure that there is
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space for one more packet in the local buﬀer. Also notice that the bubble ﬂow control is intended to be used in combination with virtual cut-through, as it would be much more complex to ensure that a bubble is present if wormhole ﬂow control was used. An issue with the bubble ﬂow control is that a downstream node could be prevented from injecting packets into the network due to continuous traﬃc from upstream nodes. When bubble ﬂow control is used as an escape layer for adaptive routing [91], however, this is not an issue as access to the adaptive layer is unrestricted. If bubble ﬂow control is used for deterministic routing, on the other hand, additional injection control mechanisms are required [17].



Chapter 3 Fault Tolerance Fault tolerance is deﬁned as the ability of a system to continue operation despite the presence of faults [83]. In that sense, fault tolerance is closely related to concepts such as reliability, availability, and dependability, as it may serve to provide these features. According to Von Neuman [80], “the basic principle of dealing with malfunctions in nature is to make their eﬀect as unimportant as possible and to apply correctives, if they are necessary at all, at leisure.” This principle is a good example of the desirable behaviour of a fault-tolerant system, that is, minimizing the eﬀects of faults until the faults potentially are corrected. In an interconnection network, bit-errors may occur on transmission links or in memories. Such transient errors may be detected using error control codes, like cyclic redundancy checks, and then be corrected by link-level retransmission or error correction codes. Other failures, such as a broken link-cable or memory-chip, are more permanent in nature. We assume that such permanent failures are detected and contained on a node or link boundary. Thus, faults are assumed to be failstop [95], meaning that we do not consider Byzantine (i.e., malicious) faults [72]. In the context of fault-tolerant routing in interconnection networks, these are common assumptions. Although mechanisms for detecting faulty components are outside the scope of this thesis, the status of a link may be determined by measuring its bit-error rate in addition to using a timeout mechanism. For instance, in the SGI Spider interconnect chip [48], the link is shut down if a packet has not been successfully transmitted after several attempts. Also, because transient-errors aﬀect performance and may indicate a failing component, bit-errors are recorded for each port. Notice that, when such a scheme is used, a faulty node may also be detected as a link failure by each of its connected neighbours. It may be observed, from the previous discussion, that transient and permanent faults are not completely disjoint. Speciﬁcally, a link with frequent transient errors may be considered to have a permanent failure. Furthermore, a permanent failure may disappear if the faulty component is repaired or replaced. Nevertheless, the distinction between transient and permanent failures is clearly a useful one. In particular, permanent link and node failures are handled very diﬀerently from typical 23
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transient failures. Permanent faults manifest themselves at the network level as link or node failures. In the case that a fault-tolerant routing algorithm is used, such faults can be circumvented using alternative paths. Because additional load is then placed on the remaining links, some degradation in the network performance must be expected. Thus, when using this strategy, the goal is to provide a graceful performance degradation in the presence of faults. The eﬀectiveness of applying fault-tolerant routing can not be determined by considering the routing algorithm in isolation however. Its eﬀectiveness clearly also depends on other factors such as the topology of the system, the mean time between failures, the mean time to repair, and the requirements of the application(s). Obviously, fault-tolerant routing is limited by the redundancy oﬀered by the topology. Fortunately, both mesh and torus topologies oﬀers redundancy. Even the least redundant of these topologies, the two-dimensional mesh, remains connected in the event that any single node or link is removed. Although removing two random links/nodes could potentially disconnect a two-dimensional mesh, it is much more likely that the network remains connected for all but the smallest networks. For torus and higher dimensional topologies, the oﬀered redundancy is even higher (e.g., one can remove any two links in a three-dimensional mesh, any three links in a twodimensional torus, and any ﬁve links in a three-dimensional torus). Furthermore, even if some nodes become physically disconnected, fault-tolerant routing may enable the remaining system to be kept operational. Given that the topology oﬀers suﬃcient redundancy, fault-tolerant routing may still not provide a satisfactory solution in a system where any degradation in network performance, or loss of processing power, is prohibited. In many practical scenarios, however, a temporary degradation in network performance or processing power is acceptable. Furthermore, when designing a system, the interconnection network is usually not planned to continuously operate at its saturation point. Thus, a small reduction in the peak performance of the network is not necessarily equally reﬂected in the performance of the application(s). Also, if the mean time between failures is longer than the mean time to repair, the number of simultaneously faulty components is likely to be limited. Thus, given that the provided graceful performance degradation is acceptable, fault-tolerant routing is a viable option for many systems. Even in systems where repairs are not performed/possible, fault-tolerant routing could be an alternative if the performance degradation is acceptable, taking into account the reliability of the individual components over the expected lifetime of the system. In the next section, we will consider what alternatives exist, besides fault-tolerant routing, that can be used to provide a reliable interconnection network. Then, in Section 3.2, fault models pertained to fault-tolerant routing are presented, before we provide an overview of existing fault-tolerant routing algorithms in Section 3.3.
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Alternatives to Fault-Tolerant Routing



If reliability is to be provided, the alternative to fault tolerance is fault avoidance [7]. Fault avoidance requires each component to have a very high reliability and to be perfectly assembled. Such high quality requirements may signiﬁcantly increase the cost of a system. Furthermore, as the number of components increase, even a system built from extremely reliable components may not be able to provide suﬃcient reliability through fault avoidance. Let us for illustration consider a system like the BlueGene/L, with 65,536 nodes and a desired mean time between failures of at least 10 days [113]. If we model all faults as node failures and somewhat simpliﬁed assume that the probability of failure is equal, independent, and constant for all the nodes during the lifetime of the system, each node would be required to have a mean time between failures of about 1794 years in order to provide the desired reliability for the entire system.1 What is more, even a system built from extremely reliable components may not be protected against human errors, such as unplugging the wrong cable, and other external factors. Relying solely on fault avoidance also has the disadvantage that the entire system fails completely, potentially without any warning, once the ﬁrst component fails. Hence, fault avoidance alone is not a trustworthy solution for critical systems where for instance lives are at risk. For non-critical systems, a low mean time to repair, potentially combined with fault avoidance, may provide an alternative to fault tolerance. A disadvantage with this approach, however, is that there is a trade-oﬀ between the mean time to repair and the costs of having maintenance personnel and spare parts available. Thus, if the money potentially saved by not investing in a faulttolerant system is not to be eaten up by increased operational costs, one may end up with signiﬁcant downtime for the system. Although such system downtime may be acceptable in some environments, decreased utilization may reduce the return on investment. Fault tolerance has the advantage of enabling the system to remain operational despite the presence of faults, thereby oﬀering ﬂexibility in when repairs are to be carried out and reducing system downtime. This way, fault tolerance can reduce maintenance costs and potentially increase the return on investment. Furthermore, fault tolerance may reduce the initial system cost for some systems, by lowering the reliability requirements for individual components to the level provided by standard components. Finally, fault tolerance may signiﬁcantly improve the reliability of a system. In particular, by combining fault tolerance with fault avoidance, highly reliable and scalable systems can be provided. One way to provide fault tolerance is through the use of replicated components. Using this method, the failed component is replaced by its redundant copy in the case of failure. In order for this strategy to be eﬀective, the redundant copies should fail independently from the primary components. As long as the redundancy is not 1 The required mean time between failures of each node (M T BF n), depending on the desired mean time between failures of the entire system (M T BF s), is then given by: M T BF n = M T BF s× number of nodes = 10days × 65, 536 ≈ 1794years.
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exhausted, redundant components has the advantage of maintaining full performance even in the presence of faults (assuming that the redundant copies are identical to the originals). Redundant components may add signiﬁcant to the cost of a system, however, and there is also a risk that the hardware used for switching in the redundant copies might fail. If size, weight, or packaging restrictions apply, redundant components may also be undesirable from that point of view. From a routing perspective, a faulty link or node can obviously not be used for forwarding packets. If the routing algorithm in use is not fault-tolerant, a faulty component would typically result in the packets that were to use it being blocked or dropped. In case the packets were blocked, chains of blocked packets would rapidly be created eﬀectively bringing the network to a halt. The alternative, extensive packet dropping, is not much more desirable in a lossless network. A better approach, in the absence of fault-tolerant routing, is to disable a suﬃcient number of nodes or partition the network in such a way that the faulty component is no longer required. However, such an approach can easily disable a high number of nodes. Even if all the healthy nodes can be partitioned into two smaller networks, such a reduced system might not be able to satisfy the requirements of the application(s), thereby becoming practically useless. Another approach is to bypass the faulty components, potentially together with some healthy nodes as well. For instance, in the BlueGene/L [49], each 512-node midplane can be powered down separately. By having the link-chips on a separate power domain, this can be done without aﬀecting the other planes. Furthermore, to ensure system availability, the entire machine can also be partitioned into segments of eight nodes along any dimension, with each partition remaining a torus.2 Clearly, fault tolerance is a great advantage in many systems, and a necessity for some. By using fault-tolerant routing instead of the previous schemes, fault tolerance can be provided (without requiring spare components) by utilizing the inherent redundancy oﬀered by the topology. Although fault-tolerant routing is likely to incur some performance loss in the presence of faults, fault-tolerant routing comes at a much lower cost than component replication. Furthermore, as opposed to the other fault tolerance schemes not using spare components, fault-tolerant routing may avoid disabling a high number of healthy nodes and partitioning the network.



3.2



Fault Models



In this section we consider fault models related to fault-tolerant routing. More speciﬁcally, the implications of using a static or dynamic fault model are discussed in Section 3.2.1. Then, in Section 3.2.2, we describe diﬀerent extents to which fault information can be made available. Finally, in Section 3.2.3, we present fault models for specifying 2 The BlueGene/L is also able to provide some fault tolerance by injecting packets in a manner that forces them to take non-minimal paths avoiding the faults. This mechanism is able to tolerate up to three faults, in a partition, provided that they are not collinear. However, due to software and performance impacts, this mechanism is not intended for use with general applications.
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the combinations of faults supported by a fault-tolerant routing algorithm.



3.2.1



Static or Dynamic



Faults in an interconnection network can be dealt with statically or dynamically. When a static fault model is used, all the faults need to be known when the system is started. Thus, when a fault occurs, the system has to be restarted in order to continue operating. Considering that a system’s mean time between failures may be lower than the execution time of some of its hosted applications [93], this method may need to be combined with a rollback-recovery mechanism such as checkpointing in order to be eﬀective.3 If restarting the system when faults occur is not desirable, either because of the overhead imposed by relying on a recovery mechanism (e.g., maintaining checkpoints and rolling back to the last checkpoint at system failure/restart) or because continued operation is required, a dynamic fault model should be used. When a dynamic fault model is used, the system remains operational while measures are taken to circumvent the faulty component(s). A dynamic fault model has some complicating implications though. For instance, a packet that is being transmitted across a failing link may be split in two. In the case that virtual cut-through (or store-and-forward) is used, it is feasible to have the upstream node to retransmit/reroute the packet onto another link. However, this can not be done when wormhole ﬂow control is used. In that case, the ﬂits that have already been transmitted over the faulty link, including the packet header, are no longer available to the upstream node. The Reliable router [32] handles this by storing the header-ﬂit of the packet until the channel for that packet has been released. As a result, the router on the downstream side of the failing link can append a tailﬂit to the received ﬂits, while the upstream router can append a new header to the remaining ﬂits, based on the stored header, and forward them onto another link. At the destination node the fragmented packet can then be reassembled, discarding any duplicate ﬂits. In the case of a router failure, things become even more complicated if one is to ensure that no packet loss is to occur in the network. Again, in the Reliable router, this is solved by requiring that all ﬂits are buﬀered at two diﬀerent routers at all times. Thus, when node 1 forwards a ﬂit to node 2, node 1 continues to buﬀer the ﬂit until node 2 conﬁrms that the ﬂit has been successfully forwarded to node 3. This way, node 1 is able to retransmit the ﬂit in case node 2 fails before the ﬂit has been successfully forwarded to node 3. The advantage of using such a method is that the network remains lossless even in the case of single node failures, and therefore may not require an end-to-end retransmission scheme to be in place. On the other hand, such a scheme increases the buﬀer requirements at the routers and complicates the ﬂow control. An alternative strategy for dealing with link and node failures under a dynamic fault model is to accept that some packets may be lost when a component fails. The 3



A survey of rollback-recovery protocols can be found in [44].
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node on the downstream side of a failing link must still ensure that any channels that have been reserved downstream are released, by inserting a tail ﬂit (marking the packet as invalid), but otherwise fragments from cut-oﬀ packets can simply be dropped. Likewise, it is then also accepted that the packets buﬀered at a router is lost if that router fails. Using this strategy assumes that end-to-end reliability is provided by other means, or that the applications are able to deal with packet loss. End-toend reliability can for instance be achieved through the use of a reliable transmission protocol. The Reliable Message Passing Protocol [94] is one such protocol, targeted speciﬁcally at high-speed networks where errors are rare. Furthermore, end-to-end reliability is provided by some current message passing interface (MPI) implementations, such as LA-MPI [6], and is also to be supported in future Open MPI [90][124] implementations. Another issue, when a dynamic fault model is used, is that of ghost dependencies [85]. When dynamically changing the routing function, there are likely to be packets in the network that have been routed according to the old routing function. After changing the routing function, these packets may occupy channels on which they are not allowed to be routed according to the new routing function, thereby introducing ghost dependencies. Although both the old and the new routing functions are deadlock-free, the additional ghost dependencies may potentially lead to deadlock. Thus, ghost dependencies must be taken into consideration when determining if a dynamic fault-tolerant routing algorithm is deadlock-free or not.4 In the case that cyclic dependencies are created, the ghost dependencies may be removed by having the packets absorbed by the node, to be reinjected later, or dropped. Notice that because the old routing function will often be disconnected (i.e., when a fault has occurred), packets may be prevented from being routed to their destination using the old routing function. As we have seen, a dynamic fault model has both advantages and disadvantages compared to a static fault model. The main advantage is that it enables the system to remain continuously operational even when network components fail. On the other hand, the use of a dynamic fault model incurs additional complexity. Although a static fault model may require the use of a rollback-recovery mechanism, such a mechanism may potentially be required in the ﬁrst place anyway. This is because rollback-recovery may also be used as a precaution against loss of work due to other reasons, such as a terminal failing, an application crashing, or external factors such as a power outage. In the case that a node fails, the applications that were running on that terminal may need to be moved to another terminal. For instance, in the BlueGene/L [49], the primary strategy is to restart the application from a checkpoint on a set of midplanes that does not contain the faulty node. Such high level fault tolerance mechanisms are outside the scope of this thesis however. Anyway, as the choice between a dynamic or static fault model depends on the application requirements, we address fault-tolerant routing under both static and dynamic fault models in this thesis. 4



Further discussion on deadlocks during dynamic network reconﬁguration can be found in [42].
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Fault Status Information



Fault status information may be distributed through control messages, using the primary network or a separate control network. Apart from the additional cost, a separate control network has the disadvantage that it may also be subject to failures. In the Cray T3E [98], there is a separate virtual network (i.e., virtual layer) used for system initialization and diagnostics. Lossless ﬂow control is not employed in this virtual network (i.e., contention for resources is solved by dropping packets), thereby preventing deadlocks. Because such a virtual network is not subject to deadlocks, it provides high routing ﬂexibility that can be used to circumvent faults. Whether such a separate virtual network is used or not, it is imperative that control messages used for distributing status information can not be blocked directly or indirectly waiting for a faulty component. Fault status information may be collected and distributed using a centralized or a distributed approach. If a centralized approach is used, a central manager has knowledge of all the faults in the network. The central manager may then compute the required changes in the routing function and distribute these to each node. Alternatively, the central manager may distribute the fault status information to all the nodes so that they can act upon this information themselves. By having multiple redundant central managers (or potentially by electing a central manager in some distributed fashion) it can be avoided that the central manager becomes a single point of failure. A distributed approach to fault-tolerant routing, where rerouting decision are taken locally at the node without relying on a central manager for providing fault status information, may depend on varying degrees of fault status information. For instance, some algorithms require global knowledge of faults, while others only require to know the status of its neighbours. Furthermore, some algorithms do not require explicit knowledge of the faults at all, as routing information is distributed instead. This is for instance the case for Up*/Down* routing [96], where the routing function is established by applying a distributed spanning tree algorithm. For such routing algorithms, the non-faulty paths are the information of interest, not the location of the faults. Assuming that fault status information is utilized, k-neighbourhood diagnosis [10] implies that each node has information about the faults within distance k. If k equals the network diameter, global fault status information is used. If k = 1, on the other hand, each node only has knowledge about the status of its immediate neighbours. A relaxation of k-neighbourhood diagnosis is provided by k-reachability diagnosis [10], in which case each node only has knowledge of the faults that are reachable by a non-faulty path of length k or less. Although k-neighbourhood diagnosis is not really achievable if the network has become partitioned, unless a separate control network is used, partitions may be considered to be separate networks. Thus, for practical purposes, the main diﬀerence between k-neighbourhood and k-reachability diagnosis is that k-reachability diagnosis requires less fault status information to be distributed, and thereby also provides less information to the nodes. For instance, if
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1-neighbourhood diagnosis is used, two nodes connected by a faulty link are both to know the status of the other node. If 1-reachability diagnosis is used on the other hand, the status of the other node is unknown to each of the two nodes. The amount of diagnostic information made available to each node is a trade-oﬀ between the cost and time to distribute the information (and also the storage space needed to store it) and the optimality of the routing decisions that can be taken based on the information. When global information is available, optimal routing decisions can be made, while access to only local information may result in non-optimal routes. The use of a static fault model facilitates the use of global fault information. When a dynamic fault model is used, on the other hand, a more limited distribution of status information may be preferable in order to reduce the additional complexity, delay, and resource usage incurred by maintaining correct fault status information. A node may maintain fault status information by keeping a list of the known faults and their location. Assuming that the number of faults in the network is limited, such a list requires little storage space. As long as the list of faults is only used for recalculating the routing table when changes occur, the time to access and process the list of faults does not impact network performance (except from potentially when routing tables are being recalculated). In a system without routing tables, however, alternative fault status representations may be preferable. An alternative to keeping a list of all the known faults is to maintain the safety level [125][126] of each node. Given a node with safety level k, there is at least one minimal path from this node to any node within distance k. The safety level concept can be seen as an extension of that of unsafe nodes [73]. An unsafe node is a node which has at least two faulty or unsafe immediate neighbours. The idea behind unsafe nodes is that routing packets through such nodes may cause the packet to be trapped or deviated. Therefore, safe nodes are preferred when making routing decisions.



3.2.3



Faults Tolerated



Diﬀerent fault-tolerant routing algorithms provide various degrees of fault tolerance, from only tolerating single link or node failures to tolerating any combination of faults as long as the physical network remains connected. More speciﬁcally, a routing algorithm is considered to tolerate a given combination of faults as long as it provides a valid route between all the (non-faulty) nodes that are physically connected. Faults may be modeled as node and/or link faults. If a node fault model is used, link faults are treated as node faults. Similarly, under a link fault model, a node fault may be modeled as the failure of all the links of the node. When faults are modeled as individual link or node faults, we say that a routing algorithm is f -fault-tolerant if it is able to tolerate all combinations of f faults (link or node), but there is at least one combination of f +1 faults that is not tolerated. In this thesis, as in most of the literature, link failures are assumed to be bidirectional and we do not address the failure of individual virtual channels (i.e., the entire link is considered to be faulty if
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Figure 3.1: Three block (i.e., convex) faults. The bold links and nodes constitute two overlapping f-rings, while the dotted links and nodes create an f-chain.



a virtual channel fails).5 To simplify routing, closely located faults may be combined into fault regions. The shapes of such fault regions are often restricted by the fault model in use. Furthermore, the fault model may impose additional restrictions on the locations of the faults. For instance, faults may not be allowed on the edges of the mesh and there may be a minimum distance between separate fault regions. A routing algorithm applying such a fault model is generally to tolerate all fault combinations conforming to the fault model, thus, the provided fault tolerance is deﬁned by the fault model. In the case that a fault combination is not conforming to the fault model in use, healthy nodes are marked as faulty (i.e., disabled) in order to create proper fault regions. Although healthy nodes are disabled, a fault combination is considered to be tolerated as long as all the nodes, that are neither faulty nor disabled, are connected through valid paths. The simplest fault model in mesh and torus topologies is the block fault model (also referred to as the convex fault model). Under the block fault model, all fault regions are required to have a rectangular shape in a two-dimensional mesh/torus, and a cuboid shape in a three dimensional mesh/torus. Block faults can be created by marking a node faulty if it has a faulty neighbour/channel in at least two dimensions [22]. Three block faults are shown in Figure 3.1. The non-faulty nodes and links circumventing a fault region, marked in bold in the ﬁgure, creates an f-ring (i.e., fault-ring) [13]. There can be one f-ring for each fault region, and the nodes/links on 5 From a theoretical point of view, fault tolerance at the granularity of unidirectional virtual channels is achievable in many cases. For instance, a routing algorithm according to Duato’s protocol (discussed in Section 2.4.4) would be able to tolerate the failure of individual adaptive channels, as long as the escape channels remain non-faulty.
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Figure 3.2: This is the same fault-scenario as in the previous ﬁgure, but using a nonoverlapping block (i.e., convex) fault model and assuming that faults on the edges are not supported. The bold links and nodes constitute an f-ring.



the f-ring may be used for rerouting packets around the fault region. If a fault region includes nodes on the border of the mesh, however, an f-ring can not be created. Instead, an f-chain [13] is created, as illustrated by the dotted nodes and links in Figure 3.1. Two f-rings/chains overlap if they have at least one link in common [13], thus, two f-rings/chains may have a node in common without overlapping. A routing algorithm allowing f-rings/chains to overlap, is often said to tolerate overlapping fault regions. In fact, an overlapping block fault model is used in Figure 3.1, as the two f-rings overlap. The main reason why some fault-tolerant routing algorithms do not allow overlapping fault regions is that they impose restrictions on how the virtual channels within the f-rings/chains are to be used, and when f-rings/chains overlap these requirements can not be met without requiring additional virtual channels. The same fault scenario is shown under a non-overlapping block fault model in Figure 3.2. As can be seen, additional nodes must be marked as faulty in order to avoid overlapping f-rings. More speciﬁcally, nodes with faulty (or disabled) links/neighbours in both directions of a dimension are part of two f-rings [19], and are therefore marked as faulty. In the scenario in Figure 3.2, we have also assumed that faults on the edges of the mesh are not supported, thus, all the nodes in the rightmost column have been disabled due to the single fault. A stricter version of the block fault model, is to require all fault regions to be square [74] (or cubic in a three dimensional network). Because a node with at most one faulty or disabled neighbour is not able to determine whether it is part of such a region solely based on the status of its neighbours, such fault regions are more complex to construct and maintain than pure block faults if used with a dynamic
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Figure 3.3: A fault region under the solid fault model. The bold nodes and links constitute the f-ring.



fault model.6 Furthermore, such a fault model is likely to require more nodes to be disabled. The experimental results in [74] give some indications on the percentage of healthy nodes that are disabled in a 10×10 mesh when using square fault regions. In particular, when 10% of the nodes are faulty, on average less than 12% percent of the non-faulty nodes are marked as faulty, and the entire network becomes disabled when about 20% of the nodes are faulty. Although it may appear that such a method is able to tolerate almost 20% of the nodes being faulty, it is not likely that the system is able to perform satisfactory with such a high proportion of the nodes disabled. In order to reduce the number of disabled healthy nodes, nonconvex fault regions may be used. The simplest of these is the solid fault model. The solid fault model [19] includes all block/convex faults, in addition to all other non-concave fault regions. That is, given a single dimensional section of a solid fault region, there should be no non-faulty node/link between two faulty nodes/links. Any such healthy nodes are marked faulty. A solid fault region is shown in Figure 3.3. As can be seen, a node is disabled because it would otherwise create a gap between the nodes on its right and left sides. If such gaps are to be allowed, concave (i.e., non-solid) fault regions must be supported. By not requiring the nodes within such gaps to be disabled, fault-tolerant routing methods supporting concave faults (as shown in Figure 3.4) are able to tolerate a wide range of faults without disabling healthy nodes. Speciﬁcally, such routing algorithms provide additional support for nonconvex faults compared to the solid fault model by also tolerating concave fault regions. Still, such methods may not be able to tolerate arbitrary fault-patterns, and may put some restrictions on the shape of the concavities. Unfortunately, the terms convex, nonconvex, and concave fault regions are not 6



A static fault model is assumed in [74].
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Figure 3.4: A concave fault region.



consistently used in the literature, as they are sometimes interchanged. In this thesis, however, we will use the deﬁnitions that have been provided in this section. Furthermore, although fault regions are most commonly applied to node faults, they are also applicable to link faults.



3.3



Fault-Tolerant Routing Algorithms



In this section we provide a brief survey of fault-tolerant routing algorithms that have been proposed for mesh and torus topologies. The survey is by no means exhaustive, but serves to provide a general overview of diﬀerent approaches. We only discuss routing algorithms that are targeted at networks with lossless ﬂow control, that is, routing algorithms that take deadlocks into account. Furthermore, only unicast routing is considered in this thesis.7 Notice that if fault-tolerant unicast routing is in place, fault-tolerant multicast/broadcast operations can be implemented in software using unicast, although the performance may suﬀer compared to when more native support is provided. In order to improve the readability of this section, the fault-tolerant routing algorithms have been divided into diﬀerent categories that are covered in separate sections. Notice that this classiﬁcation is mainly performed for readability purposes though. Some of the fault-tolerant routing algorithms only have minor similarities with the other algorithms within their placed category, while others have strong similarities to routing algorithms within several categories. It should also be pointed out that chapters 4 and 5 provide separate discussions about the work most closely related to the methods presented in those respective chapters. 7 Proposals for fault-tolerant multicast in torus and mesh topologies can be found in [75][118][122][65], and fault-tolerant broadcast algorithms in [86][121][66].
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Fault Tolerance through Adaptive Routing



Traditional routing algorithms like dimension-order routing are not able to utilize the redundancy provided by the network topology. Much work has therefore been done to create fault-tolerant routing algorithms that take better advantage of the redundancy oﬀered by the topology. One approach has been to develop adaptive routing algorithms, where the adaptivity can be used to circumvent faulty components. Notice that adaptive routing algorithms are not necessarily fault-tolerant though. A strictly minimal adaptive routing algorithm is not able to handle a single fault, as for instance the source-destination pairs connected by a single minimal path are disconnected by any fault on the minimal path. Linder and Harden [76] proposed a method providing suﬃcient adaptivity to tolerate at least one fault. However, the number of virtual channels required by their method increases exponentially with the number of dimensions. Chien and Kim [22] observed that the potentially large number of virtual channels required by Linder and Harden is due to the freedom to traverse dimensions in arbitrary order. They therefore proposed planar adaptive routing [22], where adaptivity is limited to adaptive routing in two dimensions at a time. This method requires at most three virtual channels to handle block faults in meshes of any dimension (two virtual channels are suﬃcient in two dimensional meshes), but does not properly handle faults on the edges of the network. Dally and Aoki [31] proposed adaptive routing using dimension reversals. A dimension reversal (DR) number is associated with each packet, and this number is increased when making a transition to a lower dimension. Deadlock-freedom can then be provided either by requiring that packets with diﬀerent DR numbers use diﬀerent virtual layers, or by prohibiting a packet to wait for a channel held by a packet with a lower DR number. Independent of which of the two strategies are used, a packet reverts to dimension-order routing (in the latter case in a separate virtual layer) if the applicable condition does not hold. Thus, if routing adaptivity is used to avoid congestion, the method does not guarantee tolerating a single fault. However, if dimension reversals are only performed to reroute around faults, not to avoid congestion, the number of tolerated faults is proportional to the number of additional virtual layers.



3.3.2



Turn Model Based



We saw in the previous section that the partial adaptivity of planar adaptive routing can be used to provide fault tolerance. As described in Section 2.4.3, partial adaptivity is also provided by the turn model. Glass and Ni [52] used the partial adaptivity provided by the turn model (i.e., negative-ﬁrst routing) to develop a dynamic fault-tolerant routing algorithm for meshes. The method does not require any virtual channels, but only tolerates n − 1 faults in an n-dimensional mesh. Packets are routed in such a way that there is always enough routing ﬂexibility to circumvent n − 1 faults. This includes routing packets an extra hop during the negative
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phase in order to provide suﬃcient ﬂexibility in the positive phase, thus, routing is non-minimal even in the fault-free case. Cunningham and Avresky [27] combine two diﬀerent variations of the turn model (i.e., north-last and south-last) to provide fault-tolerant routing in two dimensional meshes. One virtual layer is used for north-last routing and another one for southlast routing. Combining north-last and south-last oﬀers increased routing ﬂexibility that can be used to avoid congestion, thereby providing a better network balance. Once a fault is detected, however, adaptive routing is turned oﬀ and the routing ﬂexibility is reserved to reroute packets around the fault(s). Because adaptive routing is disabled in the entire network, a single fault inﬂicts a signiﬁcant performance loss. Furthermore, although N − 1 faults are tolerated in an N ×N mesh, a high number of healthy nodes may be marked as faulty in order to ensure that the provided routing ﬂexibility is suﬃcient to keep the remaining nodes connected. A similar method is obtained by Duato in [40], where he proposes a methodology to design deadlock-free fault-tolerant routing algorithms. By applying the methodology to two-dimensional meshes, and combining the west-last and east-last variations of the turn model, a fault-tolerant routing algorithm using four virtual layers is obtained. The resulting routing algorithm is guaranteed to tolerate one single fault without disabling healthy nodes, or alternatively any combination of block faults. Skeie [107] uses the positive-ﬁrst variation of the turn model to provide partial adaptive fault-tolerant routing in meshes. The method does not require any virtual channels and is based on locally rerouting around faults. In general, rerouting is achieved by using the routing ﬂexibility provided by positive-ﬁrst routing in combination with altering the routing tables so that packets do not end up in a situation where they would require the use of an illegal turn. In order to distribute rerouting information, separate control lines are used. Although many diﬀerent fault combinations are tolerated without disabling healthy nodes, there are some combinations of two faults (in a two-dimensional mesh) that are not tolerated. Libeskind-Hadas and Brandt [74] proposed origin-based fault-tolerant routing for meshes without using virtual channels. In origin-based routing, the channels are divided into two classes, IN and OUT channels. The IN channels are used for routing towards the origin, while the OUT channels are used for routing away from the origin. By routing packets in two phases, ﬁrst towards the origin and then away from the origin, deadlock-freedom is ensured. The positioning of the origin is a tradeoﬀ between the provided routing adaptivity and the origin becoming a bottleneck. Positioning the origin in the negative corner results in negative-ﬁrst routing and minimizes the bottleneck eﬀect for uniform traﬃc patterns. Thus, although originbased routing is not based on the turn model, the resulting routing is similar. With origin-based routing, static fault tolerance is provided using square fault regions. In its basic fault-tolerant version, the origin is positioned in a fault-free row and column. All nodes not in the same row/column as the origin have two alternative links to forward packets towards the origin. Because a node with two faulty neighbours would be included in a fault region, this ensures that the origin is reachable from all
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unmarked nodes. When reaching the origin in one dimension, packets are routed to a safe node that is known to have a fault-free path to the destination.



3.3.3



Fault Regions



Boppana and Chalasani [13] proposed a method to tolerate block faults in two dimensional meshes (with dimension-order routing). This method is able to tolerate overlapping f-rings/chains when using four virtual channels and non-overlapping frings when using two virtual channels. In the latter case, f-chains are not used, meaning faults on the edges of the mesh are not supported. Packets are classiﬁed by the direction they would be routed in the fault-free case, and the routing in the f-rings/chains is organized so that the diﬀerent classes use disjoint sets of virtual channels. By combining it with planar adaptive routing [22], the authors also apply the method to higher dimensional meshes. Sui and Wang [110] later showed that the method of Boppana and Chalasani can be improved to only require three, instead of four, virtual channels in order to tolerate overlapping block faults in meshes (while still supporting faults on the edges of the mesh). Similarly, fault regions are also used by Boura and Das [15], who provides support for fully adaptive fault-tolerant routing in n-dimensional meshes using three virtual channels. This method is based on an adaptive routing algorithm previously proposed by the same authors [14]. Because rectangular fault regions are used, they also mark healthy nodes as faulty in order to establish fault regions. However, their method also have a reactivation mechanism, enabling some nodes that have been marked as faulty to be reactivated (for sending and receiving packets, but not for routing) if they are directly connected to a node outside the fault region. Su and Shin [108] proposed another adaptive fault-tolerant routing algorithm for meshes, only requiring two virtual channels. One layer is used for deterministic deadlock-free routing while the other is used for fully adaptive routing, like in the adaptive routing proposed by Duato [37]. In the case of failures, block faults are formed and the fully adaptive channels enclosing the region are turned into deterministic ones that are used for rerouting packets around the region. Because these channels can only be used for rerouting around a single region, only non-overlapping fault regions are allowed. Like in the paper by Boura and Das [15], some nodes within a fault region may still remain active. However, such nodes are required to be directly connected to two nodes outside the fault-region (in each two-dimensional plane). Chalasani and Boppana [19] extended their method to support solid fault regions using four virtual channels. On the other hand, this new method does not support overlapping f-rings or faults on the edges of the mesh. Such support is provided by Kim and Han [70], however, still using the same number of virtual channels (i.e., four). Chen and Chiu [21] later managed to reduce the number of virtual channels to three, still tolerating overlapping solid faults and faults on the edges. More recently, Youn [129] proposed a method only requiring two virtual channels, supporting nonoverlapping solid faults and faults on the edges. Wu [127] proposed a fault-tolerant routing algorithm, for two-dimensional meshes,
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based on the odd-even turn model [23]. The method does not require any virtual channels and is able to tolerate a type of solid fault regions. However, faults are not allowed at or close to the edges of the mesh and nodes on an f-ring (i.e., nodes on the boundary of a fault region) are not allowed to a be destination nodes. Also, routing is non-minimal in the fault-free case. Although the restrictions can be removed, this requires the addition of virtual channels. Gu et al. [57] have proposed an extension for handling concave fault regions, that can be used with existing proposals for nonconvex faults. However, this extension requires ejecting and reinserting packets when entering and leaving a concave section, thereby increasing the latency and occupying memory at the nodes. Park et al. [87] handle simple concave, non-overlapping, fault-regions in meshes without ejecting/reinserting packets, requiring three or four virtual channels depending on the provided fault tolerance. However, this method does not handle faults on the edges of the mesh. Chalasani and Boppana [18] also proposed a variation of their method for torus, requiring a total of six virtual channels to tolerate non-overlapping block faults. Shih [103] later improved on this by proposing a method tolerating solid faults while maintaining the number of virtual channels. This result was further improved by the same author, proposing a method tolerating overlapping block faults in tori using three virtual channels [104] and another method [105] tolerating overlapping solid faults using four virtual channels. Although not based on fault-regions, Ho and Stockmeyer [61] proposed a method for meshes based on disabling a set of nodes, referred to as lamb nodes, so that the remainder of nodes can communicate using at most two rounds of dimension-order routing. Although the lamb nodes can not be used for processing, they are still used for routing. Furthermore, in order to prevent deadlock, diﬀerent virtual channels are used for each of the two rounds of routing.



3.3.4



Search Based



Gaughan and Yalamanchili [50] proposed pipelined circuit switching (PCS), where the header sets up a path of virtual channels before the data is sent. PCS provides fault tolerance through the use of misrouting and by allowing the header to backtrack, eﬀectively performing a dept-ﬁrst search for a valid path. This method is powerful in terms of fault tolerance, but the path setup increases latency even in the fault-free case, especially for small packet sizes and larger networks. In the simulations PCS performed poorly when used with only one virtual channel. The authors account this to the cost of misrouting, but the poor performance may potentially also be explained by the fact that virtual channels are held for an extended period of time due to the setup phase, which again may result in misrouting of other packets. Scouting is a variation of this scheme, proposed by Duato et al. [41]. Using scouting, one does not wait until the entire path is established before sending the data. Instead, the data follows the header at a given distance, allowing the header to backtrack a given number of hops. Although this reduces the latency overhead, it



3.3. FAULT-TOLERANT ROUTING ALGORITHMS



39



still introduces additional overhead and causes channels to be held for a prolonged time. A further improvement is proposed by Dao et al. [36]. In this latter proposal, a conﬁgurable ﬂow control is used, enabling a wormhole like ﬂow control to be used in the fault-free case while scouting is used when faults are present. Kim et al. [69] proposed compressionless routing for wormhole routed k-ary ncubes, providing adaptive routing without the use of virtual channels. By ensuring that packets are long enough, so that the ﬁrst ﬂit is received at the destination before the last ﬂit leaves the source, the sender can verify that the packet is not deadlocked. If a new ﬂit can not be injected for a speciﬁed time period, the path held by the already transmitted ﬂits is released using a kill signal and the packet is retransmitted. Like with pipelined circuit switching there may be a signiﬁcant overhead for short packets in large networks because packets need to be padded if they are not long enough. In the fault-tolerant version of compressionless routing, adaptive routing in combination with limited misrouting is used to circumvent faults. By holding the channels in the path until the entire packet is delivered, retransmitting the packet if necessary, end-to-end fault-tolerant delivery is provided. Because channels are held for an extended period, the fault-tolerant version has poor performance compared to the basic version in the fault-free case. While the two previous methods implies signiﬁcant changes to the routers and ﬂow control, Suh et al. [109] propose a software based approach for torus topologies requiring only small changes to the routers. If a packet encounters a fault, it is absorbed by the current node and passed to the fault-handler software. Based on only local knowledge of faults, the fault-handler tries to forward the packet to the destination using alternative paths. The ﬁrst resort is to attempt to transmit the packet in the opposite (i.e., long) direction of the torus ring. If another fault is encountered, the packet may be transmitted to an intermediate node in the same row/column (orthogonal to the current node), trying to ﬁnd a path to the destination. In order to help rerouting decisions and avoid livelock, the fault-handler software maintains state within the packet header. The mechanism relies on suﬃcient memory at the nodes for absorbing packets. Otherwise, if the buﬀers were to become full, dependencies from the ejection to injection channels could be created potentially causing a deadlock. The absorption of packets and the potentially non-optimal paths may also signiﬁcantly increase the latencies of these aﬀected packets. Another routing algorithm using path-setup has more recently been proposed by Xiang et al. [128]. Using their method, the path is stored inside the packet header after the path has been set up, not requiring channel reservation. The method requires ﬁve virtual channels in three-dimensional meshes/tori and allows fault-free nodes within a block fault to be locally enabled within the containing two-dimensional planes.



3.3.5



Reconﬁguration



While topology agnostic routing algorithms can be used to provide fault tolerance in mesh and torus topologies, such strategies generally provide poor network perfor-
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mance compared to using topology speciﬁc routing protocols. This disadvantage can be mitigated by using a topology speciﬁc routing algorithm in the fault-free case, and then switch to a generic routing algorithm once the network becomes faulty. Such a switch between routing functions can take place through static reconﬁguration, where all network traﬃc is drained from the network (possibly by dropping packets) before the routing function is updated. Alternatively, reconﬁguration can be performed in a dynamic fashion. As discussed in Section 3.2.1, when dynamically reconﬁguring the routing function, deadlocks may occur during the transmission phase from the old to the new routing function, even both routing functions are deadlock-free. The Double schemes [85][88] and Lysne et al. [78] provides two diﬀerent approaches to achieve deadlock-free dynamic reconﬁguration for arbitrary topologies and routing algorithms. The Double Schemes avoids deadlock during dynamic reconﬁguration by applying two sets of escape channels (i.e., doubling the number of required escape channels). By ﬁrst draining and reconﬁguring one set and then the other, network traﬃc is enabled to continue during the reconﬁguration. Lysne et al. [78] propose a dynamic reconﬁguration method not requiring virtual channels. By requiring all packets to be routed either solely according to the old routing function or solely according to the new routing function, which are both deadlock-free, any deadlock will have to contain packets routed according to the old routing function waiting for packets routed according to the new routing function. Thus, by ensuring that no new packets are forwarded on a channel before an old packet, deadlock-freedom is ensured. Both these methods for dynamic reconﬁguration may have to drop packets in the case that the old routing function has become disconnected, for instance due to a fault. Also notice that neither of these methods provide fault-tolerant routing, but only oﬀers a mean to change between diﬀerent routing functions, which again may be fault-tolerant. Thus, such methods for dynamic reconﬁguration may potentially be used in combination with some static fault-tolerant routing algorithms in order to provide dynamic fault tolerance. Puente et al. [93] propose a mechanism targeted speciﬁcally at fault tolerance in torus topologies, by using a topology speciﬁc routing algorithm in the fault-free case and then switching to a topology agnostic routing algorithm once a fault occurs. Using their method, packets are routed according to adaptive bubble routing [17] in the fault-free case. Once a fault occurs, a unidirectional ring traversing all the surviving nodes is established. By applying the bubble ﬂow control within the ring, the ring serves as a deadlock-free escape layer for the minimal adaptive layer. The main advantages of this method is that the routing in the fault-free case is speciﬁc for the torus, thereby providing good network performance, while it at the same time provides strong fault tolerance due to its topology agnostic nature. The performance in the presence of faults, however, is degraded by the non-minimal escape paths provided by the escape ring, especially in larger networks. Also, the global reconﬁguration requires that packet injection is temporarily stopped. If the fault-free performance
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is to be regained after the faults have been repaired, the system is required to be restarted. Puente and Gregorio [92] recently addressed the performance issues due to the non-minimal escape layer by introducing a second escape layer routed according to dimension order routing. This way, the non-minimal escape layer is only used by packets aﬀected by faults. A potential disadvantage with this approach, however, is that the poor virtual channel utilization may degrade the performance in the faultfree case. Theiss and Lysne [116] propose a technique where the network is divided into layers using virtual channels, and where each layer is separately routed using Up*/Down* routing [96]. They make the observation that because a leaf node in an Up*/Down* graph does not forward packets for other nodes, all other nodes remain connected when a leaf node fails. Thus, by ensuring that each node is a leaf node in at least one layer, they are able to guarantee tolerating a single fault when using four virtual channels in meshes and ﬁve virtual channels in tori. A network reconﬁguration is required in order to tolerate a second fault, potentially requiring additional virtual channels. A disadvantage with this method is that the roots of the Up*/Down* graphs may become bottlenecks [115], thereby limiting the performance and scalability of the method.



3.3.6



Remarks



As can be observed from the previous sections, there have been performed extensive work on fault-tolerant routing. This is particularly true for mesh topologies, while fewer proposals have been targeted at torus topologies. Despite the previous eﬀorts, however, there is still room for improvement. In particular, fault-tolerant routing methods often require quite a few virtual channels even in meshes. Furthermore, the provided fault tolerance is often limited, requiring healthy nodes to be disabled. Although the methods based on pipelined circuit switching (Section 3.3.4) are able to provide strong fault tolerance, these methods require signiﬁcant changes to how ﬂow control and routing is performed and may therefore not be easily applicable to current systems. Alternatively, approaches such as the software-based approach (Section 3.3.4) is easily applicable to current systems, but also has signiﬁcant performance impacts in the presence of faults. We have also observed that some methods degrade the performance of the system in the fault-free case, for instance through the use of non-minimal paths. Although this may be acceptable to some extent in systems where reliability is the key concern, it is not a desirable feature. Another issue is that most fault-tolerant methods do not support adaptive routing. Considering that performing rerouting around faults is susceptible to create congestion in the network, adaptive routing may be of particular value in systems where fault-tolerant routing is applied. The fact that many current systems use adaptive routing (as discussed in Section 2.4), also provide an additional incentive for fault-tolerant routing methods to support adaptive routing.
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In the next chapter we address these issues by providing a fault-tolerant routing methodology that is applicable to both torus and mesh topologies. The faulttolerant routing methodology is able to tolerate a reasonable number of faults without disabling healthy nodes, does not degrade the performance in the fault-free case, supports the use of adaptive routing, provides a good network performance in the presence of faults, and only requires a limited number of virtual channels. As the methodology in the next section is only applicable with a static fault model, however, we present a fault-tolerant routing method supporting a dynamic fault-model in Chapter 5. This last method does not require packet injection to be stopped at any time, supports the use of adaptive routing, is able to tolerate concave fault-regions, is applicable to both mesh and torus topologies, and can be implemented using a limited number of virtual channels. The distinguishing features of the proposals in the next chapters will be further pointed out in the respective chapters.



Chapter 4 A Static Fault-Tolerant Routing Methodology In this chapter we present a fault-tolerant routing methodology for mesh and torus topologies. The goal of this work has been to be able to tolerate a reasonable number of faults, without disabling healthy nodes, while at the same time supporting adaptive routing and not decreasing the network performance in the fault-free case. In order to achieve this in a simple manner, thereby reducing the costs due to additional virtual channels and increased router complexity, a static fault model was chosen. Detection of faults, checkpointing, and distribution of routing/fault information are assumed to be provided by the static fault model and are therefore not discussed in further detail. To ensure the applicability of the methodology, the routing in the fault-free case is equivalent to that of current high performance systems supporting adaptive routing, such as the BlueGene/L supercomputer [1]. More speciﬁcally, adaptive routing is performed according to Duato’s protocol. Recall (from Section 2.4.4) that, following Duato’s protocol, a packet can be routed on any adaptive channel that provides a minimal path to the destination. If none of the minimal adaptive channels are free, the packet is routed on an escape channel. If being routed on an escape channel, the packet may still be routed on an adaptive channel later on. Using Duato’s protocol, at least two virtual channels per physical channel are required. One channel is used for minimal adaptive routing while deadlock-freedom is provided by the escape channel. By default we use dimension-order routing for the escape channel. For torus topologies we also apply the bubble ﬂow control within the escape layer, to avoid deadlocks within the dimension/wraparound rings of the torus topology (as explained in Section 2.4.5). Alternatively, instead of using the bubble ﬂow control, deadlock-freedom in torus topologies can be provided through the use of additional virtual channels (as described in Section 2.4.4). In that case, two escape channels would be required, for a total of at least three virtual channels in the fault-free case. The rest of this chapter is organized as follows: The next section ﬁrst presents the basic idea of using intermediate nodes for fault-tolerant routing. Because an 43
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Figure 4.1: Packets from S to D are routed via an intermediate node (I), thereby avoiding the fault (F ). intermediate node alone may not be suﬃcient for all paths, some complementary mechanisms are provided in Section 4.2. Then, in Section 4.3, the methodology is evaluated in terms of its fault tolerance, cost, and network performance. In Section 4.4, the methodology is put in context compared to the most closely related work, while a critique is provided in Section 4.5. Finally, some opportunities for further work are pointed out in Section 4.6. The main results from this work have been published in [53], [81], and [56]. Additionally, the extension of the methodology with misrouting was proposed in [55] and evaluated in [54].



4.1



The Basic Methodology



The basic idea of the methodology is to circumvent faulty components by using intermediate nodes for routing. If faults may be encountered when routing packets between a source-destination pair, the packets are ﬁrst sent from the source to a suitable intermediate node, and then from this intermediate node to the ﬁnal destination. By sending a packet via an intermediate node, we gain additional control on the paths that can be taken by the packet. The idea is to use this additional control to avoid faulty components. Notice that intermediate nodes are only used when required though, as a source-destination pair whose connecting minimal paths are all non-faulty is not required to use an intermediate node for communication. The use of an intermediate node is illustrated in Figure 4.1. In the absence of an intermediate node, packets routed according to minimal adaptive routing could take any minimal path between S and D, possibly encountering the fault. By introducing the intermediate node (I), however, the paths followed by the packets are restricted to the ones within the two smaller cuboids, thereby avoiding the fault. Notice that the packets are still routed according to minimal adaptive routing both from S to I and from I to D. In order to avoid deadlock, there are separate escape layers for each phase. That is, one escape layer is used from the source to the intermediate node, while a second escape layer is used from the intermediate node to the destination. This way, there
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are no cyclic dependencies between the escape layers of the two phases. However, the same adaptive channel(s) are used for both phases. Thus, at least three virtual channels are required (i.e., two escape channels and one adaptive channel). Put another way, considering that adaptive routing according to Duato’s protocol itself requires at least two virtual channels, the fault-tolerant routing methodology only requires one additional virtual channel. A packet between a source-destination pair for which no intermediate node is used, can use either the ﬁrst or the second escape layer (thereby enabling the use of the two escape layers to be balanced). In order for a packet to enter the escape layer, when the bubble ﬂow control is used, there must be free buﬀer space for at least two packets (i.e., for the packet itself and a bubble). When using our methodology, this requirement also applies when changing escape layer at an intermediate node. Alternatively, if the bubble ﬂow control mechanism is not used, two escape channels would be required for each phase in order to ensure deadlock-freedom in a torus topology. In that case, a total of ﬁve virtual channels would be required (i.e., four escape channels and one adaptive channel). Because the bubble ﬂow control mechanism enables the methodology to be implemented in a more eﬃcient manner, requiring fewer virtual channels, we will assume that the bubble ﬂow control mechanism is used. Nevertheless, the use of the bubble ﬂow control is an implementation choice, and not a requirement imposed by the methodology. Next, a methodology for identifying the intermediate nodes is presented.



4.1.1



Intermediate Nodes for Adaptive Routing



In what follows we will denote the source node as S and the destination node as D. The intermediate node is denoted as I. Faulty links are denoted as Fi . A node failure can be modeled as the failure of all the links of a node. Furthermore, when minimal adaptive routing is used, we consider a node N2 to be reachable from a node N1 if and only if, for all i, Fi is not on any minimal path from N1 to N2 . (For reference, the main notation used in this chapter is also summarized in Table 4.1.) The intermediate node I should have the following properties, when minimal adaptive routing is used, so that the fault(s) Fi are avoided when routing packets from S via I to D: 1. I is reachable from S. 2. D is reachable from I. 3. There is no I  (fulﬁlling the previous requirements) giving a shorter path than I. The ﬁrst requirement guarantees that packets can be routed from S to I, and the second one that packets can be routed from I to D. The third requirement guarantees that the ﬁnal path is the shortest possible.



46 CHAPTER 4. A STATIC FAULT-TOLERANT ROUTING METHODOLOGY



4



4



4



4 2



4



4



2



2



2



2



2



0



0



0



2



2



0



0



4



4



2



2



4 5



4



4



2



2



0



2



2



2



2



4



4



4



4



4



5



5



5



0 Node in T0



2 Node in T2



5 Node in T5



Source



4 Node in T4 Destination



Figure 4.2: The nodes in the sets Tj , for j ≤ 5, for a particular source-destination pair in a two-dimensional torus. To identify the possible intermediate nodes, let TRS be the set of nodes reachable from S and TD the set of nodes from which D is reachable. Furthermore, let l(x, y) be the length of the minimal path, in the fault-free case, from x to y. We then deﬁne Tj (for j ≥ 0) in the following way: A node N is in Tj if and only if l(S, N ) + l(N, D) = l(S, D)+j. This way, Tj for diﬀerent values of j deﬁnes non-overlapping sets of nodes, as shown in Figure 4.2. These sets can easily be identiﬁed by starting with the nodes that are traversed on any minimal path from S to D (i.e., j = 0), and continuing outwards. Theorem 1 Let j be the smallest integer for which Tj ∩ TRS ∩ TD is non-empty. A node N fulﬁlls all three requirements of an intermediate node I if and only if N ∈ Tj ∩ TRS ∩ TD . Proof: We start by considering the ﬁrst two requirements of an intermediate node: • Let us assume that there is one node N in the set that does not fulﬁll the ﬁrst two requirements of an intermediate node. The N would either have to be unreachable from S or not have a valid route to D. If N is unreachable from S it is by deﬁnition not in TRS . If N does not have a valid route to D it is by deﬁnition not in TD . However, then N can not be in Tj ∩ TRS ∩ TD and we have a contradiction. • Let us then assume that there is one node N outside the set TRS ∩ TD that fulﬁlls the ﬁrst two requirements of an intermediate node. N would then have to be outside either TRS or TD . If N is outside TRS it is unreachable from S and therefore does not fulﬁll requirement one. If N is outside TD it has no valid route to D and therefore does not fulﬁll requirement two. Again, we have a contradiction.
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Figure 4.3: The faults are avoided by the use of an intermediate node. The shaded area identiﬁes the nodes in T0 . Let us now also consider the third requirement of an intermediate node. A node N is in exactly one set Tj  (relative to S and D). If j  < j, then the set Tj  ∩TRS ∩TD is by deﬁnition empty. Thus, N must either be unreachable from S or not have a valid route to D. If j  > j, then there is by deﬁnition at least one node N  ∈ TRS ∩ TD ∩ Tj that provides a shorter path than N . Thus, j  must equal j if N is to satisfy all three requirements of an intermediate node.  This way, to identify possible intermediate nodes, we start considering the minimal paths (j = 0) and then, if necessary, non-minimal paths (j > 0) to avoid the fault(s). By minimizing j, preference is given to the shortest connected paths. We will now illustrate the intermediate node selection by applying Theorem 1 in two example scenarios. Example Scenarios Figure 4.3 shows a scenario with ﬁve link faults. Because there are faults present in some of the minimal paths between S and D, an intermediate node is needed. In order to ﬁnd a minimal path, we look for an intermediate node within T0 . As shown in Figure 4.3, there are several nodes within T0 that are either reachable from S or are able to reach D. However, we are only interested in nodes with all of these attributes, that is, the nodes given by the set T0 ∩ TRS ∩ TD . In this scenario there is only one such node, that is, the one identiﬁed as a possible intermediate node in Figure 4.3. By using this node as the intermediate node, it is guaranteed that the faults are not encountered when packets are ﬁrst routed from S to I and then from I to D. Notice that in a mesh, if all the minimal paths are faulty, it is not possible to ﬁnd a suitable intermediate node even when considering non-minimal paths (i.e., Tj for j > 0) when fully adaptive routing is used. This is because it is then impossible to position the intermediate node in such a way that all the minimal paths from S to I,
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S D I I1 / I2 TRS TD d TRS TDd l(x, y) Tj TDkz



Deﬁnition The source node. The destination node. The intermediate node. The ﬁrst/second intermediate node in a path with multiple intermediate nodes. The set of all nodes reachable from S using minimal adaptive routing. The set of all nodes from which D is reachable using minimal adaptive routing. The set of all nodes reachable from S using deterministic routing. The set of all nodes from which D is reachable using deterministic routing. The length of the minimal path from node x to node y in the fault-free case. The set of all nodes so that: N ∈ Tj ⇔ l(S, N ) + l(N, D) = l(S, D) + j  For z > 0 and k ≥ 0: The set of nodes given by Tj  ∩ TRS ∩ TDkz , where z  = z − 1 and j  + k  = k. TD00 = TD . That is, the set of all nodes from which D is reachable through z intermediate nodes and where the resulting path is k hops longer than the minimal path.



Table 4.1: A summary of the main notation used in this chapter. A node N2 is reachable from node N1 if all the paths provided by the underlying (non fault-tolerant) routing function, from N1 to N2 , are fault-free. and from I to D, are fault-free. In a torus, however, such faults can be avoided by using a non-minimal path given by taking the opposite direction to the minimal path. Thus, if all the minimal paths in the torus in Figure 4.2 were blocked by faults, one could for example use the node two hops to the left of the source as an intermediate node, and thus get a non-minimal path in the opposite direction of the ring. Because this node is in T2 ∩ TRS ∩ TD , the path length of this path equals the minimal path plus two. To handle such a situation in a mesh, it is necessary to use one of the complementary mechanisms described in the next section.



4.2



Complementary Mechanisms



In some situations, like in the previous example where all the minimal paths were faulty in a mesh, it is impossible to avoid all the faults by using the methodology described so far. Therefore, we now present some alternative extensions to the methodology. First, we present how the intermediate node concept can be extended to use more than one intermediate node for some source-destination pairs. Then, we present alternative solutions based on using additional mechanisms, that is disabling adaptive routing and/or using misrouting for some paths.



4.2.1



Multiple Intermediate Nodes



By using multiple intermediate nodes between a source-destination pair, additional control over the paths followed by the packets is gained, enabling more faults to be
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avoided while still using adaptive routing for all the subpaths. In order to still guarantee deadlock-freedom, an additional virtual channel is needed for each additional intermediate node.1 This way, each subpath continues to use a diﬀerent escape channel. So, when at most two intermediate nodes are used in each path, a total of four virtual channels are required (i.e., three escape channels and one adaptive channel). When using multiple intermediate nodes, we will refer to the intermediate nodes as Ix , where I1 denotes the ﬁrst intermediate node in a route. We will ﬁrst present a methodology for using two intermediate nodes. Then we generalize this methodology so that it can be used, in a recursive way, for any number of intermediate nodes. Two Intermediate Nodes When using two intermediate nodes, we are looking for intermediate nodes I1 and I2 so that: • I1 is reachable from S. • I2 is reachable from I1 . • D is reachable from I2 . • There are no I1 and I2 (fulﬁlling the previous requirements) giving a shorter path than I1 and I2 . Indeed, it can be observed that if a suitable I1 is identiﬁed, then the second intermediate node I2 follows from Theorem 1. Thus, the problem can be reduced to identifying I1 , where I1 must be selected in such a way that all four requirements stated above for I1 and I2 are fulﬁlled when I2 follows from Theorem 1. In order to solve this problem, let us introduce a variation of TD , namely TDk 1 . We deﬁne this new set as the set of nodes that can reach D through one intermediate node (i.e., the 1 in the subscript denotes that one intermediate node is used). This intermediate node is given by Theorem 1 and the value of k here equals the value of j, in the set Tj , used in Theorem 1 for identifying it. E.g., the set TD0 1 consists of the nodes that have a minimal path, via one intermediate node, to D. The set TD1 1 , on the other hand, consists of the nodes that have a path length equal to the minimal path plus one, via one intermediate node, to D. As before, TRS denotes the nodes reachable from S. Theorem 2 Let j and k be the smallest integers (i.e., so that their sum is minimized) for which Tj ∩ TRS ∩ TDk 1 is non-empty. A node N fulﬁlls all four requirements of an k . intermediate node I1 if and only if N ∈ Tj ∩ TRS ∩ TD1 Proof: We ﬁrst only consider the ﬁrst three requirements of an intermediate node I1 (i.e., for any arbitrary values of j and k): 1 If the bubble ﬂow control mechanism was not used in a torus topology, two virtual channels would be required for each additional intermediate node.



50 CHAPTER 4. A STATIC FAULT-TOLERANT ROUTING METHODOLOGY • Let us assume that there is one node N in the set TRS ∩ TDk 1 that does not fulﬁll the ﬁrst three requirements of an intermediate node I1 . It follows from Theorem 1, and the deﬁnition of TDk 1 , that I2 is reachable from N and that D is reachable from I2 . Thus, N must be unreachable from S. However, if N is unreachable from S, then N is by deﬁnition not in TRS . Therefore N can not be in TRS ∩ TDk 1 and we have a contradiction. • Let us then assume that there is one node N outside the set TRS ∩ TDk 1 that fulﬁlls the ﬁrst three requirements of an intermediate node I1 . N would then have to be outside TRS or TDk 1 . If N is outside TRS , it is unreachable from S and therefore violates requirement one. If N is outside TDk 1 it violates requirement two or three. Therefore, we have a contradiction. Let us then also consider the fourth requirement of an intermediate node I1 . We  deﬁne l as the sum of j and k, i.e., l = j + k. By deﬁnition, the set Tj  ∩ TRS ∩ TDk 1 is empty for j  + k  < l. Furthermore, each increase of l adds one hop to the path S-N -I2 -D. Thus, no shorter path can be found for k  + j  > l.  Thus, as before, to ﬁnd the ﬁrst intermediate node in a path with two intermediate nodes, we start by considering the minimal paths (i.e., j + k = 0) and then consider non-minimal paths (i.e., j + k > 0), if necessary, to avoid all the faults. The second intermediate node is given by Theorem 1. We will now extend this concept to any number of intermediate nodes, and then provide an example scenario. Any Number of Intermediate Nodes Let us now generalize the deﬁnition of TDk 1 , in order to apply Theorem 2 for any number of intermediate nodes. We therefore deﬁne TDk z in the following way: • TD0 0 : The set of nodes from which D is reachable without the use of any intermediate node (i.e., the set of nodes deﬁned by the original set TD ). 



k • TDk z , for z > 0 and k ≥ 0: The set of nodes given by Tj  ∩ TRS ∩ TDz  , where    z = z − 1 and j + k = k.



Thus a node N ∈ TDk z reach D through z intermediate nodes, and k is here the number of additional hops, in the path from N to D, compared to the minimal path. Figure 4.4 shows some examples of nodes in TDk z for diﬀerent values of k and z. Node 1 here has a minimal path without any intermediate nodes to the destination (D), and thus belongs to the set TD0 0 . Node 2 has a minimal path, via one intermediate node (i.e., node 1) to D, and therefore belongs to the set TD0 1 . Node 3 has a path to D via two intermediate nodes (i.e., nodes 2 and 1), with a length of four hops more than the minimal path, and thus belongs to the set TD4 2 . More speciﬁcally, j  = 4 because the ﬁrst intermediate node in this path (i.e., node 2) is in T4 (relative to



4.2. COMPLEMENTARY MECHANISMS



51



3



1



2



Source



Destination



Failure



Possible intermediate node



Figure 4.4: Examples of nodes in TDk z for diﬀerent values of k and z. Node 1 is in TD0 0 , node 2 is in TD0 1 , node 3 is in TD4 2 , and the source is in TD4 3 .
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Figure 4.5: Two intermediate nodes must be used in order to avoid the faults. The ﬁgure shows how the ﬁrst of these intermediate nodes (i.e., I1 ) is identiﬁed. The shaded areas identify the nodes in T2 .



node 3), and k  = 0 because the path from node 2 to D is a minimal one. Thus, k = j  + k  = 4. The source node (S) has a path to D through three intermediate nodes, and this path is four hops longer than the minimal path, thus S is in the set TD4 3 . In this case, j  = 0 because node 3 is on a minimal path between S and D, while k  = 4 because node 3 is in TD4 2 (i.e., the path from node 3 to D is four hops longer than the minimal path). Notice that the set Tj ∩ TRS ∩ TD0 0 is actually the same as that in Theorem 1, thus resulting in paths with one intermediate node. The set Tj ∩ TRS ∩ TDk 1 is that given by Theorem 2, resulting in paths with two intermediate nodes. Similarly, Tj ∩ TRS ∩ TDk 2 gives paths with three intermediate nodes. Continuing this way, an arbitrary number of intermediate nodes can be obtained. When paths of equal length exist, preference should be given to paths with fewer intermediate nodes.



52 CHAPTER 4. A STATIC FAULT-TOLERANT ROUTING METHODOLOGY Example Scenario Figure 4.5 shows the same scenario as previously shown in Figure 4.3, except that the source node is diﬀerent. In this case, all the minimal paths between S and 0 D are blocked by faults. The set T0 ∩ TRS ∩ TD0 , giving minimal paths with one 0 , giving minimal paths intermediate node, is therefore empty. The set T0 ∩ TRS ∩ TD1 with two intermediate nodes, is also empty. Because preference is given to the paths with the least number of intermediate nodes, when the path length is equal, we then try to ﬁnd an intermediate node within T2 (Tj is empty for odd values of j in meshes because the path lengths increase with increments of two hops)) giving a non-minimal 0 , is also empty. path with one intermediate node. However, this set, T2 ∩ TRS ∩ TD0 In fact, this is consistent with our previous observation that it is impossible to ﬁnd a path with one intermediate node in a mesh, using adaptive routing, when all the non-minimal paths are faulty. There are now two more sets giving the same path lengths as the previous one, but using two intermediate nodes instead of one. Which of these two sets are given preference is irrelevant for the correctness of the methodology as they both give the same value for j + k (which should be minimized according to Theorem 2). Anyway, 2 0 is empty, while the set T2 ∩ TRS ∩ TD1 gives of the two sets, the set T0 ∩ TRS ∩ TD1 us the possible intermediate nodes shown in Figure 4.5. Thus, the ﬁrst intermediate node, I1 , can be selected among these three nodes. If I1 is the ﬁrst intermediate node, then the second intermediate node, I2 , can be selected among the intermediate nodes that give I1 a path with one intermediate node to D. In this case, I2 would be the same node as the one earlier identiﬁed as I1 in Figure 4.3. 2 Before leaving this example scenario, let us consider why the set T0 ∩ TRS ∩ TD1 is empty. Again, this is a consequence of the fact that it is impossible to ﬁnd a path with one intermediate node when all the minimal paths are faulty in a mesh, when using adaptive routing. Although we here try to ﬁnd a path with two intermediate nodes, selecting the ﬁrst intermediate node from T0 would mean that the ﬁrst intermediate node would be located on a minimal path from S to D. However, when all of the minimal paths from S to D are faulty, all the minimal paths from this ﬁrst intermediate node to D would also be faulty (because it is located on a minimal path from S to D and must be reachable from S). Therefore, it would be impossible to ﬁnd a path with one intermediate node from this ﬁrst intermediate node to D.



4.2.2



Disabling Adaptive Routing



A deterministic minimal routing function uses a subset of the paths returned by an adaptive minimal routing function. A node given by Theorem 1 for adaptive routing can therefore also be used as intermediate node when deterministic routing is used. However, there are scenarios where the set Tj ∩ TRS ∩ TD is empty but where it is still possible to ﬁnd a suitable intermediate node if routing is restricted to a deterministic route. This way, nodes that could not be used as intermediate nodes with adaptive routing may be used as intermediate nodes with deterministic routing.
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Figure 4.6: If packets were to be routed from the source to the intermediate node according to minimal adaptive routing, they could easily end up at a dead-end (i.e., at the nodes marked with an X). When using dimension-order routing, however, it is assured that the packets follow the non-faulty path through nodes 1, 2, and 3 to the intermediate node. This is illustrated in Figure 4.6, where the intermediate node is reachable from the source only when the routing is restricted to the deterministic route. Put in another way, the combination of intermediate nodes and deterministic routing provides strict control on the paths followed by packets, enabling the faults to be precisely avoided. When fault tolerance through intermediate nodes is applied in combination with deterministic routing, we are looking for an intermediate node I such that: • For all i, Fi is not on the S − I deterministic path. • For all i, Fi is not on the I − D deterministic path. • There is no I  (fulﬁlling the previous requirements) giving a shorter path than I. As can be observed, these are the same requirements as those that formed the basis for Theorem 1, except that deterministic routing now is assumed. Therefore, we can obtain the desired nodes by applying Theorem 1 for deterministic routing. In d be the set of nodes reachable through deterministic routing order to do this, let TRS d from S, and TD the set of nodes that have a valid deterministic route to D. d ∩ TDd is non-empty. Corollary 1 Let j be the smallest integer for which Tj ∩ TRS A node N fulﬁlls all three requirements of an intermediate node, when deterministic d ∩ TDd . routing is used along the subpaths, if and only if, N ∈ Tj ∩ TRS



This gives intermediate nodes (I) where deterministic routing is used from S to I and from I to D. However, even when it is not possible to use adaptive routing all the way from S via I to D (i.e., when the set Tj ∩ TRS ∩ TD is empty), it may still be possible to use adaptive routing from S to I or from I to D. Thus, if the intermediate node is selected from Tj ∩ TRS ∩ TDd , adaptive routing can be used from S to I, whereas deterministic routing must be used from I to D.
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Figure 4.7: Adaptive routing must be disabled in both subpaths to avoid all the faulty links in a mesh topology. The shaded areas identify the nodes in T2 . d ∩TD , deterministic routing Similarly, if the intermediate node is selected from Tj ∩TRS must be used from S to I, whereas adaptive routing can be used from I to D. As before, j is minimized in order to get the shortest path length possible.



Example Scenario Figure 4.7 shows a mesh network where all the shortest paths between the source d ∩ TDd is empty and the destination are blocked by faults. Thus, the set Tj ∩ TRS for j = 0. It is also empty for j = 1, because the set Tj is empty for all odd values in meshes as noted previously. We must therefore try with j = 2. The set T2 consists of the nodes within the shaded areas in the ﬁgure. Among the nodes within T2 that can be reached from S, using deterministic (dimension-order) routing, d ∩ TDd ) can be one that also has a deterministic route to D (i.e., a node in T2 ∩ TRS chosen as the intermediate node. As shown in Figure 4.7, there is one such node in this scenario. This node should therefore be used as the intermediate node. Also notice that packets could encounter a fault if adaptive routing was used in any of the subpaths, it is therefore necessary to use deterministic routing (i.e., disable adaptive routing) both from S to I and from I to D.



4.2.3



Misrouting



The last complementary mechanism is the use of misrouting based on direction-order routing (X + Y + Z + X − Y − Z−). This implies that the escape channels must be routed according to direction-order routing instead of dimension-order routing in order to ensure deadlock-freedom. Direction-order routing oﬀers greater ﬂexibility to avoid faults because it allows the same packet to be routed in both directions of a dimension. Consequently, direction-order routing allows packets to be routed through non-minimal paths. We restrict the misrouting of a packet to at most three directions, up to eight hops in each direction,2 at the beginning of each path/subpath. 2



If the network radix is less than eight, we limit the number of hops to the network radix.



4.3. EVALUATION Selection I ∈ Tj ∩ TRS ∩ TD d ∩Td I ∈ Tj ∩ TRS D I ∈ Tj ∩ TRS ∩ TDd d ∩T I ∈ Tj ∩ TRS D



I ∈ Tj ∩ TRS ∩ TDk z



55 Explanation Minimal adaptive routing is used from S to I and from I to D. Deterministic routing is used from S to I and from I to D. Minimal adaptive routing is used from S to I and deterministic routing is used from I to D. Deterministic routing is used from S to I and minimal adaptive routing from I to D. I is the ﬁrst intermediate node in a path with z+1 intermediate nodes. I is then also part of TDk+j , and may therefore serve as the second z+1 intermediate node in a path with z+2 intermediate nodes.



Table 4.2: The selection of intermediate nodes, given a source-destination pair, for the main variations of the methodology. In all cases, j (and k, when present) should be minimized. The selection of I from the set of possible intermediate nodes is performed randomly when there are several candidates for the intermediate node.
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Figure 4.8: Misrouting is used in the ﬁrst subpath, and in the beginning of the second subpath, in order to circumvent all the faults. Example Scenario Figure 4.8 shows a scenario where the shortest paths between the source and the destination are blocked by faults. By using direction-order routing, packets are ﬁrst misrouted one hop in the X+ direction, then one hop in the Y + direction, and one hop in the X− direction. By having an intermediate node at this point, the packets are again allowed to travel in the Y + direction. So, from the intermediate node, the packets are misrouted one hop in the Y + direction, and then one hop in the X− direction, before they continue towards the destination using adaptive routing.



4.3



Evaluation



We will now evaluate the methodology in terms of its fault tolerance (Section 4.3.1), resource requirements (Section 4.3.2), and network performance (Section 4.3.3). We consider both the individual mechanisms (i.e., intermediate nodes, misrouting, and



56 CHAPTER 4. A STATIC FAULT-TOLERANT ROUTING METHODOLOGY disabling adaptivity) and combinations of these mechanisms. For clarity, the following notation is used for referring to the diﬀerent variations of the methodology: • I: At most one intermediate node is used for each path and all packets are adaptively routed. • D: Adaptive routing may be disabled on a per packet basis (routing these packets deterministically instead). • M: Packets can be forced along up to three directions at the beginning of the path, following minimal or non-minimal paths according to direction-order routing. After the forced phase, the packets are routed to the destination using minimal adaptive routing. • I+D: Both the I and D mechanisms are available and may be used separately or in combination for a given path. When an intermediate node is used (I), adaptive routing may be disabled (D) for one or both of the subpaths. • I+M: Both the I and M mechanisms are available and may be used separately or in combination for a given path. When an intermediate node (I) is used, misrouting (M) may be applied to the beginning of one or both of the subpaths. • D+M: Both the D and M mechanisms are available and may be used separately or in combination for a given path. When both mechanisms are applied for a path, packets are ﬁrst misrouted (M) and then routed deterministically (D) according to direction-order routing for the remainder of the path. • I+D+M: Both the I, D, and M mechanisms are available and may be used separately or in combination for a given path. When an intermediate node is used (I), misrouting and/or disabling adaptive routing (D+M) may be applied to one or both of the subpaths. • I×N: At most N intermediate nodes may be used for a given path. All packets are adaptively routed. • I×2+D: At most two intermediate nodes (I×2) may be used for a given path. Adaptive routing may be disabled (D) for any subpath or for the entire path. Also notice that when misrouting (M) is available, deterministic routing is performed according to direction-order routing. Otherwise, deterministic routing is performed according to dimension-order routing.



4.3.1



Fault Tolerance



We will now evaluate the fault tolerance of the diﬀerent variations of the methodology. Recall, from Section 3.2.3, that a routing algorithm is said to be f -fault-tolerant if it is able to tolerate all combinations of f faults, but there is at least one combination
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of f +1 faults that is not tolerated. More speciﬁcally, we consider a routing algorithm to tolerate a given combination of faults if it provides valid routes between all the nodes that are physically connected. If a node is physically disconnected from the network, this is not considered as a situation that is not tolerated. Fault Tolerance Analysis Methods In order to determine the fault tolerance of the various variations of the methodology, we have performed fault tolerance analyses for a 3 × 3 × 3 torus topology. For some of the variations we have also performed analyses in a 3 × 3 torus (i.e., for the I, I×2, and I×3 variations) and a 3 × 3 × 3 mesh (i.e., for the I, I×2, I×3, and I×4 variations). Clearly, much larger topologies are often found in actual systems. Still, as the relative locations of the faults in a larger topology will either be at the same or at a greater distance, it is reasonable to expect that the number of tolerated faults will be the same in a larger topology, and that the percentage of not tolerated combinations will be even lower. Also, as the total number of fault combinations grows exponentially with the size of the network, analyzing all fault combinations would be infeasible (or at least impractical) for larger networks. Thus, smaller topologies have the advantage of enabling exhaustive analysis. The exhaustive analyses have been conducted by generating all the possible fault combinations for a given number of faults, and applying the applicable fault-tolerant mechanism(s) to each fault combination, thereby determining which fault combinations are tolerated. Although only small topologies are considered, the number of possible fault combinations becomes very large as the number of faults increases. We have therefore only been able to perform such exhaustive analyses for a limited number of faults. For higher numbers of faults, two alternative approaches have been used. The ﬁrst approach has been to only consider a random subset of all the possible fault combinations for a given number of faults. Then, based on the results from this subset of combinations, where each combination of faults is randomly selected, statistical inferences can be made about the entire set of possible fault combinations. Because the fault tolerance is then inferred from the statistical samples, we refer to this analysis method as a statistical analysis. In addition to the statistical analysis, we have also used a second approach where we have only considered faults within a limited region. More speciﬁcally, we have considered faults within an area consisting of all the links of the nodes that are within one hop of a selected node. We refer to such a region as a distance-1 region. As shown in Figure 4.9a, a three-dimensional distance-1 region consists of 36 links. In a 3 × 3 × 3 torus, however, the distance-1 region only has 33 unique links, as three of the links are shared between nodes within the region. Because we only apply this analysis method within a torus topology, the position of the center node is insigniﬁcant due to the symmetry of the topology. The idea behind using the distance-1 region is that its limited size enables ex-
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(a)



(b)



Figure 4.9: (a) The distance-1 region consists of all the links of the nodes one hop from the center node (C). (b) An example of a diﬃcult scenario within the distance-1 region. haustive analysis to be performed, while the close positioning of the faults creates scenarios that are hard to tolerate. An example fault scenario within the distance-1 region is shown in Figure 4.9b. As can be seen, the leftmost node is hardly accessible in this scenario. Notice though that if another fault was to be positioned in such a way as to make this leftmost node even harder to reach (without physically disconnecting the network), the preferred position of this fault would apparently be outside the distance-1 region. Thus, the distance-1 region may not be suitable for conducting fault tolerance analysis for a higher number of faults (e.g., more than 14 faults for this type of scenario). We here only use the distance-1 region to analyze fault combinations with ten faults or less. By using the distance-1 analysis method we have for instance been able to ﬁnd fault combinations with 10 faults that are not tolerated by the I×3 variation in a three-dimensional torus topology, even when we did not ﬁnd a single combination that was not tolerated when evaluating 10,000,000 random combinations of 10 faults (using the statistical analysis). This clearly demonstrates the eﬀectiveness of using the distance-1 region in order to ﬁnd fault-combinations that are not tolerated. Fault Tolerance Results Table 4.3 shows the percentage of fault combinations that are not tolerated by each of the single mechanisms (D, I, and M) for a given number of faults in a 3×3×3 torus topology. Both exhaustive, statistical, and distance-1 analysis results are shown. As can be seen, disabling adaptive routing (D) is not suﬃcient to tolerate a single fault. In fact, disabling adaptive routing (D) alone is not suﬃcient to handle any fault combination at all. This is not a surprising result, considering that dimension-order routing is not fault-tolerant. The intermediate node mechanism (I) alone tolerates
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Link faults 1 2 3 4 5 6 5 6 7 8 9 10 11 12 13 14 5 6 7 8 9 10
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Number of combinations D Exhaustive analysis 81 100% 3,240 100% 85,320 100% 1,663,740 100% 25,621,596 100% 324,540,216 100% Statistical analysis > 14M 100% > 6M 100% > 4.5M 100% > 3.4M 100% > 2.7M 100% > 2.2M 100% > 1.7M 100% > 1.5M 100% > 1.3M 100% > 1M 100% Distance-1 analysis 237,336 100% 1,107,568 100% 4,272,048 100% 13,884,156 100% 38,567,100 100% 92,561,040 100%



I



M



0% 2.5% 7.44% 14.67% 24.06% 35.49%



0% 0% 0% 0.95% -



24.07% 35.46% 48.72% 62.98% 76.51% 87.40% 94.47% 98.05% 99.46% 99.88%



4.23% 11.22% 22.55% 41.04% 54.14% 70.29% 83.08% 91.69% 96.60% 98.86%



38.16% 54.52% 70.31% 83.30% 92.15% 96.97%



8.47% 20.39% 36.95% 55.33% -



Table 4.3: The table shows the percentage of the total number of link fault combinations that are not tolerated by each respective single mechanism (i.e., D, I, or M) in a 3 × 3 × 3 torus topology. For the statistical results, the error is always less than 1 percent.
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Number of combinations



D+M



1 2 3 4 5 6



81 3,240 85,320 1,663,740 25,621,596 324,540,216



0% 0% 0% 0.84% -



5 6 7 8 9 10 11 12 13 14



> 14M > 6M > 4.5M > 3.4M > 2.7M > 2.2M > 1.7M > 1.5M > 1.3M > 1M



2.11% 8.11% 19.33% 37.60% 47.82% 69,71% 74.47% 90.12% 93.67% 98.17%



5 6 7 8 9 10



237,336 1,107,568 4,272,048 13,884,156 38,567,100 92,561,040



7.09% 17.29% 31.96% 49% -



I+D



I+M



I+D+M



Exhaustive analysis 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% Statistical analysis 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0.48% 0% 0% 1.06% 0% 0% 2.79% 0% 0% 3.16% 0% 0% 8.47% 0% 0% Distance-1 analysis 0% 0% 0% 0.057% 0% 0% 0.35% 0% 0% 1.25% .0006% .0004% -



I×2



I×3



I×2+D



0% 0% 0% 0% 0% .0002%



0% 0% 0% 0% 0% 0%



0% 0% 0% 0% 0% -



0% 0% 0% 0% 0% 0.09% 0.23% 0.52% 1.10% 2.13%



0% 0% 0% 0% 0% 0% 0% 0% 0% 0%



0% 0% 0% 0% 0% 0% 0% 0% 0% 0%



0% 0.01% 0.06% 0.31% 1.06% 2.99%



0% 0% 0% 0% 0% .0007%



0% 0% 0% 0% 0% .0003%



Table 4.4: The table shows the percentage of the total number of link fault combinations that are not tolerated by the D+M, I+D, I+M, I+D+M, I×2, I×3, and I×2+D combinations of mechanisms in a 3 × 3 × 3 torus topology. For the statistical results, the error is always less than 1 percent. one fault, and also handles most fault-combinations with two faults. For a higher number of faults, however, the percentage of not tolerated fault combinations increases rapidly. Misrouting (M) is the mechanism that provides the highest fault tolerance, when used alone, tolerating three faults. Still, also here the percentage of not tolerated fault combinations increases rapidly with the number of faults. Table 4.4 shows the percentage of fault combinations that are not tolerated by the various combinations of mechanisms (i.e., D+M, I+D, I+M, I+D+M, I×2, I×3, and I×2+D) in a 3×3×3 torus. As may be observed, the D+M combination tolerates the same number of faults as the M mechanism alone (i.e., three). Thus, although the D+M combination has a lower percentage of not tolerated fault combinations, combining these two mechanisms appears to provide little additional value. The reason for this is that the misrouting mechanism (M), which is based on directionorder routing, can also be used to force packets along the minimal direction-order route. (Recall that deterministic routing is performed according to direction-order
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Figure 4.10: An example scenario where no suitable intermediate node can be found, using the I+D variation, if deterministic routing is performed according to directionorder routing. When using dimension-order routing, on the other hand, node A can be used as the intermediate node. routing when misrouting is available.) On the positive side, all the other combinations of mechanisms tolerate at least ﬁve faults. While the I and D mechanisms separately tolerated one and zero faults respectively, their combination (I+D) tolerates ﬁve faults. Furthermore, the number of not tolerated fault combinations remains low as the number of faults increases. For instance, with 11 faults, only about one percent of the fault combinations are not tolerated. These results have been obtained by using dimension-order routing as the deterministic routing algorithm. When using direction-order routing instead, only three faults are tolerated. Thus, when an intermediate node is used, dimensionorder routing oﬀers greater ﬂexibility over the entire path (S-I-D) than directionorder routing. This is illustrated in Figure 4.10, where node A can be used as an intermediate node when dimension-order routing is used. If direction-order routing is used, on the other hand, there is no valid intermediate node. Using node A as an intermediate node would require packets to traverse the Y+ direction after traversing the X- direction in the ﬁrst subpath, which is not allowed. Likewise, using node B as the intermediate node would require traversing the X+ direction after traversing the Y+ direction in the second subpath, which also violates the X+Y+X-Y- ordering. The I×2 variation also tolerates ﬁve faults, and in this case the number of not tolerated combinations remains even lower as the number of faults increases. This is in contrast to a single intermediate node (I), which only tolerated a single fault. By allowing the use of yet another intermediate node, the I×3 variation appears to tolerate as many as nine faults. This is also the case for the I×2+D combination, where at most two intermediate nodes may be used in combination with disabling adaptive routing. It is also noteworthy that the I×3 and I×2+D variations tolerate almost all fault combinations with 14 faults. The I+M variation also achieves a good fault tolerance, by tolerating seven faults and handling most combinations of 14 faults as well. Recall that the D+M combination did not provide signiﬁcantly better fault tolerance than the M mechanism alone. Similarly, I+D+M also tolerates the same number of faults as I+M separately (i.e., seven). Thus, we again observe that the addition of D to M does not add much in
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I 0% 11.76% 33.82% 67.06% 91.81% 96.49%



I×2 0% 0% 0% 1.18% 10.71% 40.24%



I×3 0% 0% 0% 0% 0% 2.33%



Table 4.5: The table shows the percentage of the total number of link fault combinations that are not tolerated by the I×N (for N=1,2,3) variations of the methodology in a 3×3 torus topology. The results have been obtained by exhaustively analyzing all the possible fault combinations. Link faults 1 2 3 4 5 6 7 8



I 100% 100% 100% 100% 100% 100% 100% 100%



I×2 0% 0% 0.97% 4.23% 11.65% 24.89% 43.67% 64.53%



I×3 0% 0% 0% 0% 0.05% 0.28% 1.02% 2.83%



I×4 0% 0% 0% 0% 0% 0% 0.002% 0.02%



Table 4.6: The table shows the percentage of the total number of link fault combinations that are not tolerated by the I×N (for N=1,2,3,4) variations of the methodology in a 3×3×3 mesh topology. The results have been obtained by exhaustively analyzing all the possible fault combinations. terms of fault tolerance. We have also evaluated the fault tolerance of the I, I×2, and I×3 variations in a two-dimensional (i.e., 3×3) torus topology, as shown in Table 4.5. For this topology, all the combinations up to and including six faults (i.e., 1/3 of the total number of links) have been exhaustively analyzed. As can be observed, the reduced routing ﬂexibility provided by the two-dimensional topology results in a lower fault tolerance. A single intermediate node is still able to tolerate a single fault, but the fault tolerance of I×2 and I×3 is reduced to three and ﬁve faults respectively. Table 4.6 shows the percentage of fault combinations not tolerated by the I, I×2, I×3, and I×4 variations in a 3×3×3 mesh topology. Like for the two-dimensional torus, the results have been obtained through exhaustive analyses. It may be noticed that the results for the 3×3×3 mesh topology are not as good as for the torus topologies though. In fact, a single intermediate node is not able to tolerate even a single fault in the mesh topology. This is because, in a mesh, two nodes on the opposite sides of a faulty link are not able to communicate using only a single intermediate node (when adaptive routing is used). In fact, this is a special case of the previously discussed situation where all of the minimal paths are faulty. By using an additional
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Mech. comb.



Link faults



Aﬀected paths



I+D



1 2 3 4 5 1 2 3 4 5 6



6.85% 13.03% 18.60% 23.62% 28.16% 6.85% 13.03% 18.60% 23.62% 28.16% 32.31%



6 7 8 6 7 8



29.27% 32.21% 34.8% 29.45% 32.49% 34.76%



I×N



I+D



I×N



Percentage of the aﬀected paths that utilize mechanism I D I+D I×2 I×3 Exhaustive analysis 100% 0.00% 0.00% 99.70% 0.07% 0.25% 99.26% 0.17% 0.57% 98.72% 0.27% 1.00% 98.06% 0.39% 1.53% 100% 99.70% 99.30% 98.69% 98.01% 97.21% Distance-1 analysis 96.12% 0.58% 3.30% 94.72% 0.75% 4.55% 93.14% 0.91% 5.96% 95.93% 94.47% 92.77% -



0.00% 0.30% 0.67% 1.31% 1.99% 2.79%



0.00% 0.00% 0.00% 0.00% 0.00% 0.000003%



4.06% 5.53% 7.22%



0.0001% 0.0012% 0.0057%



Table 4.7: Percentages of the aﬀected paths in a 3×3×3 torus network that make use of a speciﬁc mechanism or combination of mechanisms when the I+D and I×N variations are used.3 For up to ﬁve faults, exhaustive analyses have been performed. From six faults upwards the study is reduced to the distance-1 region. intermediate node, however, we are able to tolerate two faults. Increasing the number of intermediate nodes further, the I×3 and I×4 variations tolerate four and six faults respectively. Returning to the 3×3×3 torus, Table 4.7 shows the percentages of the paths, aﬀected by faults, that make use of each of the mechanisms and combinations of mechanisms for the I×N and I+D variations of the methodology.3 As can be seen, a single intermediate node (I) is by far the most commonly used mechanism by both the I+D and I×N variations. With ﬁve faults, about 98% of the aﬀected paths are resolved only using a single intermediate node. This is an advantage, considering that this mechanism provides the highest remaining routing ﬂexibility, by allowing packets to be adaptively routed within both subpaths. Although the other mechanisms and combinations of mechanisms (i.e., D, I×2, I×3, and I+D) are less used, they are essential for the provided fault tolerance. When interpreting these results, it is important to remember the preferences given to the diﬀerent mechanisms. In particular, preference is given to the available mech3 The percentage of aﬀected paths, for a given number of faults, may vary between the diﬀerent variations of the methodology. This is because the percentage of aﬀected paths is calculated based on the tolerated fault combinations, which are generally not the same for the diﬀerent variations.



64 CHAPTER 4. A STATIC FAULT-TOLERANT ROUTING METHODOLOGY Percentage of the aﬀected paths that utilize mechanism I I+M D I+D D+M I+D+M



Mech. comb.



Link faults



Aﬀected paths



M



I+D+M



1 2 3 4 5 1 2 3 4 5 1 2 3 4 5



6.85% 13.03% 18.60% 23.62% 28.16% 6.85% 13.03% 18.60% 23.62% 28.16% 6.85% 13.03% 18.60% 23.63% 28.203%



0% 0% 0% 0% 0% 0.00% 0.00% 0.00% 0.00% 0.00% 23.36% 24.38% 25.38% 25.64% 26.62%



6 7 8 6 7 8



29.45% 32.49% 35,21% 29.45% 32.49% 34.9%



0.00% 0.00% 0.00% 0.00% 0.00% 0.00%



I+M



D+M



I+D+M



I+M



Exhaustive analysis 100% 0.00% 99.70% 0.04% 99.26% 0.07% 98.68% 0.11% 98.05% 0.18% 100% 0.00% 99.90% 0.10% 99.78% 0.23% 99.58% 0.42% 99.36% 0.65% Distance-1 analysis 91.48% 0.30% 89.41% 0.42% 87.05% 0.53% 98.22% 1.78% 97.45% 2.57% 96.34% 3.65%



0.00% 0.07% 0.16% 0.26% 0.41% 64.08% 62.40% 60.82% 59.24% 57.69%



0.00% 0.14% 0.34% 0.60% 0.92% -



0% 0% 0% 0% 0% 12.68% 13.20% 13.77% 15.11% 15.81%



0.00% 0.07% 0.16% 0.51% 0.43% -



1.19% 1.66% 2.21% -



6.41% 7.60% 8.83% -



0.00% 0.00% 0.00% -



0.61% 0.91% 1.33% -



Table 4.8: Percentages of the aﬀected paths in a 3×3×3 torus network that make use of a speciﬁc mechanism or combination of mechanisms when the I+D+M, I+M, and D+M variations are used.3 For up to ﬁve faults, all the possible combinations have been analyzed. From six faults upwards the study is reduced to the distance-1 region.



anism (or combination) providing the shorter path. If there are multiple options providing the same pathlength, preference is given to the option allowing packets to be adaptively routed. Table 4.8 shows the percentage of the aﬀected paths that make use of a speciﬁc mechanism or combination of mechanism when the I+D+M, I+M, and D+M variations are used. For the I+D+M and I+M variations, the vast majority of the paths are resolved using only an intermediate node. With the D+M variation, however, the intermediate node mechanism (I) is not available. In that case we see that a majority of the paths can be resolved by disabling adaptive routing (D) (i.e., the simpler mechanism), but that the misrouting mechanism (M) is also required to be used for a substantial percentage of the paths. Quite a few paths also make use of both mechanisms in combination (D+M). In fact, even for a single fault, 12.68 percent of the aﬀected paths make use of both mechanisms (D+M).
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Resource Usage



Let us in the following subsections discuss the resource requirements of the methodology. Required Virtual Channels As we have previously discussed, the routing methodology requires additional virtual channels in order to be deadlock-free. The number of escape channels required by each variation of the methodology depends on the number of intermediate nodes allowed by that variation. More speciﬁcally, if v is the maximum number of intermediate nodes in a single path, a total of v+1 escape channels are required. Because adaptive bubble routing itself requires one escape channel, our methodology only requires v additional escape channels. If the bubble ﬂow control is not used in a torus topology, however, the number of additional escape channels is doubled to 2v (i.e., for a total of 2v+2 escape channels). In addition, regardless of whether the bubble ﬂow control is used or not, one or more adaptive channels are used. Notice that because a static fault model is used, the additional virtual channel(s) required for the intermediate nodes may be used as adaptive channels when they are not required for fault tolerance, thereby avoiding decreasing the network performance in the fault-free case. Intermediate Node Tables Apart from the additional virtual channels, our methodology also requires a table at each source node, specifying the intermediate node(s) to use (if any) for each destination. The required size of this table obviously depends on the size of the system. For a network with 65,536 nodes (like a full size BlueGene/L), 16 bits are required to identify each intermediate node. Thus, with at most one intermediate node in each path, 128 kB would be required. More generally, if v is the number of intermediate nodes allowed, and n the number of nodes in the network, v×log2 (n)×n bits are required to store all the intermediate nodes.4 Although it may often be possible to compact this table by only storing information about the aﬀected paths, situations where a high percentage of the paths of a node are aﬀected may arise for even a relatively low number of faults. For instance, a node in a three-dimensional mesh/torus with both its X+ and X- links faulty, would only have unaﬀected paths to the nodes with the same X-coordinate as the node itself (i.e., the nodes within the same YZ-plane). When disabling of adaptivity or misrouting is available, the use of these mechanisms must also be speciﬁed in the table at each source node. For disabling of adaptivity, a single bit for each intermediate node can be used to signify that adaptive routing must be disabled for the corresponding subpath. If an intermediate node 4 This includes space for identifying n-1 destinations (excluding the source itself) and one value used to signify that no intermediate node is required.



66 CHAPTER 4. A STATIC FAULT-TOLERANT ROUTING METHODOLOGY is not used for a given destination, the same bit(s) may also be used to signify whether adaptivity should be disabled for the entire subpath. For misrouting, both the directions to misroute and the number of hops in each direction must be stored. Recall that we allow misrouting in up to three directions and at most eight hops in each direction. A bitmask of length six, with one bit for each direction, can be used to specify what directions packets are to be misrouted. Because there is no reason to ﬁrst misroute a packet in a positive direction and then immediately route the packet back in the negative direction of the same dimension, there are actually only 32 diﬀerent ways to misroute a packet in three directions. That is, when following direction-order routing in a three-dimensional mesh/torus (and disregarding the number of hops in each direction). It is therefore possible to represent the directions to misroute using only ﬁve bits. However, this would result in a less intuitive encoding and would also require some additional means (e.g., a separate bit or a reserved hop value) to indicate whether misrouting should be applied or not. As the number of hops for misrouting in our case is limited to eight hops in each direction, this information can be represented in the table using three bits for each of the three directions (with a value of zero indicating one hop). Computational Complexity Let us now consider the computational complexity of the methodology. Because a static fault model is assumed, the tables at the source nodes are computed oﬀ-line. Recall from the fault-tolerance analysis section that most of the aﬀected paths are resolved only using a single intermediate node. As we will see, each such intermediate node can be computed with cost O(1) with regard to the number of nodes in the network. Consequently, the computational complexity of computing all the intermediate nodes for an entire system with n nodes is O(n2 ). The task of computing these intermediate nodes may be parallelized by having each source node compute its own intermediate nodes, in which case the computational complexity of the computation to be performed by each source node is O(n). When also taking the extensions of the methodology into consideration, we will see that the computational complexity of resolving all the paths in the entire system is O(n3 ) in the worst-case. Let us take a closer look at how an intermediate node can be computed with computational complexity independent from the network size, considering the code example provided in Figure 4.11. For simplicity of presentation, the shown algorithm only considers a two-dimensional mesh topology, but the same principles can easily be applied to three-dimensional mesh/torus topologies as well. A discussion of the necessary extensions will be provided later in this section. It should be pointed out that the computation performed by this algorithm does depend on the number of faults (between the source and the destination) and the number of dimensions. However, assuming that a two or three dimensional network will be used, the number of dimensions can be ignored from the complexity analysis. Also, because the number of faults is limited by the the fault tolerance provided by
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the methodology (and will typically be very much lower than the number of nodes), the number of faults can also be ignored. Thus, the number of nodes is the dominant factor with regard to the cost of computing all the intermediate nodes of an entire system. The main procedure in Figure 4.11 is findIntermediate, which randomly selects the intermediate node from the set of possible intermediate nodes. In order to identify the possible intermediate nodes, it relies on the recursive procedure recursive. There are also several other procedures that are utilized in Figure 4.11, namely xPos, yPos, reachable, nextX, nextY, boundX, and boundY. xPos and yPos simply returns the x- and y-coordinate of a given node respectively. reachable returns true if there are no faults on any of the minimal paths between the two given nodes, otherwise it returns false. nextY provides the same functionality as nextX, which deﬁnition is shown in the ﬁgure, except that x is interchanged with y. Similarly, boundY provides the same functionality as boundX, but for the y-dimension. Their functionality will be explained later. In order to illustrate how the algorithm works, we will apply the algorithm to the scenario shown in Figure 4.12a. The addressing used by the algorithm is relative to the source and destination, so that the source node always has coordinates (0,0) while the destination in this case has coordinates (3,3). A fault is considered to have the same coordinates as the node with the lowest coordinates to which it is connected. Thus, the fault to the left in Figure 4.12a has coordinates (1,1) while the fault to the right has coordinates (2,1). For the intermediate node I to be reachable from the source S, and the destination D to be reachable from I (i.e., for I to be in the set TRS ∩ TD ), there can not be a single fault on any minimal path from S to I, or on any minimal path from I to D. Thus, all faults that are on a minimal path between S and D need to be bypassed in one dimension from S to I, and then in the second dimension from I to D. This way, a packet can not reach the same position as a fault, in both dimensions simultaneously, in any of the subpaths. Consequently, the fault(s) can not possibly be encountered. On the contrary, if a packet was allowed to bypass a fault in both dimensions, in the same subpath, it could possibly obtain the same position as the fault in both dimensions (thereby encountering the fault). The way the algorithm works is by systematically bypassing faults, and then consider if the requirements of an intermediate node are fulﬁlled. As explained previously, it is not possible to ﬁnd an intermediate node in a mesh when all the minimal paths are faulty (i.e., additional mechanisms are then required). Thus, only faults that are on a minimal path between S and D are considered and the intermediate node must be within T0 ∩ TRS ∩ TD . The algorithm starts at the source node and then ﬁrst tries to bypass the closest fault in the x-dimension (ignoring the y-coordinate of the fault). More speciﬁcally, the procedure nextX returns the node bypassing the closest fault in the x-dimension, that is, the node marked 1. Recursion is then used to continue the search from node 1. As node 1 is not a valid intermediate node, the recursive method again
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Data: FX /FY : the faults between src and dst sorted by x/y-coordinate procedure findIntermediate(src,dst) begin R ← recursive(src, nextX(src), dst, ’x’); R ← R ∪ recursive(src, nextY(src), dst, ’y’); intermediate ← random node from R; end procedure recursive(src, cur, dst, history) begin if xPos(cur ) ≤ xPos(dst) and yPos(cur ) ≤ yPos(dst) then if reachable(cur,src) then if reachable(cur,dst) then return the nodes with x-coordinates xPos(cur ) to boundX(src,cur,dst) and y-coordinates yPos(cur ) to boundY(src,cur,dst); else if history = ’x’ then R ← recursive(src, nextX(cur ), dst, ’x’); R ← R ∪ recursive(src, nextY(cur ), dst, ’xy’); return R; else if history = ’xy’ then return recursive(src, nextY(cur ),’xy’); else if history = ’y’ then R ← recursive(src, nextY(cur ),’y’); R ← R ∪ recursive(src, nextX(cur ),’yx’); return R; else if history = ’yx’ then return recursive(src, nextX(cur ), ’yx’); end end end return ∅; end procedure nextX(src,cur,dst) begin foreach f ∈ FX do if xPos(f ) ≥ xPos(cur ) then return the node with coordinates xPos(f )+1 and yPos(cur ); end end return the node with coordinates xPos(dst)+1 and yPos(cur ); end procedure boundX(src,cur,dst) begin foreach f ∈ FX do if xPos(f ) ≥ xPos(cur ) and f is a vertical link then return the x-coordinate xPos(f )-1; else if xPos(f ) ≥ xPos(cur ) and f is a horizontal link then return the x-coordinate xPos(f ); end end return the x-coordinate xPos(dst); end



Figure 4.11: Computing the intermediate node for a source-destination pair.
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Figure 4.12: Illustration of the algorithm to compute the intermediate nodes (i.e., the nodes in T0 ∩ TRS ∩ TD ) for a source-destination pair. In scenario (b), the node marked 3 is also node 6. calls itself, bypassing the next fault in the x-dimension. This node, marked 2 in the ﬁgure, is reachable from S and is also able to reach D. Node 2 is therefore a possible intermediate node. boundX and boundY are then used to determine the boundary of the area containing possible intermediate nodes. In this case, however, the area of possible intermediate nodes are enclosed by the closest fault in the y-dimension and the boundary of T0 in the x-dimension. Thus, only node 2 is returned as a possible intermediate node from this branch of the recursion. Back at node 1 it is then attempted to bypass the next fault in the y-dimension, however, the resulting node (i.e., node 3) is not reachable from S. Because node 3 is not reachable from S, some fault has already been bypassed in both dimensions and there is no point to continue the search towards D from node 3 (as any potential intermediate node closer to D would bypass the same fault in both dimensions as well). Back at the source node, findIntermediate then makes a recursive search starting out bypassing the closest fault in the y-dimension. This brings us to node 4, which is a possible intermediate node. This time the boundY procedure ﬁnds that the area of possible intermediate nodes also includes the node above node 4, thus this node is a possible intermediate node as well, for a total of three possible intermediate nodes. Another similar example scenario is provided in Figure 4.12b. It may also be noted that some of the dead-end recursive search attempts could be avoided by adding additional if-tests before each recursion step. However, as this does not aﬀect the computational complexity, an algorithm with less conditions was preferred for illustration purposes. It may also be observed that the possible intermediate nodes from S to D and from D to S are the same (given that the links are bidirectional and that minimal adaptive routing is used). Let us now brieﬂy consider how the algorithm can be extended to other topologies. In a three-dimensional topology, each fault must be bypassed in at least one dimension in each subpath (ensuring that the fault can not be encountered). Thus, the last



70 CHAPTER 4. A STATIC FAULT-TOLERANT ROUTING METHODOLOGY dimension simply provides additional ﬂexibility. Concerning torus topologies, the intermediate node may also be positioned in such a way that packets go in the opposite direction of the torus rings. In a two-dimensional torus, this means that the packets from S to D may either go in x+y+, x+y-, x-y+, or x-y- direction. Each of these four alternatives may be considered as a mesh, with the additional restriction that the intermediate node must be positioned in such a way that the packets are routed in the correct directions of the rings. However, this is easily achieved by ensuring that the intermediate node is positioned in such a way, in each dimension, that the shortest path from S to I (and likewise from I to D) is in the intended direction of that dimension. Thus, an intermediate node can be computed in basically the same way in a torus, using a modiﬁed version of the mesh algorithm for each of the possible directions, starting with the direction giving the shortest paths (i.e., T0 ). The algorithm considered so far only resolves paths using a single intermediate node, and as such does not include the extensions of the methodology. A more generic approach is shown in Figure 4.13. Using this approach, there is ﬁrst an initialization phase where Td,0 , for each destination d, is initialized to the set of nodes that are able to reach d without using an intermediate node (i.e., using 0 intermediate nodes). Also, Ls,d is initialized to the length of the path between each source-destination pair, where the length is set to inﬁnity if the destination is not reachable from the source. In the second part of the algorithm, the reachability information from the ﬁrst part is utilized in order to calculate the sets of possible intermediate nodes. The algorithm ﬁrst resolves the paths that can be resolved using a single intermediate node. Then, in the next iteration (i.e., z = 2), the paths that can be resolved using two intermediate nodes are resolved and so on. When the algorithm completes, Is,d contains the set of possible ﬁrst intermediate nodes to be used from a source s to a destination d. Thus, the intermediate node can be selected by selecting a ﬁrst intermediate node I1 from this set at random. The second intermediate node is then selected randomly from II1 ,d and so on. With regard to computational complexity, the signiﬁcant part of the algorithm is the three nested for-loops. Each of these for-loops may loop through all the n nodes of the network, thus the computational complexity of the algorithm is O(n3 ) when multiple intermediate nodes or disabling of adaptivity is used. The algorithm can be made more eﬃcient by having the inner loop explore the nodes by increasing value of j in Tj . That way, the search can be aborted once some possible intermediate nodes have been found and no more intermediate nodes giving an equal path length can be found. However, this does not aﬀect the worst-case computational complexity. It may also be noticed that a variation of the algorithm in Figure 4.11 may be used as part of the initialization phase in Figure 4.13. That way, the main part of the algorithm in Figure 4.13 would only be used to resolve the paths that can not be resolved using a single intermediate node. If each source node is to calculate its own intermediate nodes, one approach would be to ﬁrst resolve as many destinations as possible using the algorithm in Figure 4.11, and then apply a variation of the
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foreach source node s do foreach destination node d do if s to d not aﬀected by faults then Ls,d ← length of minimal path from s to d; Td,0 ← Td,0 ∪ s; else Ls,d ← ∞; end end end z ← 1; while z ≤ maximal number of intermediate nodes in a single path do foreach source node s do foreach destination node d do if s ∈ / Td,0 then l ← Ls,d ; foreach node n do if s ∈ Tn,0 and n ∈ Td,(z−1) then if Ls,n + Ln,d < l then if Ls,n + Ln,d < Ls,d then Td,z ← s; Ls,d ← Ls,n + Ln,d ; Is,d ← s; else if Ls,n + Ln,d = Ls,d then Td,z ← Td,z ∪ s; Is,d ← Is,d ∪ s; end end end end end end end z++; end



Figure 4.13: A generic approach to identify the possible intermediate nodes.
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Figure 4.14: The packet header used for the I+D variation of the methodology. The I ﬁeld is used to specify whether the packet is headed towards an intermediate node or the ﬁnal destination. At the intermediate node, the I ﬁeld is modiﬁed and the ﬁrst subheader removed. The A ﬁeld within each subheader speciﬁes whether adaptivity is disabled or not for that subpath. If the packet is not to be sent via an intermediate node, only one subheader is used. algorithm in Figure 4.13 for the remaining destinations. Also notice that the solution in Figure 4.13 is agnostic with regard to the underlying routing algorithm (and topology), as it is only concerned with path lengths and reachability. Thus, the same approach may also be used to compute intermediate nodes using deterministic routing (i.e., disabling adaptivity). When misrouting is used, all the possible hops along each dimension up to the network radix k may have to be explored in the worst-case. Thus, in a three-dimensional torus, with n = k 3 nodes, the computational complexity of computing a path with misrouting is O(k 3 ) = O(n). The computational complexity for computing the paths for the entire system is therefore at most O(n3 ) also when misrouting is used. Additions to the Packet Header Finally, in order not to require the use of routing tables, we need to add some information in the packet header. Speciﬁcally, the intermediate node(s) to use for a packet need to be speciﬁed. For this we use a separate subheader for each intermediate node and for the ﬁnal destination. This is illustrated, for the I+D variation, in Figure 4.14. The ﬁrst subheader contains the address of the intermediate node, while the second subheader contains the address of the destination node. The ﬁrst subheader is removed once the packet reaches the intermediate node, before the packet is forwarded to the destination based on the second subheader. The I ﬁeld, at the front of the main packet header, is used to specify the number of intermediate nodes left in the path (i.e., 0 or 1 in the case of the I+D variation). The number of intermediate nodes left is important for selecting the proper escape channel, and in order to determine when a packet has reached its ﬁnal destination (i.e., its last subheader). As can be noticed there is also an A ﬁeld (i.e., one bit) within each subheader, which is used to specify whether adaptivity is enabled or not for that subpath. Packets that are not sent via an intermediate node only require one subheader. This way, the use of subheaders has the advantage of incurring only a small overhead on packets unaﬀected by faults. On the other hand, a packet that is to be sent via multiple intermediate nodes, has one subheader for each intermediate node and one
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for the ﬁnal destination. The number of bits required to identify each intermediate node (and the destination node) depends on the size of the system. For instance, in a system with 65,536 nodes, 16 bits are required to identify each node. Regarding the size of the I ﬁeld, one bit is suﬃcient when at most one intermediate node may be used, while two bits suﬃce for up to three intermediate nodes in a single path. If misrouting is also available, information about the directions to misroute and the number of hops to misroute in each direction must also be present in each subheader. In our implementation we have used at total of nine bits within the subheader to identify the three directions to misroute (there are six diﬀerent directions in a three-dimensional torus and misrouting may be performed in three directions) and nine additional bits to specify the number of hops in each direction (i.e., three bits for each direction). A more eﬃcient way might have been to use six ﬂag bits (one for each direction), instead of nine bits, to signify the directions to misroute. Either way, the header is required to be updated for each hop during the misrouting phase due to the relative addresses (i.e., misrouting is speciﬁed as a number of hops). This is diﬀerent from the other variations of our methodology, where the packet header is only modiﬁed at the intermediate node(s). In order to avoid having to update the packet header at each hop during misrouting, misrouting might alternatively be implemented as a special case of multiple intermediate nodes. This way, for each direction to misroute, the ﬁnal node to reach in that direction is included as an “intermediate node” (using a separate subheader). Thus, if a packet is to be misrouted in two directions, one subheader is used to specify the position of the packet after being misrouted in the ﬁrst direction while a second subheader is used to specify the position after being misrouted in the second position. Because the misrouting is still performed according to direction-order routing, it is not required to switch escape layer at these additional “intermediate nodes”. The same strategy may also be used for disabling adaptivity when dimension-order routing is used. In that case, the node(s) where the packet is to change dimension/direction (according to dimension-order routing) are included as “intermediate node(s)”. Be aware that this alternative implementation strategy is not used for the performance evaluation in the next section.



4.3.3



Network Performance



We will now consider the network performance of the various variations of the methodology. For comparison purposes, we also compare their performance with a mechanism similar to the one used in the BlueGene/L supercomputer. Simulation Model An event-driven simulator was used for evaluating the performance of the methodology. An 8×8×8 torus network has been simulated. Each node has an input and output port connecting it to each of its six neighbours through a bidirectional link and four internal ports connecting it to the processing node. All the ports are inter-



74 CHAPTER 4. A STATIC FAULT-TOLERANT ROUTING METHODOLOGY connected by a non-multiplexed crossbar with queues only at the input ports. Output port arbitration is performed using a round-robin policy among the contending input ports. The buﬀers at the input ports are divided into several virtual channels (four or ﬁve as speciﬁed later), each with capacity for holding two packets. For a given fault combination and mechanism variation, these virtual channels are used as escape or minimal adaptive channels depending on the number of required escape channels. This way, all the variations being compared have the same total number of virtual channels available. The escape channels are by default routed according to dimension-order routing. The exception is when misrouting is available, in which case the escape channels are routed according to direction-order routing. In addition, the bubble ﬂow control mechanism is used within all the escape channels. If a packet arrives at an input port and the relevant adaptive queues are full, the packet is routed on the proper escape channel for its destination. If there are several possible output ports, the selection is based on the status of the available ports and the queues at the neighbor nodes. The simulations have been performed using a base packet size of 128 bytes, also taking into consideration the additional packet overhead of the diﬀerent variations of the methodology. The destination of each packet is randomly chosen, with the same probability for all the nodes. The packet generation rate is also equal for all the nodes. For each number of faults, 50 random combinations of link faults have been simulated for each of the evaluated methods. Conﬁdence intervals are provided where applicable. Simulation Results Figure 4.15 shows the achieved throughput of the I+D, I+D+M, M+D, and I×2 variations of the methodology in an 8×8×8 torus topology with ﬁve virtual channels.5 Results for up to 14 faults are shown and the conﬁdence intervals are always lower than ±5. For the I×N variation, two intermediate nodes were suﬃcient to solve all the 50 random fault combinations, and we have therefore not evaluated variations using more than two intermediate nodes.6 Similarly, because all the fault combinations could be solved using just two intermediate nodes, the performance of the I×2+D variation is very similar to that of the I×2 variation, and has not been included. As can be seen, the D+M variation has signiﬁcantly worse performance in a faulty network than the other variations, showing a throughput degradation of 31.6 percent for a single fault. Notably, D+M is the only variation that is not based on 5



At all times, the I+D, I+D+M, and I+M combinations have at least three adaptive channels, the I×2 variation has at least two adaptive channels, and the M+D variation has four adaptive channels. In the fault-free case, the diﬀerent variations all have four adaptive channels and one escape channel. 6 This is not an unexpected result, considering that a higher percentage of fault combinations are tolerated in an 8×8×8 torus than in the 3×3×3 torus previously evaluated.
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Figure 4.15: Throughput (ﬂits/cycle) for several combinations of mechanisms in an 8 × 8 × 8 torus network with ﬁve virtual channels. Error bars are not shown as they are too small to be seen. The throughput of the I+M variation is very similar to that of the I+D+M variation, making their graphs overlap. using intermediate nodes. When D+M is also combined with intermediate nodes, as in I+D+M, we see that a much better performance is achieved. Thus, the poor performance of D+M in the presence of faults is likely due to the fact that adaptivity is disabled to a large extent. That is, for all the aﬀected paths, adaptivity is either disabled at the beginning of the path (using misrouting) or for the entire path. It is also likely that the performance loss due to less adaptivity in the network is ampliﬁed by the misrouting mechanism concentrating traﬃc on the links circumventing the fault(s). Both I+D, I+D+M, and I+M provides a graceful performance degradation in the presence of faults, experiencing a decrease in throughput of about 11 percent in the presence of 14 faults. As can be seen, the I+D+M and I+M mechanisms provide slightly lower throughput overall than I+D. This diﬀerence may be explained by the larger packet headers used by I+M and I+D+M, and also by the diﬀerent routing protocols for the escape layers (i.e., direction-order routing for I+M and I+D+M, and dimension-order routing for I+D). The I×2 variation provides the highest network performance of all the variations, with an average throughput degradation of only 6.9 percent with 14 faults in the network. As we have previously discussed, the use of intermediate nodes allows packets to still be adaptively routed in each subpath. The good performance exhibited by the I×2 variation clearly demonstrates the value of maintaining adaptivity in the network this way. In Figure 4.16 we compare the performance degradation of the I+D, I+D+M, and M+D variations of our methodology to that of a mechanism similar to the one
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Figure 4.16: Throughput (ﬂits/cycle) for several combinations of mechanisms in an 8×8×8 torus network with four virtual channels. The throughput for the mechanism similar to the one used in the BlueGene/L supercomputer is also shown. Error bars are not shown as they are too small to be seen. used in the BlueGene/L supercomputer. Recall (from Section 3.1) that the main mechanism for tolerating faults in the BlueGene/L is to bypass/disable a 512-node plane containing the fault. Because we are considering a much smaller network, we model the mechanism used in the BlueGene/L by disabling 32 nodes. As shown in Figure 4.16, the I+D and I+D+M variations achieve a much better performance under faults than the BlueGene/L like mechanism. It should be noted that this represents a worst-case scenario for the BlueGene/L like mechanism though, as all the faults are located in diﬀerent partitions of bypassable nodes. If all the seven faults were located within the same partition of 32 nodes, only those 32 nodes would be disabled. Still, our methodology provides a higher performance with seven faults than the BlueGene/L like mechanism does for a single fault (i.e., when only 32 nodes are disabled). More speciﬁcally, with seven random faults, network throughput of I+M+D and I+D degrades on average 6.4 and 6.25 percent respectively. The BlueGene/L like mechanism, on the other hand, degrades network performance by 6.8 percent in the presence of a single fault. With seven faults, it degrades performance by 47.1 percent in the worst-case scenario. Also notice that in an actual full size BlueGene/L system with seven faults, the BlueGene/L mechanism would disable at least 512 nodes, and as many as 3,584 nodes in the worst case. Our methodology on the other hand inﬂicts no such loss of processing power. The performance of the I+D variation has also been evaluated in a 4×4×4 torus with four virtual channels. In that case, there was a 10 percent throughput degradation in the presence of three faults (i.e., from 55 ﬂits/cycle in the fault-free case).
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Figure 4.17: Possible routing path using the software-based approach proposed by Suh et al. [109]. Comparing this with the results from the 8×8×8 torus, it can be expected that the throughput degradation measured in percent will be even smaller in larger networks.
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Related Work



Considering that an overview of fault-tolerant routing algorithms was provided in Section 3.3, we here only discuss what appears to be the most closely related work. In particular, the use of intermediate nodes was ﬁrst proposed by Valiant for the purpose of traﬃc balancing [119][120]. Using Valiant’s algorithm, all packets are ﬁrst sent to a random intermediate node and then from this node to the ﬁnal destination. Assuming that all nodes send/receive packets at the same rate, this algorithm reshapes any underlying communication pattern to a uniform traﬃc pattern. This has the advantage of providing a worst-case throughput of half that of the optimal throughput under uniform traﬃc. Although, on the downside, the throughput under uniform traﬃc is also only half that of the optimal throughput (because each packet is now statistically being routed twice as far). This algorithm does not provide fault tolerance however. A fault-tolerant routing method, where packets are forwarded via intermediate nodes, has previously been proposed by Suh et al. [109]. Their scheme is very diﬀerent from ours though. In particular, using the method by Suh et al., packets that encounters a fault are absorbed from the network by the current node. This node then attempts to forward the packet to the destination via an intermediate node. Because the packets are absorbed from the network by the intermediate nodes, before being reinjected, the routing is deadlock-free (assuming that the intermediate nodes have free buﬀer space). Although ejecting the packets from the network avoids the requirement for separate virtual channels for each subpath, it also signiﬁcantly increases the latency of these packets and increases the memory and processing load on the intermediate nodes. As can be seen from Figure 4.17, the intermediate nodes



78 CHAPTER 4. A STATIC FAULT-TOLERANT ROUTING METHODOLOGY are also used in a very diﬀerent way than in our proposal. The rerouting of each packet is in a sense based on a trial and error strategy, attempting to forward the packet in diﬀerent directions to avoid the faults (while information about the path already traversed by the packet is recorded within the packet header). For instance, in Figure 4.17, the packet is routed via node A, then B, then C, then D, then C (again), then B (again), then A (again), then B (again), and then E before it reaches its destination. Ho and Stockmeyer [61] proposed a method for fault-tolerant routing in meshes. Using their method, a set of lamb nodes are identiﬁed so that all the remaining nodes are able to communicate using two rounds of dimension-order routing. This way, lamb nodes are disabled for processing but still used for routing. In order to ensure deadlock-freedom, diﬀerent virtual channels are used for the two rounds of routing. Notice that, in contrast to this proposal, our methodology supports adaptive routing and is not based on disabling healthy processing nodes. Furthermore, our methodology also supports torus topologies. Another fault-tolerant routing algorithm utilizing the bubble ﬂow control has been proposed by Puente et al. [93]. It does however appear that this proposal is targeted at quite diﬀerent systems than the target systems of our methodology. For instance, while our methodology is intended to be applicable in systems where routing tables are not utilized, the proposal by Puente et al. requires several routing tables at each router. Furthermore, our goal has been to provide a fault tolerance that is suﬃcient for most systems while at the same time incurring a low cost in terms of reduced performance and additional resources. Their method, on the other hand, provides extremely strong fault tolerance, but at the cost of reduced network performance due to a non-minimal escape layer. Two of the authors, Puente and Gregorio [92], recently addressed this performance issue themselves by adding a second escape layer where packets are routed according to dimension-order routing. That way, only packets aﬀected by faults are required to use the non-minimal escape layer. The authors argue that this improved method provides a higher network performance than our methodology in the fault-free case, considering that it only requires three virtual channels while our method requires four. However, considering that our methodology does not require four virtual channels but three (i.e., for the I+D, I+M, and I+D+M variations), this conclusion is unsupported. Even for the I×2 variation of our methodology, which requires four virtual channels, such a conclusion may not be obvious. While the complexity due to additional virtual channels may decrease router eﬃciency, multiple virtual channels are also known to decrease head-of-line blocking (thereby increasing performance) [30]. In particular, the argumentation in [92] does not take into consideration that one of their virtual channels (i.e., the non-minimal escape layer) will often be poorly utilized, as it is only used by packets aﬀected by faults. Furthermore, the dependence on routing tables may also have a negative performance impact.
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Critique



The main limitation of the fault-tolerant routing methodology presented in this chapter is that it can not be used with a dynamic fault model. Consequently, the methodology is not applicable to systems requiring a dynamic fault model. Still, assuming a static fault model has the advantage of facilitating a simpler solution, thereby providing a better match for being used in systems with static fault models. Another potential disadvantage of the methodology is if the intermediate nodes become bottlenecks. Even though the use of adaptive routing helps mitigate congestion, several sources sending packets through the same intermediate node may create congestion at that intermediate node. Although the simulation results have shown that the methodology provides a graceful performance degradation in the presence of faults, only a uniform traﬃc pattern has been considered. It is therefore possible that congestion at the intermediate nodes has larger performance impacts under non-uniform traﬃc patterns. We will discuss some solutions to this potential issue, as further work, in the next section. It should also be pointed out that although it appears reasonable that the fault tolerance will be the same in a larger network, as discussed in Section 4.3.1, this has not been formally proved. Furthermore, in the cases where we have not been able to perform exhaustive analysis for a suﬃcient number of faults, the exact fault tolerance has not been established with absolute certainty even for the analyzed topology. Nevertheless, the provided results give very strong indications of the fault tolerance provided.
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Further Work



As mentioned in the previous section, there may be negative performance impacts due to congestion at the intermediate nodes. Thus, techniques to reduce congestion at the intermediate node(s) may be beneﬁcial. In our work, this has only been addressed by selecting the intermediate node randomly when there are several equivalent candidates for the intermediate node. A possible improvement could be to try to minimize the number of source-destination pairs utilizing the same intermediate node. Thus, if there are several source-destination pairs using the same intermediate node, one may try to ﬁnd a less utilized intermediate node for some of the source-destination pairs. Such a balancing may be performed globally or at each source node, depending on the implementation. Another approach might be to add a feedback mechanism by which a source node can be notiﬁed of congestion at an intermediate node, and based on that change to another intermediate node. Theoretically one could also use intermediate areas instead of intermediate nodes. With such a scheme, a given packet would only be required to pass through any one of the possible intermediate nodes, thereby providing higher routing ﬂexibility. However, as this would require special addressing, it would likely also add signiﬁcant implementation complexity.



80 CHAPTER 4. A STATIC FAULT-TOLERANT ROUTING METHODOLOGY Considering that intermediate nodes were ﬁrst introduced for the purpose of load balancing (as discussed in Section 4.4), a combined algorithm providing both load balancing and fault tolerance is of interest. With such a combined solution, both load balancing and fault tolerance could be provided using the same additional resources. Although sending all traﬃc via random intermediate nodes would be ineﬃcient under many traﬃc patterns, an alternative strategy is to have a dynamic approach where intermediate nodes are only used for selected paths when indicated by the network conditions. In fact, such a dynamic approach is proposed by Singh [106]. Combining our methodology with such a load balancing scheme could potentially provide both load balancing and fault tolerance at a very low cost. Another idea for further research is to extend the methodology with a mechanism where the source node can specify which link is to be used for the ﬁrst hop of a given packet. Clearly, this would provide some additional control on the paths followed by packets and as long as the packets are restricted to using adaptive channels for such a ﬁrst hop, the routing algorithm would still be deadlock-free. In particular, it may be beneﬁcial to use such a simple mechanism to improve the fault tolerance of the simpler variations of the methodology (e.g., the I or I+D variations). One might also consider adapting the proposed methodology to be used with source routing. In that case, the source node would have to make sure that the intermediate node is included in the source route. If such a strategy is to be used within a torus topology using the bubble ﬂow control, however, one has to keep in mind that the bubble ﬂow control requires an injection control mechanism in the absence of an adaptive layer (as explained in Section 2.4.5). Finally, one may also want to consider whether the fault-tolerant routing methodology presented in this chapter can be adapted to a dynamic fault model in an eﬃcient manner.
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Summary



In this chapter we have presented a new fault-tolerant routing methodology. The methodology assumes a static fault model, supports the use of adaptive routing, and does not require healthy nodes to be disabled. The main fault-tolerant mechanism of the new methodology is routing via intermediate nodes. However, as shown, an intermediate node alone is not suﬃcient to provide a reasonable fault tolerance. Thus, several alternative extensions to the intermediate node mechanism are provided. These extensions are: using multiple intermediate nodes in a single path, disabling adaptivity for selected paths/subpaths, and misrouting packets according to direction-order routing. Although the methodology is applicable to both mesh and torus topologies, our performance and fault tolerance evaluations have mainly focused on three-dimensional torus topologies (i.e., with some fault tolerance analysis also conducted in a twodimensional torus and a three-dimensional mesh). In a three-dimensional torus topology, we have shown that using at most two intermediate nodes in a single path (I×2)
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is suﬃcient to provide a reasonable fault tolerance (i.e., tolerating ﬁve link faults). Because this variation allows packets to still be adaptively routed in all the subpaths, it provides a very good network performance. In fact, this variation has the highest network performance of all the evaluated variations of the methodology. On the downside, it requires four virtual channels. In that respect, the combination of at most one intermediate node in a path and disabling of adaptivity (I+D) may provide a more cost eﬀective solution, also tolerating ﬁve link faults. This method only requires a total of three virtual channels. Because adaptive bubble routing itself requires two virtual channels, this only constitutes one additional virtual channel. Although the I+D variation incurs a slightly larger performance degradation than the I×2 variation, in the presence of faults, it nevertheless provides good network performance. Furthermore, it has also been noted that the I+D variation (as well as the other variations) may be implemented as a special case of having multiple intermediate nodes (by positioning an “intermediate node” at each corner of the path), thereby requiring less changes to the way packets are routed. If a higher fault tolerance is required, this can be achieved through the use of additional intermediate nodes or by including the misrouting mechanism. For instance, the variation where the intermediate node mechanism is used in combination with misrouting (I+M) tolerates seven faults. Using three intermediate nodes (I×3), or two intermediate nodes in combination with disabling of adaptivity (I×2+D), we are able to tolerate as many as nine faults.



Chapter 5 A Dynamic Fault-Tolerant Routing Method In the previous chapter, a fault-tolerant routing methodology requiring the use of a static fault model was presented. Recall that when a static fault model is used, all the faults need to be known when the system is started. Thus, when a fault occurs, the system has to be restarted. If restarting the system when faults occur is not desirable, either because of the overhead imposed by relying on a checkpointing mechanism (i.e., maintaining checkpoints and rolling back to the last checkpoint at system failure/restart) or because continued operation is required, a dynamic fault model should be used. Thus, while we assumed a static fault model in the previous chapter, we will in this chapter turn our attention to supporting a dynamic fault model. In particular, we present a fault-tolerant routing method that supports a dynamic fault model and does not require packet injection to be stopped at any time, while being able to handle overlapping concave fault regions. The fault-tolerant routing method requires no virtual channels in meshes, three virtual channels in two dimensional tori, and four virtual channels in three dimensional tori. For all the topologies, fully adaptive routing can be supported by adding at least one additional virtual channel. Because fully adaptive routing signiﬁcantly improves the network performance, we focus on using the method with fully adaptive routing. The remainder of this chapter is organized as follows: the dynamic fault-tolerant routing method is presented in the next section. Then, in Section 5.2, the method is evaluated in terms of its provided network performance. In Section 5.3 we discuss how the number of required virtual channels in tori can be reduced. A discussion of the most closely related work is provided in Section 5.4, before a critique of the proposed method is provided in Section 5.5. Finally, some opportunities for further work are pointed out in Section 5.6. The main results from this work, except from the discussion on how the number of virtual channels can be reduced in tori, have been published in [82]. 83
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Figure 5.1: The arrows show the legal turns when positive-ﬁrst routing is used in a two-dimensional mesh. No cycles can be created using the legal turns only.



5.1



The Fault-Tolerant Routing Method



The dynamic fault-tolerant routing method will now be presented. For simplicity we ﬁrst assume a two dimensional mesh network, and then later expand this to tori (in Section 5.1.4) and higher dimensional networks (in Section 5.1.5). As before, only link faults are considered (as a node fault can be modeled as the failure of all the links of a node). The fault-tolerant routing method is based on positive-ﬁrst routing in order to provide deadlock-freedom. Positive-ﬁrst is a variation of the turn-model [51], which ensures deadlock-freedom in meshes by prohibiting some turns (as discussed in Section 2.4.3). More speciﬁcally, as shown in Figure 5.1, the south-to-east and the west-tonorth transitions are forbidden when positive-ﬁrst routing is used. In addition, we require that all paths are minimal in the fault-free case. In order to improve the network performance, our method also supports fully adaptive routing. This is achieved by using positive-ﬁrst routing as an escape layer for one or more fully adaptive layers, where separate virtual channels are used for each layer (as described in Section 2.4.4). Thus, at each hop, a packet may take any minimal path using a fully adaptive channel. If there is no fully adaptive channel free, a positive-ﬁrst escape channel is used. If wormhole ﬂow control is applied, a packet is not allowed to use an adaptive channel after ﬁrst having used an escape channel. This additional restriction when wormhole ﬂow control is applied is necessary in order to avoid cycles in the extended dependency graph, due to indirect dependencies, as discussed in Section 2.3. When performed this way, routing is deadlock-free in accordance with the theory by Duato [38]. Because the deadlock-freedom of the routing function is provided by the positiveﬁrst escape layer, the focus of this section will be on the required measures in order for the positive-ﬁrst escape layer to remain connected and deadlock-free in the face of failures. Nevertheless, when faults are present, some changes are also required in the fully adaptive layer(s). In the fault-free case, a packet is allowed to take any minimal path using the adaptive channels. In the presence of faults, a node N may still supply any (non-faulty) minimal adaptive channel for a destination D, with the following restriction: If any of the directly connected neighbours of N that are on a minimal path from N to D, reroutes packets for D through N , the routing function at N is restricted to only return the adaptive channel(s) on the links provided by the
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Figure 5.2: The faults can be circumvented using the adaptivity provided by positiveﬁrst routing. positive-ﬁrst escape layer for destination D. This way, packets for D are prevented from being routed in both directions of a link (using an escape channel in one direction and an adaptive channel in the other direction). The same restriction is also applied if N is on the rerouting path to D inside a concave fault section that blocks any of the minimal paths to D. This additional restriction within concave sections is necessary in order to prevent packets from leaving the rerouting path (attempting to take a faulty minimal path) before the concave section has been left. With this in mind, we will from now on concentrate on the rerouting performed in the positive-ﬁrst layer. So, let us turn our attention to how faults are circumvented using the proposed fault-tolerant routing method, starting with an example scenario. Figure 5.2 shows a fault scenario where packets are rerouted around the faults by using only the turns allowed by positive-ﬁrst routing. As can be seen in the ﬁgure, the nodes enclosing the faults form a chain of nodes on which packets can be rerouted around the faults. We will refer to such a chain of nodes as an f-chain. Notice that, because of the illegal turns, the chain of nodes do not form a complete ring. It is also worth to point out that, because the deadlock-freedom of our method is not based on separating the traﬃc on the f-chain into diﬀerent virtual layers, our fault-tolerant routing method supports overlapping f-chains without requiring additional virtual channels. As illustrated in the ﬁgure, packets on the south side of the faults are routed around the faults counterclockwise, while packets on the west side are routed around the faults in clockwise direction. Packets on the north side are routed clockwise if destined for a destination to the east or south of the faults, while they are routed counterclockwise if destined for a node west (including southwest) of the faults. Finally, packets on the east side of the faults are routed counterclockwise if destined for a destination west or north of the faults, while they are routed south if destined for a node south (including southwest) of the faults. Special care must be taken on the north and east sides of the faults, for destinations that are rerouted east/north, in order to avoid introducing an illegal turn. Speciﬁcally, as illustrated by the dotted arrows in Figure 5.2, nodes straight north
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of the fault(s) must reroute packets eastward if they are to be rerouted around the faults clockwise, so that an illegal turn is not introduced. Similarly, nodes straight east of the fault(s) must reroute packets, which are to be rerouted around the faults counterclockwise, northward. We will refer to such rerouting that is performed by nodes not on the f-chain as secondary reroutes, because these reroutes are required as a result of rerouting performed on the f-chain. Anyway, when rerouting is done this way, all routing is according to positive-ﬁrst and is thereby deadlock-free.



5.1.1



Distribution of Status Information



If our method was to be used with a static fault model, the routing function could simply be calculated based on the network status at system start-up and uploaded to the nodes by a central manager. Assuming that our method is to be used with a dynamic fault model in a fully distributed manner, however, things are more complicated. Under these assumptions, status-information must be distributed through control messages and rerouting decisions must then be taken locally at each node based on this information. This can either be done by distributing the location of the faults and having each node compute its next hops based on this information or by distributing route changes. We will assume that fault information, specifying the locations of the fault(s), is distributed. If local or non-local faults cause a node to no longer being able to provide one of its directly connected neighbours with a route to a given destination, that neighbour is informed of this change through an update message specifying the faults. Speciﬁcally, if node A starts rerouting packets for some destination(s) through node B, node A sends node B an update message with the updated status information. Furthermore, if the change causes node A to reroute some destinations north, the node to the east, that is now to perform a secondary reroute in order to avoid the illegal turn, is notiﬁed as well. Likewise, if A reroutes some destinations east, the node to the north must be notiﬁed. If changes in the fault status result in A again being able to provide its neighbours with routes to these destinations, the same neighbours should receive this updated status information as well. Notice that if the link connecting two nodes becomes faulty, there is no need to exchange fault information between these two nodes and any status information previously received through the failed link should be discarded. The distribution of fault information is illustrated in the scenario in Figure 5.3. Let us consider the faulty vertical link. We will refer to the node connected to the south end of this link as NS , and to the node connected to the north end of this link as NN . Upon detecting that its north link has failed, NS reroutes packets for destinations relying on this link eastward. Because NS is now rerouting these destinations eastward, the node east of NS is notiﬁed of the fault through an update message. Because the west-to-north transition is illegal, the node east of NS does not have any positive-ﬁrst paths using the failed link. Still, it must restrict the adaptive layer from forwarding such packets westward. That is, for the destinations rerouted east at NS , the node east of NS only supplies the adaptive channels of the link
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Figure 5.3: Rerouting around separate vertical and horizontal link faults. provided by the positive-ﬁrst layer, i.e., the north link. Because these destinations were also forwarded on the north link in the fault-free case, there is no need for further update messages. The node north of the fault, NN , also detects that its south link has become faulty and reroutes the destinations relying on this link eastward. NN must therefore notify the node to the east through an update message. The node east of NN had both positive-ﬁrst and adaptive paths through the failed link, and reroutes these paths south. Because all these destinations were also routed south in the fault-free case, no update message is required to be sent by the node east of NN . However, because NN has rerouted some destinations east, it is no longer able to provide its neighbour to the north with paths to these destinations as this would introduce an illegal turn. Thus, NN must also send an update message to the node to the north, informing about the fault. The node to the north of NN handles this in a similar manner as if its south link had become faulty, that is, by rerouting the destinations relying on the faulty link eastward and informing its east and north neighbour of the fault. This way, information about the fault propagates to all the nodes performing secondary reroutes, resulting in the new routing function only using the turns allowed by positive-ﬁrst routing. As shown in Figure 5.3, the faulty horizontal link is handled in a similar manner. Thus, full connectivity is reestablished despite of the faulty links.



5.1.2



The Dynamic Transition from the Old to the New Routing Function



As shown in the previous sections, the secondary reroutes ensures that the illegal turns are not required by the new routing function. Thus, both the old routing function and the new routing function are according to positive-ﬁrst and thereby deadlockfree. However, because the transition from the old to the new routing function is done dynamically, deadlock is still a concern during the transition phase. The old routing function has become disconnected due to the fault(s), and thus some packets
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Figure 5.4: A complex fault-scenario with concavities and hidden areas. being routed in the escape layer may have ended up in a situation where they have no legal escape path according to the new routing function. In Figure 5.3, this is for instance the case for packets arriving on the escape channel of NN ’s north input link and that are to be rerouted on the east link. Forwarding such packets in the escape layer could potentially create a deadlock because it would introduce an illegal turn. For this reason we try to forward such packets using the fully adaptive layer(s). If there is no free buﬀer space in the fully adaptive layer(s), the packet is dropped. Using this scheme, the routing in the escape layer itself is deadlock-free (according to positive-ﬁrst) and a packet in the escape layer is not allowed to block/wait for an adaptive channel. Thus, we do not introduce any new dependencies using this scheme. However, if wormhole ﬂow control is used, such packets will have to be dropped. Recall that this is because, when wormhole ﬂow control is used, a packet is not allowed to reenter the adaptive layer after having been routed in the escape layer. Notice that a packet may only be dropped during transition from the old to the new routing function though, and only at a node that has altered its routing function for the destination of that packet in such a way that an illegal turn would be introduced. Also, considering that packets being buﬀered at a failing node or being transmitted on a failing link are generally lost, it would be prohibitively expensive in most systems to try to guarantee that there is no packet loss at all in the face of failures.



5.1.3



Concave and Nonconvex Fault Regions and Faults on the Edges of the Network



So far we have considered single link faults and simple collections of faults (i.e., block faults), and shown that these can be circumvented using only the turns allowed by positive-ﬁrst routing. There are some cases that require additional attention though. While faults on the west and south edges of the mesh are covered by the rules presented in the previous sections, faults on the north and east edges are not.
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Consider the vertical link failure in the eastmost column of the network in Figure 5.4. The nodes south of this fault in the same column, marked H3 in the ﬁgure, are unreachable from all the nodes north of the faulty link, and vice versa, unless the illegal turns are used. Let us deﬁne such an area that is unreachable, without using the illegal turns, as a hidden area. A hidden area is enclosed by faulty links, or by one or more faulty links in combination with the edge(s) of the mesh, and can only be entered using a positive (i.e., north/east) channel and only be left using a negative (i.e., west/south) channel. Thus, a hidden area only has an opening on the south and/or west side. If being entered from the west side, the nodes in the hidden area are unreachable from nodes north of the northmost entry to the hidden area without using the illegal turns. Similarly, if being entered from the south side, the nodes in the hidden area are unreachable from nodes east of the eastmost entry to the area. Figure 5.4 shows some examples of hidden areas. The node labeled H2 constitutes a hidden area with opening to the west. This hidden area is nested within another hidden area, consisting of nodes H1 and F 2 in addition to H2, with opening to the south and west. The two nodes labeled H3, constitutes a hidden area with opening to the west, enclosed by the faulty link and the edges of the mesh. Now, let us deﬁne a free-node as a node that may introduce the illegal turns without risk of deadlock. The free-node itself is positioned outside the hidden area, and hidden areas with entry from one side has one free-node while a hidden area with entry from two sides has two free-nodes. When there are two free-nodes for the same hidden area, only one of them may introduce the illegal turns. By convention we chose to introduce the illegal turns on the west side in such cases. When hidden areas are nested within each other, a hidden area may also contain a free-node for entering another hidden area. In Figure 5.4, F 1, F 2, and F 3 are free-nodes that may introduce the illegal turns. Because a cyclic dependency can not be created by introducing the illegal turns at these nodes, there is no risk of deadlock. We deﬁne an entry node of a hidden area as a node within the hidden area that is directly connected (by a non-faulty link) to a node outside the hidden area. For instance, in Figure 5.4, nodes H1 and F 2 are both entry nodes to the hidden area consisting of nodes H1, F 2, and H2. Based on the previous deﬁnitions, let us more formally deﬁne a node F , connected to node FN through its north link and to node FE through its east link, as a free-node if one of the following conditions apply: • FN is the eastmost entry node of a hidden area with entry from the south, and there is no dependency in the positive-ﬁrst layer from the north output link of F to the north input link of F . • FE is the northmost entry node of a hidden area with entry from the west, and there is no dependency in the positive-ﬁrst layer from the east output link of F to the east input link of F .
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Lemma 1 The illegal turns can be introduced at one free-node for each hidden area without risk of deadlock. Proof: For the illegal turns at F to create a deadlock, there needs to be a cyclic dependency in the positive-ﬁrst layer that includes the illegal turns at F . Thus, this cycle must go through both FN and FE . Let us consider the case where FE is the northmost entry node of a hidden area with entry from the west side. Then, FE is inside the hidden area and FN is outside the hidden area. Also, FN is further north than FE and the hidden area can not be left/entered north of FE . Thus, in order to complete a cycle going through both FN and FE , two illegal transitions are required. This can be achieved in two ways, either the cycle uses the illegal turns at F twice (once in each direction), or the cycle must go through an illegal turn at another free-node. If the cycle uses the illegal turns at F twice, there must be a dependency from the east output link of F to the east input link of F . However, then F is by deﬁnition not a free-node. Another free-node is therefore required to complete the cycle, meaning another hidden area is required. However, because a hidden area can only be entered through a positive channel and left on a negative channel, and there is no cycle using the same free-node twice, there is no negative channel entering a hidden area that depends on a positive channel leaving the hidden area, even when using an illegal turn at the free-node. Thus, another hidden area can not provide the illegal transition required to complete the cycle. The case where FN is the eastmost entry node of a hidden area can be proved in a similar manner.  By using the illegal turns according to Lemma 1, faults on both the north and east edges are tolerated. This is illustrated in Figure 5.4, where the hidden area H3 remains fully connected through the illegal turns at free-node F 3. Furthermore, Lemma 1 can be used to handle concavities with entry from the south and/or west sides. This is illustrated in the ﬁgure by free-node F 1 connecting the hidden area with opening to the west and south, and free-node F 2 connecting the hidden area/node H2. When the illegal turns are introduced, this enables the nodes connected to the north and east links of the free-node to provide routes to new destinations. Therefore, fault status information is sent to the next node on the f-chain which again may propagate the information further around the faulty region. If the faulty links causing the illegal turns to be introduced are repaired, the routing function should not be updated to use the repaired links until the illegal turns have been removed. As can be seen from the ﬁgure, a concavity with opening on the north or east side (like N and E in Figure 5.4) does not require the use of the illegal turns in order to be connected. The same holds for regions with opening on the north and west sides (like N W in the ﬁgure) and for regions with opening on the south and east sides (like SE in the ﬁgure). One special case may occur when there is a concavity on the west side of a collection of faults on the north edge, or on the south side of a collection of faults on



5.1. THE FAULT-TOLERANT ROUTING METHOD



91



the east edge. For instance, if the north and west links of F 3 (marked with stars in Figure 5.4) were faulty, F3 and H3 would create such a concavity on the south side. The illegal turns would now be required at node Z southwest of F3 . However, the illegal turns can not be introduced according to Lemma 1 in this case, because there is a dependency from the east link of Z going through F3 and H3 and back to the east link of Z. Thus, in order to satisfy the requirements of Lemma 1 so that the illegal turns can be introduced at Z, we must reroute packets that would normally use the east/west links of the nodes within the concavity (i.e., nodes F3 and H3 ) south. In fact, the link between these two nodes is only to be used for direct communication between these two nodes. Traﬃc to/from other nodes goes through the south links, introducing an additional free-node south of F3 . Because of the alteration of the routing function at F3 , the illegal turns can be introduced according to Lemma 1. Similar scenarios can also be created away from the edges of the network, but a high number of closely located faults are then required to create these scenarios and the practical use of handling them may therefore be limited. Still, such scenarios can be handled in a similar manner but are considered an implementation issue. With a high number of faults, it is also possible to have fault scenarios where there is a concavity inside another concavity which again is nested within another concavity and so on (resembling a labyrinth). Although our method is able to tolerate some fault scenarios of this type (i.e., when Lemma 1 is applicable or when the illegal turns are not required), it is not intended to tolerate such complex fault scenarios in general.



5.1.4



Extension to Tori



Let us now consider what changes are necessary in order to be able to apply the proposed method to torus topologies. First of all, positive-ﬁrst routing alone only ensures deadlock-freedom in meshes. Thus, in order to ensure deadlock-free minimal routing in tori, additional virtual channels are required. By always changing virtual layer when crossing a wraparound link, the additional dependencies introduced by the wraparound links are broken and the network remains deadlock-free. When minimal routing is used in a two-dimensional tori, a packet may use at most two wraparound links. Thus, in order to be able to change virtual layer each time a wraparound link is used, two additional virtual layers are required, for a total of three virtual channels. In three-dimensional tori, a total of four virtual channels are required. As before, in order to improve the network performance, one or more fully adaptive layers may be used in addition. Rerouting packets over wraparound links could potentially result in packets crossing wraparound links more than twice. For instance, if packets were rerouted east to circumvent a faulty link on the east edge, they would cross a wraparound link once when being rerouted east and then again when going back west after having circumvented the faulty link. Now, if such a packet also was to use a north/south wraparound link, there would not be enough virtual channels in order to change virtual layer each time a wraparound link is used. To avoid this problem, packets are
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generally rerouted the same way in tori as we have previously described for meshes. Speciﬁcally, a packet is not rerouted across a wraparound link, unless it would also use a wraparound link in that direction in the fault-free case. This restriction not only ensures that we are always able to change virtual layer when crossing a wraparound link, but also ensures that a packet never encounters the same f-chain/fault(s) more than once. This way of avoiding rerouting packets over wraparound links also has the implication that a node S, that previously routed packets for a given destination D over a wraparound link, may have to avoid using this wraparound link for packets destined to D. This would be the case if some other node, T , that is not allowed to use the wraparound link used by S for destination D, is rerouting packets for D through S. In this case, packets for D must be rerouted around the faulty region so that a route only using wraparound links allowed by T (and S) can be provided. Free-nodes and illegal turns are introduced in the same way as for meshes. In fact, the illegal turns introduced in a mesh are introduced at the same places in a torus topology. In addition, all the nodes on the north and east edges of the torus can safely introduce the illegal turns, as these dependencies are broken because of the change in virtual layer when using a wraparound link. Let us now consider the secondary reroutes that are performed in order to avoid the illegal turns. Because packets are routed minimally, it is not necessary to update the entire row/column to the east/north in a torus. Given that k is the number of nodes in the dimension, only the k/2 nodes east/north of the faulty link have minimal paths through this link, thus, only these nodes need to perform secondary reroutes. Furthermore, because packets change virtual layer when crossing a wraparound link, thereby breaking the dependencies, it is not necessary to perform secondary reroutes across wraparound borders. Thus, only the nodes within distance k/2 to the east/north, and that are not across a wraparound border, are required to perform secondary reroutes. This way, update messages are generally not required to be sent across wraparound links. If multiple faults have partitioned the mesh, a mesh network would become physically disconnected. A torus network could still be connected through its wraparound link(s) however. Because such cases are relatively rare and requires special handling, our implementation does not handle such scenarios. This is an implementation choice however. The ability to introduce the illegal turns on the north and east edges, and according to Lemma 1, provides suﬃcient ﬂexibility in order to handle such cases. A scenario, where rerouting across wraparound channels would be required, is shown in Figure 5.5. As illustrated, Lemma 1 allows the illegal turns to be introduced in such a way that the network remains connected. However, special attention must be paid to how the escape layers are used when crossing the wraparound links in such scenarios. Speciﬁcally, when a partition is only connected to the remainder of the network through one edge of the network, the cyclic dependencies introduced by the wraparound links are broken by the faults and it is therefore not required to change virtual layer when using these wraparound links. Instead this saved layer change
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Figure 5.5: Handling faults that require rerouting across wraparound channels. The illegal turns are introduced at the two free-nodes (F). Secondary rerouting is not shown in the ﬁgure. should be used for packets that now have to cross the same edge of the network twice (once in each direction) in order to enter/leave the partition. It must also be prevented that packets destined for the partition crosses the wraparound border prematurely (i.e., missing the entry to the partition). As shown in the ﬁgure, this can be achieved by having the nodes, along the edge from which the partition can be entered, to reroute packets destined for the partition so that they do not cross the wraparound border but instead are routed towards the entry of the partition. Notice that not all the nodes on the west edge are required to perform such rerouting though. This is because the nodes south of the partition do not supply any wraparound channels for packets destined to the partition according to positive-ﬁrst. Although these nodes may still supply an adaptive wraparound channel to such packets, this does not really matter except from slightly increasing the path length. It should also be pointed out that this rerouting to be performed on the edges requires the update messages to be distributed regardless of any faulty links on the edge. Although such update messages may be rerouted around the faults like other packets, this diﬀers from our usual situation where update information is not required to be propagated across faulty links. Although not shown in the ﬁgure, partitions on the west and north sides can be handled in the same manner. Also, if a partition is connected through two edges (i.e., east/west combined with north/south), the scenario can be handled as if the partition was only connected to one edge by not allowing packets to pass through the partition.



5.1.5



Three-Dimensional Networks



We will now brieﬂy describe how the proposed fault-tolerant routing method can be extended to three-dimensional networks. When another dimension is added, we denote the positive direction in the new dimension up and the new negative direction
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down. In addition to the transitions already forbidden for two-dimensional networks, the west-to-up, south-to-up, down-to-north, and down-to-east transitions are forbidden according to positive-ﬁrst routing in order to preserve deadlock-freedom. Notice that all the additional forbidden transitions involves the new dimension, thus, all the previously used turns are still valid. Like in two-dimensional networks, a hidden area is still deﬁned as an area that can only be entered through a positive channel (i.e., up, east, north) and only be left on a negative channel (i.e., down, west, south). Lemma 1 can be generalized to that a free-node F should be connected to the positivemost entry node of the hidden area. If the hidden area has opening on the south side, for instance, the free-node should be connected to the east-up-most entry node. As before, there should be no dependency between the outgoing positive-ﬁrst channel, and the incoming positive-ﬁrst channel, on the link connecting the free-node with the entry node. Based on this, rerouting can be performed in a similar way as described for twodimensional networks. In particular, in a three-dimensional network, each link is part of two two-dimensional planes. Thus, when a link fails, the previously described rerouting must be performed in both planes.



5.2



Evaluation



A ﬂit-level event-driven simulator has been used for evaluating the performance of the method. When not speciﬁed otherwise, a 16×16 torus topology has been used for the simulations. Virtual cut-through ﬂow control is applied. Each physical link is divided into ﬁve virtual channels, where each virtual channel has enough buﬀer space to store two packets. Each packet consists of 32 ﬂits. Three virtual channels (i.e., the escape channels) are used for routing packets according to positive-ﬁrst routing, while two virtual channels are used for fully adaptive routing. Furthermore, there is a virtual channel used for control messages that is given priority above the data channels. A processing delay of 40 cycles is added after receiving an update message or detecting a faulty link. Each simulation has been performed 30 times, thus, each value in the plots represents the average of 30 simulations. In each simulation the positions of the faults have been selected randomly, with the restriction that they do not physically disconnect the network or partition the mesh. In Figure 5.6, each simulation has ﬁrst been run for a stabilization period, where a regression analysis is performed to determine if the network has stabilized, thereafter the simulations have been run for 30 000 cycles. Figure 5.6 shows the accepted throughput, depending on the number of faults in the network, for two diﬀerent traﬃc patterns. The top graph shows the throughput degradation, in the presence of faults, under uniform traﬃc in a 16×16 torus. With this traﬃc pattern, the destination of each packet is selected randomly with equal probability for all the destinations. The middle graph in the ﬁgure shows the throughput, for the same topology, under permutation traﬃc. With this traﬃc pattern, each source sends all its packets to a single randomly selected destination, so
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Figure 5.6: Throughput depending on the number of faults in the network. Results are shown for uniform traﬃc in a 16×16 torus, for permutation traﬃc in a 16×16 torus, and for uniform traﬃc in an 8×8 torus. The error bars show the 95 percent conﬁdence intervals. that each destination receives packets from exactly one source (i.e., all nodes being both source and destination nodes). Finally, the bottom graph shows the throughput under uniform traﬃc in an 8×8 torus. As can be seen, the fault-tolerant routing method provides a graceful performance degradation under both traﬃc patterns. Speciﬁcally, with uniform traﬃc, throughput is on average degraded 14.5 percent in the presence of seven faults in a 16×16 torus. In an 8×8 torus the throughput is on average degraded 23.8 percent in the presence of seven faults under uniform traﬃc. For the permutation traﬃc pattern, the average performance degradation in the presence of seven faults is 11.2 percent in the 16×16 torus. The smaller degradation with the permutation traﬃc pattern may be explained by the fact that the network traﬃc is then already unbalanced in the fault-free case. With the uniform traﬃc pattern, the traﬃc ﬁrst becomes unbalanced when the network becomes faulty. Nevertheless, the use of adaptive routing helps mitigate congestion around the faults, maintaining network performance in the presence of faults. To evaluate the performance of our routing algorithm in the fault-free case, we compared with adaptive routing where deadlock-freedom is provided by two dimension-order routed escape-channels. Like with our routing algorithm, any minimal adaptive channel may be used at each hop. However, if there is no adaptive channel free, the packet is routed according to dimension-order routing (on an escape channel). Two virtual channels are used as escape channels while there are three adaptive channels to provide for a fair comparison where both methods have the same total number of virtual channels. The results show that the two routing algorithms provide very similar throughput, the dimension-order based one providing slightly higher throughput than our method, i.e., about 1 percent higher throughput for both traﬃc patterns in a 16×16 torus. Thus, although minimal adaptive routing using dimension-order routed escape channels provides slightly higher throughput
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than our minimal adaptive routing, the diﬀerence is small and our method has the advantage of being fault-tolerant. In Figure 5.7a/b, three random link faults are injected at the time signiﬁed by the vertical line. 30 random scenarios have been simulated under uniform traﬃc with both 60 percent and 90 percent of the maximum accepted load in the fault-free case. As can be seen in Figure 5.7a, there is a distinct increase in latency at 90 percent load when the faults are introduced and the network approaches saturation. At 60 percent load the increase in latency is very small. As the network remains below saturation, there is no signiﬁcant change in throughput in either of the cases, as shown in Figure 5.7b. Notice that at no time is network traﬃc stopped. In the case that a rerouting decision is not yet reached, and there is no non-faulty route, the packet is dropped. Also, if a packet that has been forwarded on an escape channel according to the routing function for the fault-free case can not be legally forwarded according to the new routing function, it is forwarded in an adaptive layer if possible. Otherwise, the packet is dropped. Still, the total number of packets dropped is modest. Speciﬁcally, in the scenario with three random link faults under 90 percent load, there was on average a total of 5.2 packets dropped (not including the loss of the packets occupying the failing links). The number of packets dropped within a single simulation ranged from 2 to 10 packets. It is perceivable that this diﬀerence could be due to the positioning of the faults. However, from studying the positions of the faults in the extreme cases, there is no apparent connection between the positioning of the faults and the number of packets dropped. Thus, it seems that the variation may simply be due to diﬀerences in the network traﬃc following the faults. With 60 percent network load, only 2.4 packets were dropped on average. In this case, the number of packets dropped during each simulation ranged from 0 to 5. The average packet drop during the transition phase, following the three link failures, is shown in Figure 5.8a. As can be seen, a majority of the dropped packets are dropped in a relatively short time frame following the failures, that is, at the nodes connected to the faulty links. Finally, the situation where the packets are reinjected into the network, instead of being dropped, has also been simulated. As shown in Figure 5.8b, the situation under 60 percent load is basically the same as what we saw when packets were dropped (i.e., in Figure 5.7a). With 90 percent load, however, there is a signiﬁcantly sharper increase in latency than what we saw previously. Although the period with increased latency is transient, it can not be explained solely by the increased latency of the packets being reinjected. Thus, it seems that the reinjected packets results in increased congestion at a time where the network is already under stress due to the faults. This increased congestion is also reﬂected by an increase in the average number of packets that must be ejected from the network (i.e., from 5.2 packets when the packets were dropped, to 5.8 packets when the packets are reinjected).
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Figure 5.7: Three random link faults are introduced, at the time signiﬁed by the vertical line, in a 16×16 torus with uniform traﬃc.
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Figure 5.8: (a) The average number of packets dropped in the transition period following the three simultaneous link faults in the scenario in Figure 5.7. (b) The same scenario as in Figure 5.7, except that packets are reinjected into the network instead of being dropped.
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Virtual network 1



Virtual network 2



Figure 5.9: By using two virtual layers, a torus topology can be split into two virtual mesh networks. The numbers speciﬁes the virtual layer/network that must be used for crossing that dateline. The datelines basically divide the network into four areas (A, B, C, and D) that are interconnected diﬀerently in each of the virtual networks. A packet is not allowed to be routed in the ﬁrst virtual network after being routed in the second virtual network.



5.3



Reducing the Number of Virtual Channels



Although not included in our implementation of the method, or in [82], we will now discuss how the number of virtual channels required by the method can be reduced in torus topologies. Recall that using the method described so far in this chapter (changing escape channel each time a wraparound link is used), three virtual channels are required in two-dimensional tori while four virtual channels are required in three-dimensional tori. By restricting the routing function, however, this requirement can be reduced to two virtual channels for both two- and three-dimensional torus topologies. (As before, one or more fully adaptive channels may be used in addition, in which case the positive-ﬁrst channels are used as escape channels.) Figure 5.9 shows how a two-dimensional torus topology can be split into two virtual mesh networks (each connecting the four rectangular areas A, B, C, and D of the network in diﬀerent ways). The ﬁrst virtual network allows routing in the entire network as long as the datelines marked with 2 are not crossed. Likewise, the second virtual network allows routing in the entire network as long as the datelines marked with 1 are not crossed. A three-dimensional torus topology can be divided into two virtual mesh networks in a similar manner, as shown in Figure 5.10. In the case of a three-dimensional torus, however, the datelines divide the network into eight cuboid areas that create two three-dimensional virtual mesh networks. The datelines are positioned in such a way that the distances between the datelines of the two virtual networks are maximized in each dimension. Thus, when minimal routing is applied, a packet will need to cross at most one dateline in each dimension. If a packet is to cross at least one dateline (in any dimension) requiring the use of the
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Figure 5.10: A three-dimensional torus is divided into two virtual mesh networks. In this case, each virtual network interconnects the eight cuboid areas (A-H) diﬀerently.



Figure 5.11: Three example paths (A to D, B to D, and C to D) in a two-dimensional torus using two virtual channels. A solid line denotes that the path utilizes the ﬁrst virtual network while a dotted line signiﬁes that the path makes use of the second virtual network. The numbers indicate the virtual network to be used for crossing that dateline. ﬁrst virtual network, the packet must be routed in the ﬁrst virtual network until no such dateline remains to be crossed. The packet may then be routed in the second virtual network in order to cross any datelines requiring the use of the second virtual network. Because positive-ﬁrst provides deadlock-freedom in meshes, each of the virtual networks is deadlock-free when routed according to positive-ﬁrst. Furthermore, because packets are prohibited from being routed in the ﬁrst virtual network after being routed in the second virtual network, there are no cyclic dependencies between the virtual networks. Thus, such a routing is deadlock-free. Notice that although positive-ﬁrst routing is applied within each virtual mesh network, the overall routing function is no longer according to positive-ﬁrst. For instance, a packet may ﬁrst be routed in the negative direction of virtual network 1, in
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order to cross a dateline requiring the use of the ﬁrst virtual network, and afterwards be routed in the positive direction of virtual network 2. This is for instance the case for the path shown from A to D in Figure 5.11. In this case, the packet is ﬁrst routed south using the ﬁrst virtual network and then routed east using the second virtual network. (Referring back to Figure 5.9, this corresponds to the packet ﬁrst being routed south from B to D in virtual network 1, and then being routed east from D to C in virtual network 2.) Using our original routing, such a packet would ﬁrst have been routed in the positive direction and then in the negative direction. Thus, the resulting paths when using this routing scheme are not identical to those obtained previously in this chapter. The use of two datelines in each dimension also has some implications on how to perform rerouting. In general, a packet being routed in the ﬁrst virtual network can not be rerouted across datelines requiring the use of the second virtual network. Likewise, a packet being routed in the second virtual network can generally not be rerouted across datelines requiring the use of the ﬁrst virtual network. Thus, each virtual network is basically rerouted the same way as a mesh. The exception is if the virtual network (mesh) has become partitioned, in which case rerouting across datelines may be performed in a similar manner as described in Section 5.1.4 (for rerouting across wraparound channels). Packets that are to be rerouted within the ﬁrst virtual network must then be prevented from prematurely entering the second virtual network. Notice though that within a virtual network, there are no particular restrictions on rerouting packets across the datelines requiring the use of that virtual network. Because each virtual network is basically rerouted as a mesh network, where the two virtual networks have diﬀerent boundaries, there are scenarios where each virtual network would supply diﬀerent output links for the same destination at a given node. When only considering these two virtual networks alone, this would not be a problem because a packet is not to be routed in the ﬁrst virtual network after being routed in the second virtual network. However, additional attention is required when combining this routing with one or more adaptive layers. Because a packet is allowed to reenter the adaptive layer(s) after having used an escape channel (unless wormhole ﬂow control is used), it is possible for a packet to reenter the ﬁrst virtual network, after having been routed in the second virtual network, by using an adaptive channel in between. In a scenario where some given destination is routed in opposite directions by the two virtual networks, this could potentially result in packets looping back and forth switching between the layers. One solution to this is to require that the virtual (escape) network to use, at each node, is deterministically given by the destination of each packet. Furthermore, a packet for a destination that is to use the second virtual network at the current node, can not be forwarded to a node that is to use the ﬁrst virtual network for packets for that destination (even if being forwarded on an adaptive channel). Consequently, packets from B to D in Figure 5.11 are forwarded using the second virtual network in order to enable B to forward packets destined for D that are received over the
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wraparound channel (using the second virtual network). Furthermore, if a node NV N 2 is to reroute packets for a destination D via a node NV N 1 (where NV N 2 uses the second virtual network for packets to D while NV N 1 uses the ﬁrst virtual network for packets destined to D), NV N 1 would have to switch to using the second virtual network for these packets as well, and so on.



5.4



Related Work



Keeping in mind that an overview of fault-tolerant routing algorithms was provided in Section 3.3, we will here only discuss the prior works most closely related to the method in this chapter. In that respect, it should ﬁrst be pointed out that the method presented in this chapter is inspired by a method for meshes proposed by Skeie [107]. The main diﬀerences between the method in this chapter and the previous method by Skeie is that the method in this chapter is fully distributed, does not require separate control lines, can be applied to both mesh and torus topologies, and supports a dynamic fault model. The fault-tolerant routing method presented in this chapter also provides a higher fault tolerance than the previous method. For instance, there are combinations of two faults that are not tolerated by the previous method (but which are tolerated by the method in this chapter). As discussed in Section 3.3.2, there are also other fault-tolerant routing algorithms that have been proposed based on the turn model. In particular, Glass and Ni [52] used the partial adaptivity provided by the turn model to develop a fault-tolerant routing method for meshes. However, their method only tolerates n-1 faults in an n-dimensional mesh and uses non-minimal paths in the fault-free case. The turn model is also utilized by Cunningham and Avresky [27], who are able to tolerate N -1 faults in N ×N meshes. Their method incurs a signiﬁcant performance degradation by a single fault however, and requires healthy nodes to be disabled. As far as we are aware, no previous turn model based fault-tolerant routing algorithm has been applied to torus topologies. Furthermore, we are not aware of previous proposals using the turn model as an escape layer for adaptive routing. Our use of f-chains for rerouting around fault regions is inspired by the method proposed for meshes by Boppana and Chalasani [13]. Using their method, f-chains are used for rerouting around rectangular fault regions on the edges of the network while f-rings are used for rerouting around rectangular fault regions contained within the network. In order to support overlapping f-rings/f-chains and faults on the edges of the mesh using their method, four virtual channels are used (this number can be reduced to three though, as shown by Sui and Wang [110]). Considering that their method is based on dimension-order routing and uses virtual channels to break the additional dependencies introduced on the f-rings/f-chains, it is substantially diﬀerent from our usage of f-chains however. The substantial diﬀerences between our techniques are also illustrated by the fact that we only use f-chains and not f-rings. As discussed previously, only supporting block faults (such as rectangular fault regions) has the disadvantage of disabling an unnecessary high number of healthy
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nodes. Kim and Han [70] partly addressed this by extending the method of Boppana and Chalasani to support overlapping nonconvex fault regions in meshes, using four virtual channels. More recently, Gu et al. [57] proposed extensions to also support concave fault regions. This latter method can be applied in combination with previous proposals for handling nonconvex faults in meshes and tori. However, it requires ejecting and reinserting packets when entering/leaving a concave section, thereby increasing latency and occupying memory at the nodes. Park et al.[87] handle simple concave, non-overlapping, fault regions in meshes without ejecting/reinserting packets, requiring three or four virtual channels depending on the provided fault tolerance. However, this last method does not handle faults on the edges of the mesh. Chalasani and Boppana [18] also proposed a variation of their method for use in torus topologies, requiring a total of six virtual channels to tolerate non-overlapping block faults. Shih later improved this result, proposing a method tolerating overlapping block faults in tori using three virtual channels [104] and another proposal tolerating overlapping nonconvex/solid fault regions when using four virtual channels [105]. Unless combined with the method of Gu et al., where packets are absorbed and re-injected when entering a concave region, these methods may require healthy nodes to be disabled though. Puente et al. [93] proposed a method for torus topologies providing good network performance in the fault-free case while at the same time providing strong fault tolerance. The performance in the presence of faults, however, is degraded by non-minimal escape paths, especially in larger networks. Also, the global reconﬁguration requires that packet injection is temporarily stopped. Puente and Gregorio [92] recently addressed the ﬁrst issue by adding a second minimal (not fault-tolerant) escape layer, thereby requiring a total of three virtual channels. Packet injection is still required to be temporarily stopped though. The fault-tolerant routing method presented in this chapter diﬀers from these previous proposals through its combined features. In particular, it is able to combine support for a dynamic fault model and fully adaptive routing, while at the same time not requiring global reconﬁguration or stopping packet injection at any time, in a fully distributed manner using a limited number of virtual channels. Furthermore, our method tolerates faults on the edges of the network and is able to handle concave fault regions without absorbing and re-injecting packets.



5.5



Critique



Although the packet loss during the transition phase has been shown to be modest, the method does not completely avoid packet loss. Consequently, this packet loss must be handled using some other mechanism (e.g., a reliable transport protocol) in order to ensure uninterrupted and correct operation. However, assuming that the packet(s) being transmitted at a failing link/node would be lost anyhow, such a mechanism would be required in the ﬁrst place anyway. Although the Reliable router [32] (discussed in Section 3.2.1) is able to guarantee zero packet loss in the face of
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separate link/router failures, this guarantee comes at the expense of larger buﬀer requirements and increased ﬂow control complexity. Furthermore, it is not able to prevent packet loss in the case that two neighbouring routers fail. It should also be mentioned that there is reason to believe that our method may not provide as high network performance when used with wormhole ﬂow control, although this has not been evaluated. One potential cause for this is that when wormhole ﬂow control is used, we are not able to route a packet in the adaptive layer(s) after it has been routed on an escape channel, eﬀectively decreasing the routing ﬂexibility. Furthermore, as discussed in Section 2.4.3, the turn-model likely incurs increased channel blocking when used in combination with wormhole ﬂow control. A possible mitigation of the latter might be to route the escape layers according to direction-order routing (X+Y+Z+X-Y-Z-), when possible, and only use the additional routing ﬂexibility provided by positive-ﬁrst to reroute around faults. Although the fault-tolerant routing method is able to tolerate concave fault regions, it does not tolerate arbitrary fault combinations. More speciﬁcally, the method is not able to handle arbitrary additional concavities within a concave section. Nevertheless, many such scenarios are easily tolerated without introducing the illegal turns, while additional ones are tolerated using the illegal turns at a free-node. Other scenarios again would require the use of some links to be restricted before introducing the illegal turns. However, considering that such scenarios require a high number of closely located faults, it seems that the practical value of handling them is limited and is not worth further study. The fact that some faults close to the edges/datelines of the network have to be handled in a special manner, complicates the implementation of the method. This is particularly true for fault-combinations (i.e., partitions) requiring rerouting across wraparound channels. Our implementation of the fault-tolerant routing method also depends on the use of routing tables, and it is not clear that the method can be eﬃciently implemented without the use of routing tables. Thus, the proposed method may be unsuitable for networks where routing tables are not utilized.



5.6



Further Work



In Section 5.3 we discussed how the number of virtual channels required by our method for deadlock-freedom can be reduced to two in torus topologies. Considering that such a reduction in cost may be of high signiﬁcance, further investigations in that direction are justiﬁed. Another potential direction for further work is to investigate ways to further improve the network performance of the method in the presence of faults. One approach to this could be to resolve faults when they occur as described in this paper, but then propagate some additional information throughout the network upon which more global routing optimizations can be performed. The challenge, however, is to be able to perform the optimizations without introducing inconsistencies or stopping
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the network traﬃc (i.e., while the network is fully operational and potentially subject to new faults). Reducing the traﬃc on the f-chains might also be beneﬁcial for the network performance. This could potentially be achieved by using multiple f-chains, layered like an onion, so that the load is more evenly distributed. It should be noted, however, that this eﬀect is already achieved to some extent through the secondary reroutes. Finally, it may also be worth to investigate whether the proposed routing method can be implemented in an eﬃcient manner without the use of routing tables. A variation of this could be to adapt the method for use with source routing, where source routing is performed according to the routes provided by the method in this chapter. However, such an approach would likely require global fault information and make it diﬃcult to support a dynamic fault-model.



5.7



Summary



In this chapter we have demonstrated the use of positive-ﬁrst routing as an escape layer to provide fully adaptive routing in mesh and torus topologies. To our knowledge such a routing has not been previously used. Still, considering that direction-order routing (X+Y+Z+X-Y-Z-) can be provided as a restriction of positive-ﬁrst (as discussed in Section 2.4.3), it to some extent resembles the routing used in the Cray T3E [98]. Based on this routing, we have proposed a fault-tolerant routing method, for mesh and torus topologies, that tolerates concave fault regions and provides graceful performance degradation in the presence of faults. The method allows the network to remain fully operational in the face of failures, without stopping network traﬃc at any time, and is therefore suitable for applications with high requirements for availability. Because the network remains continuously operational, the solution enables failures in the interconnection network to be made transparent to the applications.



Chapter 6 Conclusions In this thesis we have addressed fault-tolerant routing in interconnection networks with mesh and torus topologies. The main contributions are a fault-tolerant routing methodology supporting a static fault model, and a fault-tolerant routing method supporting a dynamic fault model. Due to their diﬀerent fault-models and characteristics, the two contributions are complementary in nature and only overlap to a very limited extent. The static fault-tolerant routing methodology consists of three fault-tolerant mechanisms (i.e., intermediate nodes, disabling of adaptivity, and misrouting), that may be combined in various ways. In addition to the three individual mechanisms, a total of eight diﬀerent variations of the methodology have been evaluated. Through these diﬀerent variations, the methodology can be adapted to various fault tolerance requirements. The novelty of the methodology is its ability to tolerate a reasonable number of faults (without disabling healthy nodes), while at the same time providing high network performance through the use of adaptive routing and only requiring very limited changes to the routers. The latter is particularly true when only the intermediate node mechanism is used. Apart from that each router must inspect the header ﬁeld specifying the number of intermediate nodes left in the path (in order to determine which escape layer to use), additional packet processing is only required at the intermediate nodes. Even at the intermediate nodes, the additional packet processing is limited (i.e., removing the ﬁrst subheader and decrementing the ﬁeld specifying the number of intermediate nodes left in the path). Although the methodology requires a table (specifying the intermediate nodes) to be stored at each source node, the methodology does not require the use of routing tables. By combining the intermediate node mechanism with such a simple mechanism as disabling adaptivity on a per packet basis for some paths/subpaths, a reasonable fault tolerance can be provided in torus topologies only using a total of three virtual channels. Considering that adaptive bubble routing itself requires two virtual channels, this means that only one additional virtual channel is required by the methodology. As pointed out, disabling of adaptivity may also be implemented using additional intermediate nodes at each corner of the deterministic path, minimizing the required 105
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support from routers. As opposed to the static fault-tolerant routing methodology, the dynamic faulttolerant routing method is based on locally rerouting around the faults. Rerouting is performed mainly by utilizing the partial adaptivity of positive-ﬁrst routing. Furthermore, in order to provide a suﬃcient fault tolerance, we have also shown how the turns prohibited by positive-ﬁrst routing can be introduced without risk of deadlock in order to keep the network connected. The novelty of this method is in particular its ability to tolerate concave fault regions while at the same time not requiring network traﬃc to be stopped at any time. The ability to sustain continuous operation is facilitated through the handling of faults locally, refraining from global reconﬁguration. The handling of faults is also performed in a fully distributed manner. The dynamic fault-tolerant routing method does not require any virtual channels in meshes and only a limited number of virtual channels in tori. More speciﬁcally, three virtual channels are required in a two-dimensional torus while four virtual channels are required in a three-dimensional torus. Furthermore, it is described how the number of required virtual channels can be reduced to two, in both two- and three-dimensional torus topologies. In addition to the required virtual channels, the method also supports fully adaptive routing through the use of one or more additional virtual channels.



6.1



Further Work



Several speciﬁc opportunities for further work with respect to each of the two main contributions have been pointed out in sections 4.6 and 5.6. In particular, the idea of expanding the static fault-tolerant routing method to also provide load balancing might be of interest. With regard to the dynamic fault-tolerant routing method, techniques for reducing congestion on the f-rings could give signiﬁcant performance improvements. Such techniques might also be applicable to other fault-tolerant routing methods utilizing f-rings/f-chains. Although only mesh and torus topologies have been considered in this thesis, the static fault tolerant routing methodology is in theory applicable to any network topology. Thus, applying the methodology to other topologies may be of interest. Similarly, it may also be worth to consider if some of the ideas from the dynamic fault-tolerant routing method can be transferred to other topologies.
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Appendix A Published Papers The majority of the work presented in this thesis have been published in two journal papers and in four full papers at international conferences. The papers are listed below, including a short description of each paper and the main contributions of this author.



Chapter 4: A Static Fault-Tolerant Routing Methodology Paper 1: Title: An Eﬃcient Fault-Tolerant Routing Methodology for Meshes and Tori Authors: M. E. G´omez, J. Duato, J. Flich, P. L´opez, and A. Robles / N. A. Nordbotten, O. Lysne, and T. Skeie Published in: Computer Architecture Letters, Vol. 3, 2004 Description: The paper proposes the idea of using an intermediate node (potentially in combination with disabling of adaptivity) for some paths in order to provide fault-tolerant routing. Contribution: Nordbotten and G´omez were the main contributors to this paper. In particular, Nordbotten was the main contributor to sections II and III, developing the theory for selection of intermediate nodes. The research idea of using intermediate nodes for fault-tolerant routing originated from the group at the Polytechnic University of Valencia. Paper 2: Title: A Fully Adaptive Fault-Tolerant Routing Methodology Based on Intermediate Nodes Authors: N. A. Nordbotten, M. E. G´omez, J. Flich, P. L´opez, A. Robles, T. Skeie, O. Lysne, and J. Duato Published in: Proc. IFIP International Conference on Network and Parallel Computing (NPC), Lecture Notes in Computer Science 3222, Springer-Verlag, pages 341356, 2004. (Acceptance rate: 20.4%, only 13.6% as full papers) Description: The paper extends the idea in paper 1 by proposing and evaluating 117
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the use of multiple intermediate nodes for some paths. Contribution: Nordbotten was the main contributor to the paper, being the main contributor to both the creation and the evaluation of the methodology. Paper 3: Title: A New Adaptive Fault-Tolerant Routing Methodology for Direct Networks Authors: M. E. G´omez, J. Duato, J. Flich, P. L´opez, A. Robles, N. A. Nordbotten, T. Skeie, and O. Lysne Published in: Proc. International Conference on High Performance Computing (HiPC), Lecture Notes in Computer Science 3296, Springer-Verlag, pages 462-473, 2004. (Acceptance rate: 22.4%) Description: The paper extends the idea in paper 1 by proposing the additional use of misrouting (according to direction-order routing) for some paths. Comments: Nordbotten had a supplementary role in this paper, providing many smaller improvements and contributing to the written presentation. Paper 4: Title: An Eﬀective Fault-Tolerant Routing Methodology for Direct Networks Authors: M. E. G´omez, J. Flich, P. L´opez, A. Robles, and J. Duato / N. A. Nordbotten, O. Lysne, and T. Skeie Published in: Proc. International Conference on Parallel Processing (ICPP), IEEE Computer Society Press, pages 222-231, 2004. (Acceptance rate: 34.2%) Description: The paper evaluates the various mechanisms used in paper 3. Contribution: G´omez was the main contributor to this paper. Nordbotten’s contributions included providing some fault tolerance results and veriﬁcation of results, as well as contributing to the discussion of the results/mechanisms and to the written presentation. Paper 5: Title: A Routing Methodology for Achieving Fault Tolerance in Direct Networks Authors: M. E. G´omez,1 N. A. Nordbotten,1 J. Flich, P. L´opez, A. Robles, J. Duato, T. Skeie and O. Lysne. Published in: IEEE Transactions on Computers, Vol. 55, No. 4, pages 400-415, 2006. Description: The paper uniﬁes the previous papers as a single methodology and compares the diﬀerent variations. Fault tolerance results for a new variation combining two intermediate nodes with disabling of adaptivity is also provided. Contribution: Nordbotten and G´omez were the main contributors to this paper. In particular, Nordbotten was the main contributor to the methodology and complementary mechanisms sections (i.e., sections 3 and 4) and (together with G´omez) a major contributor to the evaluation section. Nordbotten was also the main responsible for the writing of the paper. 1
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Chapter 5: A Dynamic Fault-tolerant Routing Method Paper 6: Title: A Routing Methodology for Dynamic Fault Tolerance in Meshes and Tori Authors: N. A. Nordbotten and T. Skeie Published in: Proc. International Conference on High Performance Computing (HiPC), Lecture Notes in Computer Science 4873, Springer-Verlag, pages 514-527, 2007. (Acceptance rate: 21.0%) Description: The paper proposes and evaluates the dynamic fault-tolerant routing method presented in this thesis. Contribution: Nordbotten was the main contributor to all parts of this paper.
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