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ABSTRACT Classical mean and variance normalization (MVN) uses a diagonal transforms and bias vectors to normalize the mean and variance of noisy features to reference values. As MVN uses a diagonal transforms, it ignores correlation between feature dimensions. Although full transform is able to make use of feature correlation, its large amount of parameters may not be estimated reliably from a short observation, e.g. 1 utterance. We propose a novel structured full transform that has the same amount of free parameters as diagonal transform while being able to use feature correlation. The proposed structured transform can be estimated reliably from one utterance by maximizing the likelihood of the normalized features on a reference Gaussian mixture model. Experimental results on Aurora-4 task show that the structured transform produces consistently better speech recognition results than diagonal transforms and also outperforms the state-of-the-art advanced frontend (AFE) feature extractor. Index Terms— robust speech recognition, feature normalization, eigen decomposition, principal direction 1. INTRODUCTION Speech recognition performance on noisy speech data is poor if the acoustic model is trained from clean speech data. This is due to the mismatch between the distributions of the clean and noisy speech data. Many techniques have been proposed to reduce the mismatch and can be grouped into two approaches, the model adaptation approach and feature compensation approach. Model adaptation approach adapts clean acoustic model towards noisy test features. For example, maximum a posteriori (MAP) [1] and maximum likelihood linear regression (MLLR) [2] adapt acoustic model by using noisy speech data and their true or estimated transcriptions. Parallel model combination (PMC) [3] and vector Taylor series (VTS)-based adaptation [4] predict noisy acoustic model based on noise estimate and a physical model that characterizes the relationship between clean and noisy speech features. Although model adaptation approach is powerful, they generally require much higher computational load than feature compensation approach. Feature compensation approach estimates clean features from noisy observations. For example, minimum mean square error (MMSE) estimators of clean speech are proposed in spectral domain [5] and cepstral domain (e.g. [6]). The success of these techniques heavily depends on accurate noise estimation which itself is a difficult problem. A group of feature space techniques, called feature normalization, does not require noise estimation. Feature



normalization methods normalize the distribution of noisy features (typically over an utterance) to that of clean features. For example, the cepstral mean normalization (CMN) [7] normalizes the mean of noisy features; mean and variance normalization (MVN) [8] normalizes both mean and variance of noisy features; and histogram equalization (HEQ) [9] generalizes MVN by normalizing the whole histogram. These feature normalization methods are also extended to multi-class normalization for better performance. In augmented CMN [10], speech and silence frames are normalized to their own reference means rather than a global mean. Similar two-class extension is also applied to MVN in [11] and it is shown that two-class MVN produces similar performance as the advanced feature extraction (AFE) [12] on Aurora-4 task [13]. In [14, 15], multi-class HEQ is proposed and good performance were reported on Aurora-2 task. A limitation of feature normalization techniques is that they ignore the correlation between feature dimensions and process each dimension independently. Although cepstral features are only weakly correlated, the correlation between feature dimensions can be used to improve speech recognition performance. For example, semi-tied covariance model [16] shows that it is beneficial to model the crosscovariance between feature dimensions for speech recognition. In this paper, we propose to incorporate feature correlation information in feature normalization. As we will show later, MVN and its multi-class extension are two special cases of constrained MLLR (CMLLR) [17] and therefore belongs to the maximum likelihood (ML) feature adaptation framework. MVN uses a diagonal transform to scale the feature dimensions independently. We proposed to use full transform to allow interactions between dimensions. To keep the number of free parameters low, we use a novel structured full transform that has the the same number of free parameters as diagonal transform. The new transform is estimated in the CMLLR framework. The organization of this paper is as follows. In section 2, we review MVN in a ML framework and introduce the proposed structured full transform. In section 3, the proposed method is evaluated on the Aurora-4 task. In section 4, conclusion is presented. 2. FEATURE NORMALIZATION WITH FULL TRANSFORM CMLLR is a popular model adaptation method. Due to its constrained form of transform, CMLLR can also be implemented in feature space. As CMLLR provides a general maximum likelihood framework for feature normalization, we will use CMLLR formulation to derive our proposed method. We will first show that MVN is



a special case of CMLLR, and then describe the proposed structured full transform.



y𝑐 (𝑡) =



2.1. MVN as A Special Case of CMLLR Assume that the features are linearly transformed in the feature space: y(𝑡) = Ax(𝑡) + b (1) where x(𝑡) and y(𝑡) are the original and transformed feature vectors at frame 𝑡, respectively, A is a positive-definite square matrix and b is a bias vector. The auxiliary function of CMLLR is ˆ 𝑄(𝜆, 𝜆)



=



𝑇 log ∣A∣ −



𝑀 𝑇 1 ∑∑ 𝛾𝑚 (𝑡) 2 𝑚=1 𝑡=1



(Ax(𝑡) + b − 𝜇𝑚 )𝑇 Σ−1 𝑚 (Ax(𝑡) + b − 𝜇𝑚 ) (2) ˆ = where 𝜆 = {A, b} is the set of parameters to be estimated, 𝜆 ˆ ˆ {A, b} is the current estimate of the parameters, 𝑀 is the number mixtures in the model and 𝑇 is the number of frames in the noisy data to be processed, 𝜇𝑚 and Σ𝑚 are the mean and covariance matrix of the 𝑚𝑡ℎ mixture in the model, 𝛾𝑚 (𝑡) is the posterior probability of mixture 𝑚 at time 𝑡 after the noisy features are observed. The solution of transform and bias vector are given in [18] for diagonal transform case and in [17] for full transform case. If there is only one Gaussian in the reference model, and assume that the transform A is diagonal, the following closed-form solution can be derived: ˆ A ˆ b



= =



−1/2 Σ1/2 𝑟 Σ𝑥



ˆ 𝑥 𝜇𝑟 − A𝜇



(3) (4)



where Σ𝑟 is the diagonal covariance matrix of the only Gaussian in the model, Σ𝑥 is the diagonal covariance matrice of the data, 𝜇𝑟 and 𝜇𝑥 are the reference and data mean vectors, respectively. With this solution, we have: −1/2 y(𝑡) = Σ1/2 (x(𝑡) − 𝜇𝑥 ) + 𝜇𝑟 𝑟 Σ𝑥



(5)



As this solution corresponds to MVN, MVN is a special case of CMLLR when a single Gaussian model and diagonal transform is used. If there are multiple Gaussians in the model and each associated with a diagonal transform, the auxiliary function becomes 𝑇 𝑀 [ ∑ 1∑ ˆ 𝛾𝑚 (𝑡)(A𝑚 x(𝑡) 𝑄(𝜆, 𝜆) = 𝛾𝑚 log ∣A𝑚 ∣ − 2 𝑡=1 𝑚=1 ] +b − 𝜇𝑚 )𝑇 Σ−1 (A x(𝑡) + b − 𝜇 ) (6) 𝑚 𝑚 𝑚 ∑𝑇 where 𝛾𝑚 = 𝑡=1 𝛾𝑚 (𝑡) and A𝑚 is the diagonal transform for mixture 𝑚. The 𝑀 transforms and bias vectors can be solved independently and the solution will be ˆ𝑚 A ˆ𝑚 b



= =



−1/2 Σ1/2 𝑚 Σ𝑥,𝑚 ˆ 𝑚 𝜇𝑥,𝑚 𝜇𝑚 − A



(7) (8)



where 𝜇𝑥,𝑚 Σ𝑥,𝑚



= =



The final transformed feature vector is a linear combination of the mixture-dependent transformed features:
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The two-Gaussian MVN in [11] is a special case of the multi-class MVN, where one Gaussian is used to represent speech frames and the other for silence frames. When implementing multi-class MVN, the noisy features are first preprocessed by MVN with one Gaussian, and then used to find the posterior probability 𝛾𝑚 (𝑡). This is because the quality of 𝛾𝑚 (��) from original noisy features is too bad and will lead the normalization to wrong directions. Similar preprocessing is also used in multi-class HEQ in [14]. 2.2. MVN with Structured Full Transform The diagonal transforms in MVN do not consider the correlation of the feature dimensions. Although full transforms will be more powerful, they have a large amount of parameters and cannot be reliably estimated from a small amount of data, e.g. 1 utterance. In this section, we propose a structured full transform that is more powerful than diagonal transform, but with the same amount of free parameters as diagonal transforms. The proposed transform has following structure: A = ESE−1



(12)



where E is a nonsingular (invertible) matrix and S is a diagonal matrix. With this structure, A can be seen as a linear combination of 𝐷 rank-1 matrix: 𝐷 ∑ A= 𝑠𝑖 e𝑖 f𝑇𝑖 (13) 𝑖=1



where 𝐷 is the dimension of the feature vectors, 𝑠𝑖 is the 𝑖𝑡ℎ diagonal element of S, and e𝑖 and f𝑖 are the 𝑖𝑡ℎ column vectors of E and E−1 , respectively. E is pretrained and only S needs to be estimated during feature normalization. Hence, there are only 𝐷 free parameters in the transform, the same as a diagonal transform. Similar structured matrix has been used for modeling the precision matrix of Gaussian in [19]. With the structured transform and a meaningful E, it is possible to find A that is more powerful than a diagonal transform without increasing the number of free parameters. Let’s first assume that we already know E and derive the solutions for S. Substitute (12) into the auxiliary function (2) we get ˆ 𝑄(𝜆, 𝜆)
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Unlike standard CMLLR, the covariance matrices of the Gaussians are not assumed to be diagonal in case of structured transform. Let’s make the following feature projections: x𝑝 (𝑡) b𝑝 𝜇𝑚,𝑝



= = =



E−1 x(𝑡) E−1 b E−1 𝜇𝑚



(15) (16) (17)



Σ𝑚,𝑝
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E−1 Σ𝑚 E−𝑇



(18)



Then the auxiliary function can be rewritten as follows: =
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−𝜇𝑚,𝑝 )𝑇 Σ−1 𝑚,𝑝 (Sx𝑝 (𝑡) + b𝑝 − 𝜇𝑚,𝑝 )



(19)



This is exactly the CMLLR problem with diagonal transform S, but in the space projected by E−1 rather than in the original feature space. Closed-form solution for S exists [18] if Σ𝑚,𝑝 is diagonal. We now discuss how to obtain E and how to guarantee that the projected covariance matrix Σ𝑚,𝑝 is diagonal. We can solve both problems by choosing E properly. In the simplest case, if we have just one Gaussian in the model, one option is to choose E as the eigenvectors matrix of the Gaussian covariance matrix, i.e. Σ = EΛE𝑇 , where Σ is the global full covariance matrix of the clean feature space. Then, the projected covariance matrix will be the diagonal covariance matrix of the Gaussian: Σ𝑝 = E−1 ΣE = E𝑇 ΣE = Λ, where E−1 = E𝑇 as eigenvector matrix is orthonormal. The resulting problem is the same as MVN except that the normalization takes place in the projected space of E−1 rather than in the original space. If we set E = I, the algorithm becomes MVN. In more general case, there are multiple Gaussians in the model. If we use one transform with each Gaussian, i.e. we have A𝑚 = E𝑚 S𝑚 E−1 𝑚 for Gaussian mixture 𝑚, then E𝑚 can be set to the eigenvector matrix of Σ𝑚 , which is now full covariance matrix. The resulting normalization is similar to multi-class MVN, except that the normalization is performed in projected space by E−1 𝑚 for mixture 𝑚 rather than in the feature space. If E𝑚 = I for all 𝑚, the normalization degenerates to multi-class MVN. In the most general case, the number of Gaussians and transforms are independent and does not have a one-to-one relationship. It is possible to share one transform among several Gaussians or vice versa. For example, we can have 𝑀 Gaussians in the model and 𝑅 transforms, where 𝑅 < 𝑁 . We can use one projection matrix for each transform, then we will have 𝑅 projection matrices, E𝑟 for 𝑟 = 1, ..., 𝑅. In this case, the selection of E𝑟 is not as straightforward as before. One possible solution is to adopt semi-tied covariance modeling [16] to build the reference GMM and associate E𝑟 with the semi-tied transforms. With this selection, E𝑟 will decorrelate the Gaussians belonging to transform 𝑟 (although not perfectly). Due to the limitation of this paper, we will study this general case in the future. 3. EXPERIMENTS 3.1. Experimental Settings The proposed feature normalization algorithm is evaluated on the large vocabulary Aurora-4 task [13] that is widely used as benchmarking for different noise robust techniques. Clean 8kHz data are used to train a triphone-based acoustic model and there are about 2,800 tied states in the model, each with 8 Gaussian mixtures. Bigram language model is used for decoding. The MFCC features are extracted using the standard WI007 feature extraction program [20]. In total, 39 features, including the 13 static cepstral features and their delta and acceleration features, are used as raw features. The cepstral energy feature c0 is used instead of the log energy. There are 14 test cases in Aurora-4 task. Case 1 is clean test case, case 2-7 are 6 noisy test cases, each corrupted by a different kinds of additive noise with average SNR=10dB. The noisy speech is synthesized by adding clean speech and noises according to a predefined signal to noise ratio (SNR). The SNR ranges from 5dB to
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Fig. 1. Performance of MVN with diagonal and structured full transforms on Aurora-4 task with different number of transforms. AFE result is also shown for comparison.



15dB and is different for each test utterance. The noises are recorded in real environments, such as car and street. Case 8 to 14 are the same as case 1-7 except that additional channel mismatch is added to the data. Small test set (i.e. 166 utterances per test case) is used. For feature normalization, reference GMMs are trained from the same clean features used to train the acoustic model. For single class MVN, a global Gaussian with diagonal covariance matrix is trained. For multi-class MVN, a GMM with diagonal covariance matrices is trained. For single class MVN with structured transform, a global Gaussian with full covariance matrix is trained. The eigenvectors matrix E is obtained by eigen-decomposing the full covariance matrix. For multi-class MVN with structured transform, a GMM with full covariance matrices are trained, and the projection matrices for each Gaussian E𝑚 are obtained as the eigenvectors matrices of the corresponding covariance matrices. 3.2. Experimental Results We first examine the recognition performance with different number of Gaussians in the reference model as shown in Fig. 1. It is observed that the results obtained by using structured full transforms is consistently better than that with diagonal transforms. This shows that the structured full transforms are able to use the correlation information between feature dimensions and this leads to better robustness of the normalized features. We also tried to use full covariance GMM with diagonal transforms, but this leads to worse results than using diagonal covariance GMM with diagonal transform. This shows that the good results obtained by structured full transforms are due to its use full better covariance matrix than diagonal transforms. Fig. 1 also shows that WER obtained by diagonal transforms and structure transforms are both reduced when the number of classes are increased. The biggest improvement is from 1 to 2 mixtures. However, from 2 mixtures to 16 mixtures, there is only marginal improvement for both kinds of transforms. This suggests that the biggest improvement probably comes from using different mixtures to represent speech and silence as was suggested in [10] and [11]. The benefit of using more mixtures for better modeling of the speech frames is perhaps offsetted by less accurate posterior probability 𝛾�� (𝑡) (the more mixtures, the less accurate posteriors). The result obtained by advanced front end (AFE) [12] is also shown in the figure for comparison. AFE is a state-of-the-art feature compensation technique and produces good results on Aurora-4 task. Our results show that multi-class MVN with diagonal transforms performs similarly as AFE (consistent with results in [11]) and multi-class MVN



Table 1. Detailed results on Auroar-4 task. MVNd and MVNf represent MVN with 1 diagonal and 1 structured transform, respectively. MVNd8 and MVNf8 denote MVN with 8 diagonal and 8 structured full transforms, respectively. Avg. refers to the averaged WER over all 14 test cases. R.R. is the relative reducetion of WER achieved by structured transform over diagonal transform. Test Case
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