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Abstract This paper concerns the adaptive control problem for a class of discrete-time nonlinear uncertain systems of which the internal uncertainty can be characterized by a ﬁnite set of functions. A WLS-like algorithm is used to design the feedback control law, which is tested to be effective and efﬁcient in lots of simulations. It is proved that the closed-loop system is BIBO stable under weak conditions, and two counter-examples are constructed to show that the conditions proposed cannot be removed or weakened in general for this algorithm. 䉷 2007 Elsevier Ltd. All rights reserved. Keywords: Finite-model adaptive control; WLS; Feedback; Nonlinear; Stability; Uncertainty



In this paper we study ﬁnite-model adaptive control problem, which will be explained in the sequel. Consider a general uncertain discrete-time plant



to approximate the real plant. The purpose of designing control laws is to make the closed-loop system stable in some sense. We can use the information provided from the history up to time t to design control signal ut , that is to say, ut can be a causal function of {yt , yt−1 , . . . , y0 , ut−1 , . . . , u0 }:



yt+1 = H (yt , ut , wt+1 ),



ut = ht (yt , yt−1 , . . . , y0 , ut−1 , . . . , u0 ).



1. Introduction



(1.1)



where the unknown function H belongs to a given set H which has just ﬁnite number of members or has “essentially” ﬁnite number of members, {wt } is the noise sequence, {yt } is the output sequence, and {ut } is the sequence of control signals. Here by “essentially”, we mean that we can choose a set H0 with ﬁnite (known) members H0 = {H1 , H2 , . . . , HM } such that every member H of set H lies in the neighborhood of one certain model HK (note: the index K need not be unique or known a priori). Difference between H and HK can be viewed also as unmodeled dynamics when we use model HK 夡 This paper was not presented at any IFAC meeting. This paper was recommended for publication in revised form by Associate Editor Gang Tao under the direction of Editor Miroslav Krstic. This work was done in Institute of Systems Science, Academy of Mathematics and Systems Science, Chinese Academy of Sciences and partially supported by the National Natural Science Foundation of China. E-mail address: [email protected].
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We hope to know: Can we always ﬁnd a feedback control law which guarantees the stability of closed-loop system? Or what conditions can be imposed on H to guarantee the existence of stabilizing controller for system (1.1)? For these problems, there are many concrete instances in practice. They are motivated by recent research on capability or limitation of feedback mechanism (see Guo, 1997, 2002; Li, Xie, & Guo, 2005; Ma, 2007b; Ma & Guo, 2005; Xie & Guo, 1999a, b, 2000; Xue & Guo, 2001; Xue, Huang, & Guo, 2001; Zhang & Guo, 2002 for some advances in this direction). In the framework formulated in this research, a given set F of functions is used to describe exactly the internal uncertainty of system, and the capability or limitation of feedback mechanism is determined by the “size” of set F. For example, Xie and Guo (2000) study a class of non-parametric discrete-time system, and it is proved that the maximum structure uncertainty that can be dealt √ with by feedback mechanism lies in a ball with radius 23 + 2 in a functional space with Lipschitz norm. We notice that in all the existing results mentioned, the considered uncertainty set F contains inﬁnite many functions
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without exception. Thus naturally an interesting question arises: How about the capability or limitation of feedback mechanism when the uncertainty set F just contains ﬁnite many functions? This question motivates the problems formulated above. So it is valuable to study ﬁnite-model adaptive control problems both in practice and in theory. Firstly, the research on these problems may help us understand the capability or limitation of feedback mechanism much deeper; secondly, if we can ﬁnd proper feedback control laws for these problems, potential or practical applications can be given. For general nonlinear systems, we have not seen direct answers to the proposed problems. However, similar or related problems for some special systems can be found in the literature (see e.g. Annaswamy, Loh, & Skantze, 1998; Boskovic, 1998; Campi & Kumar, 1998; Portier & Oulid, 2000; Skantze, Kojic, Loh, & Annaswamy, 2000). For example, in Portier and Oulid (2000) a problem (no multiple models involved) somewhat different from this paper, non-parametric estimation and adaptive control of nonlinear systems of the form Xt+1 = f (Xt ) + Ut + n+1 , is studied, where function f is unknown but assumed to satisfy some conditions, and two adaptive control laws are designed and then some good results (like uniform almost sure convergence) are established; however, the essential assumption of global Lipschitz condition on f makes that the unknown function f must have linear growth rate. In cases involving multiple models, recently the approach of supervisory switching control emerged and the idea of “controller falsiﬁcation” is widely used (see e.g. Angeli & Mosca, 2004; Mosca & Agnoloni, 2002), however, there are still some limitations by this method (see companion papers Ma, 2007a, 2006 for more discussion). The approach used in this paper is essentially an adaptive stabilization method for general switched nonlinear systems, where the switching sequence depends on both the states and noise sequence. There have been large literature on switched systems and hybrid systems. Among the vast literature stability of systems for arbitrary switchings, Markovian jumping switchings, pre-routed switchings and those switchings with statistical properties like average dwell time are studied extensively. And most existing results concern the switched linear systems. However, few researches focused on the switched systems in which the switchings are unobservable and even dependent on states and noise. The characters of closed-loop system in this paper make it impractical to apply some commonly used methods for switched systems (see e.g. Liberzon & Morse, 1999 and references therein) such as CLF (common Lyapunov function) method, MLF (multiple Lyapunov functions) method and ADT (average dwell-time) method. In this paper an algorithm like weighted-least-square (WLS) algorithm is proposed and studied to solve the problems stated before; other algorithms can be found also in the companion papers Ma (2007a, 2006). For the WLS-like algorithm, we will show that under some weak assumptions it can guarantee the BIBO (bounded-input-bounded-output) stability of the closedloop system when F represents “essentially” ﬁnite internal uncertainties. Since in this paper we only study BIBO stability of WLS-like algorithm, we will always assume that the noise sequence is bounded; however, it does not mean that this algo-



rithm is restricted in this case because lots of simulations show that it can deal with unbounded noise (such as Gaussian white noise) as well. The WLS-like algorithm can make use of all history information, however, it considers the information at current time step to be the most important while the LS-like algorithm treats all the history information to be of equal importance. Other different approaches are studied in Ma (2006) which discusses idea of “controller falsiﬁcation” and other ideas such as “combining controllers” rather than “controller switching”. This paper is organized as follows: In Section 2, the WLSlike algorithm will be proposed ﬁrst, then main result of this paper will be given. To show the necessity of conditions in our results, two counter-examples for a special case of the WLSlike algorithm are constructed in Section 3. Further in Section 4 we give the proof of the main theorem and some remarks on the proof are also given at last. Finally in Section 5 we conclude this paper with some remarks. 2. Main results First we introduce the following concept, BIBO stability, for later use. This concept is somewhat weak, however, it is suitable to study the proposed WLS-like algorithm in this paper as a preliminary research. Deﬁnition 2.1. System yt = F (yt−1 , wt ) is said to be BIBO stable if the output sequence {yt } is bounded provided that the noise sequence {wt } is bounded. In this paper we will consider the following system: yt+1 = f (yt , wt+1 ) + g(yt , ut ),



(2.1)



where f is an unknown function, g is a known function, and yt , ut , wt+1 are outputs, inputs and noise signals, respectively. For system (2.1), we use the approach of switching controllers and design the switching sequence based on an idea borrowed from the WLS algorithm. Assume that there exists a stabilizing (i) controller ut = Ki (yt ) for each model Hi , that is to say, for model Hi the closed-loop system yt+1 = Hi (yt , Ki (yt ), wt+1 ) is BIBO stable, we hope to construct an adaptive controller (i ) ut = ut t = Kit (yt ) for the real plant H (unknown a priori), where {it } is a switching sequence to be designed, such that the closed-loop system for plant H, yt+1 = Fit (yt , wt+1 ) is BIBO stable, where (k = 1, 2, . . . , M) Fk (x, w)H (x, Kk (x), w) = f (x, w) + g(x, Kk (x)). Noting structure of system (2.1), we have Fk (yj , wj +1 ) = f (yj , wj +1 ) + g(yj , Kk (yj )) = yj +1 − g(yj , uj ) + g(yj , Kk (yj )).



(2.2)
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So at time t we can use the information {yt , yt−1 , . . . , y0 ; ut−1 , ut−2 , . . . , u0 } to compute Fk (yj , wj +1 ) for any integer j < t and k = 1, 2, . . . , M. Then later we will design the switching sequence by utilizing Fk (yj , wj +1 ) (j < t). For ease of presentation, we only consider cases of additive noise, that is to say, we assume that Fk (x, w) has the following decomposition Fk (x, w) = Fk (x) + w, which will not make confusion by number of parameters. For non-decomposable cases, we need to impose some more conditions on Fk (x, w) based on the same idea of proof given in this paper, so we do not discuss these cases to make the idea more clear. At time step t, since Fk (yj , wj +1 ) (j < t) are available, we can use them to design the switching sequence which gives the design of adaptive controller consequently. Algorithm 2.1 (S ,p,d ). Take control law as follows: ut = Kit (yt ), where  it =



(2.3)



arg min St (Fk )



if |yt | > d,



k it−1



otherwise.



For system (2.1), the following theorem asserts that under some conditions the states will be bounded when the noise is bounded, which follows that the control signals will be bounded also. Theorem 2.1. For system (2.1), assume that either one of the following is true: (i) Assumption A1 holds and there exists an integer K such that (F ¯ K )lim sup|x|→∞ |FK (x)| < r, where r can be any positive constant; (ii) Assumption A2 holds and there exists a model fK ∈ F0 such that (F ˜ K )lim sup0


For 1k M, deﬁne St (Fk ) as follows: (S0 (Fk ) = 0) St (Fk ) = St−1 (Fk ) + |Fk (yt−1 , wt )|p .
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(2.4)



Here d 0, 0  < 1, p 1 can be arbitrarily taken. Obviously this algorithm becomes (forgetting factor) WLS algorithm when p = 2, d = 0. It just uses the history information from last step if  = 0. Parameter d can be used to tune the performance and the speed of the system. For vector cases, i.e. yt ∈ Rn , we should replace | · | with some properly-chosen vector norm  · v , however, the ideas of proof are the same, thus we only consider scalar cases in this paper. Similar LSlike algorithm (i.e. case of  = 1) is studied in companion paper Ma (2007a), which applies different methods and yields different results as mentioned in the Introduction. The following assumptions will be used later to analyze the WLS-like algorithm: A1. For any 1i M, either (a) lim sup|x|→∞ |Fi (x)| < ∞ or (b) |Fi (x)| → ∞ as |x| → ∞. A2. For any 1i M, either (a) lim sup|x|→∞ |Fi (x)|/(|x| + ) < 1 or (b) lim inf |x|→∞ |Fi (x)|/(|x| + )1. Besides the assumptions above, we always assume that (A0) functions Fi (x), Ki (x) (i = 1, 2, . . . , M) are locally bounded, which is not restrictive at all. Remark 2.1. Assumption A1 excludes those cases that function |Fi (x)| oscillates inﬁnite times and the amplitude of oscillation tends to inﬁnity. Assumption A2 differs from Assumption A1 because A2(a) is weaker than A1(a), but A2(b) is stronger than A1(b).



yt+1 = Fit (yt , wt+1 ),



(2.5)



where the switching sequence is deﬁned by Algorithm 2.1. Switched nonlinear system (2.5) has the following features: (i) Subsystems {Si : yt+1 = Fi (yt ) + wt+1 }—functions Fi (i = 1, 2, . . . , M) can be arbitrarily nonlinear except for one function FK , and only subsystem SK is required to be stable. (ii) Switchings {it }—the switchings between subsystems depend on the (stochastic or deterministic) noise and states, so the switching sequence is neither ﬁxed nor pre-routed; on the other hand, it is also difﬁcult to analyze its statistical properties. (iii) Stability—under very weak conditions on {Fi }, at least BIBO stability can be guaranteed. So our result can also be viewed as an attempt in theory to study the general switched nonlinear system from the point of view of designing special switching sequence, which might be an approach to guarantee good performance or stability for very general switched nonlinear systems as it has been shown in this paper. The counterpart of this approach is that the arbitrariness of subsystems and weak assumptions may bring difﬁculties in theoretical analysis. 3. Two counter-examples In this section, we construct two counter-examples to show that Assumption A1 or A2 cannot be removed or weakened in general for Algorithm S 0,1,0 , which is a special case of the WLS-like algorithm. Here we consider the following simple yet non-trivial system: yt+1 = f (yt ) + ut + wt+1 ,



(3.1)
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where f ∈ F and we have M models yt+1 = fi (yt ) + ut + wt+1 ,



i = 1, 2, . . . , M.



For convenience, we denote F0 {f1 , f2 , . . . , fM }. For this (i) example, we can take ut = −fi (yt ) and consequently Fi (x) = f (x) − fi (x). In the following counter-examples, we simply assume that f (x) ≡ 0 for the real system. 3.1. Counter-example 1 Now we give an example to show that in case of bounded noise algorithm S 0,1,0 cannot guarantee the boundedness of {yt } when Assumption A1 or A2 is removed. In this example, we take F = F0 , i.e. no “unmodeled dynamics” presents. For system (3.1), we take the noise as wt ≡ − and take F=F0 ={f1 , f2 , f3 }, where f1 (x) ≡ 0, f2 (x)=−/2−(|x|+ )| sin x|, f3 (x) = −/2 − (|x| + )| cos x|. We can verify that f2 and f3 do not match Assumption A1 or A2. In fact, f2 (x) is unbounded obviously, which means that A1(a) does not hold; then take a sequence xn = n, n = 1, 2, 3, . . ., we will have f2 (xn ) = −/2, which means that A1(b) does not hold too. We do not repeat other similar veriﬁcations to save space. Then by Algorithm 2.1 we have yt+1 = −fit (yt ) + wt+1 ,



it = arg min St (Fk ) = arg min |wt − fk (yt−1 )|. k



We prove that the closed-loop system is not stable under initial conditions y0 =, y1 =3/2. By deﬁnition of it , we have S1 (F1 ) = , ⇒ i1 = 2, S2 (F1 ) = , ⇒ i2 = 3,



 3 , S1 (F3 ) = , 2 2 y2 = −F2 (y1 ) + w2 = 2, S1 (F2 ) =



S2 (F2 ) = 2,



S2 (F3 ) =



y3 = −F3 (y2 ) + w3 =



 , 2



5 ,... . 2



It is easy to show that by mathematical induction (the details are omitted) for any positive integer k ∈ N, i2k−1 = 2,



i2k = 3,



3.2. Counter-example 2 In the last example, no unmodeled dynamics exists. Now we give another example with unmodeled dynamics to show that Assumption A2 cannot be removed in general for Algorithm S 0,1,0 . So Assumption A2 is meaningful to guarantee BIBO stability of the WLS-like algorithm. For system (3.1), we take the noise as wt ≡ 0 and take F0 = {f1 , f2 , f3 }, where f1 (x) ≡ −( 21 x + 1), ⎧ ⎨ −2x, x f2 (x) = − , ⎩ 2 linear interpolation ⎧ x+1 ⎨− , f3 (x) = −(2x2 + 3), ⎩ linear interpolation



x is an odd integer, x is an even integer, otherwise, x is an odd integer, x is an even integer, otherwise.



Here obviously we have



where k



that only linear growth condition cannot guarantee the stability of the WLS-like algorithm even in case of bounded noise. So this example indicates that different conditions are required for the LS-like algorithm and the WLS-like algorithm, respectively.



y2k−1 =



(2k + 1) , 2



y2k = (k + 1).



Obviously we have lim |yn | = ∞.



n→∞



This completes the proof. Remark 3.1. We can verify that linear growth condition holds in this example, then by results in companion paper Ma (2007a), the LS-like algorithm can be applied to this example and guarantee that lim supT →∞ T1 Tt=1 |yt | < ∞. However, for algorithm S 0,1,0 , since the sequence {y t } diverges to inﬁnity in this example, we have lim supT →∞ T1 Tt=1 |yt | = ∞, which shows



   1x + 1 1 2  ˜ − f1 ) = lim sup  (f, ˜ f1 ) = (f  = 


k



We prove that the closed-loop system is not stable under initial conditions y0 = 0, y1 = 1. By deﬁnition of it , we have S1 (F1 ) = 1, S1 (F2 ) = 0, S1 (F3 ) = 3, ⇒ i1 = 2, y2 = −F2 (y1 ) = 2, S2 (F1 ) = 23 , S2 (F2 ) = 2, S2 (F3 ) = 1, ⇒ i2 = 3, y3 = −F3 (y2 ) = 7, . . . . By using mathematical induction (the details are omitted), we can prove that for any positive integer k ∈ N, i2k = 3,



i2k+1 = 2,



y2k = 22k − 2,



y2k+1 = 22k+1 − 1.
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Therefore obviously we have limn→∞ |yn | → ∞. This counterexample indicates that the condition A2(b) of Assumption A2 cannot be replaced with more general condition A1(b) of Assumption A1.



By iterating the inequality above, we obtain easily



4. Proof of Theorem 2.1



St (FK ) 



In this section, we will give proof of Theorem 2.1 under Assumptions A1 and A2, respectively. At the end of this section, some remarks on the proof are given also. Before we give the proofs under Assumptions A1 and A2, we introduce some common notations ﬁrst. Suppose that Cw supt |wt | < ∞. By basic assumption, for any x 0, we can deﬁne Ck (x) = sup|y|  x |Fk (y)|, C(x) = max{C1 (x), C2 (x), . . . , CM (x)}. Obviously Ck (x) and C(x) are non-decreasing functions.



Consequently we have



4.1. Proof under Assumption A1 Deﬁne 



where Cw = [Cw + max(r, CK (Y ))]p . Cw . 1−



I = 1 k M : lim sup |Fk (x)| < ∞ ,



|Fit (yt−1 )| |Fit (yt−1 , wt )| + |wt | [St (FK )]1/p + Cw 1/p Cw  + Cw C . (4.3) 1− Subcase (i): If it ∈ I , then by deﬁnition of I, we must have |yt+1 | = |Fit (yt , wt+1 )| |Fit (yt )| + |wt+1 | Cit (|yt |) + Cw Dit + Cw D + Cw .



|yt−1 | Ci t (C ) C (C ).



|x|→∞



(4.1)



Consequently



By Assumption A1, we have I ∪ I = {1, 2, . . . , M}. By deﬁnition of I, for any k ∈ I ,



|yt | = |Fit−1 (yt−1 , wt )| |Fit−1 (yt−1 )| + |wt | Cit−1 (C (C )) + Cw C(C (C )) + Cw .



Ck (x) Dk = sup Ck (x)D max Di .



Similarly



x∈R



i∈I



And by deﬁnition of I , for any k ∈ I , we can deﬁne Ck (z) = sup{|y|



: |Fk (y)| < z},



C







(4.2)



Subcase (ii): If it ∈ I , then by (4.3) and deﬁnition of I , we have







I = {1k M : |Fk (x)| → ∞ as x → ±∞} .
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(z) = max Ck (z). k∈I



|yt+1 | = |Fit (yt , wt+1 )| C(C(C (C )) + Cw ) + Cw . In summary, we need only take Cy = max{C(d) + Cw , D + Cw , C(C(C (C )) + Cw ) + Cw },



Obviously Ck (z) and C (z) are also non-decreasing functions. The closed-loop system is



then we have proved that for any t 2,



yt+1 = Fit (yt , wt+1 ).



This completes the proof.



We consider the following cases: Case 1: If |yt | < d, then obviously



4.2. Proof under Assumption A2



|yt+1 ||Fit (yt )| + |wt+1 |Cit (d) + Cw C(d) + Cw . Case 2: If |yt | d, then by deﬁnition of it , we have it = arg min St (Fk ), k



therefore |Fit (yt−1 , wt )|p St (Fit ) St (FK ). Noting that (F ¯ K )r, there must exist a constant Y 0 such that |FK (x)| r when |x|Y . By the deﬁnition of St (Fk ), we have St (FK ) = St−1 (FK ) + |FK (yt−1 , wt )|p St−1 (FK ) + Cw ,



|yt | Cy .



Deﬁne 



 |Fk (x)| I = 1 k M : lim sup 


(4.4)



By Assumption A2, we have I ∪ I = {1, 2, . . . , M}. By deﬁnition of I, for any k ∈ I , Ck (x)  max Ck (x) |x| + C , k∈I



where C is a certain positive constant and  can be taken as



 |Fi (x)|  ∈ max lim sup ,1 . i∈I |x|→∞ |x|
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By deﬁnition of I , for any k ∈ I , we can deﬁne



Similarly



Ck = sup{|y| : |Fk (y)||y| + C + 2Cw }



|yt+1 | = |Fit (yt , wt+1 )| C(C(C ) + Cw ) + Cw . In summary, we have



and



|yt+1 |  max{C(d) + Cw , |yt | + C + Cw , C(C(C ) + Cw ) + Cw } |yt | + Cv ,



C = max Ck . k∈I



Obviously for any k ∈ I , Ck C < ∞. The closed-loop system is



where



yt+1 = Fit (yt , wt+1 ).



Cv  max{C(d) + Cw , C + Cw , C(C(C ) + Cw ) + Cw }. By iterating the inequality above, we immediately obtain that for sufﬁciently large t,



When  = 0: We consider the following cases: Case 1: If |yt | < d, then obviously



|yt | 



|yt+1 ||Fit (yt )| + |wt+1 |Cit (d) + Cw C(d) + Cw .



it = arg min St (Fk ), k



consequently |Fit (yt−1 , wt )|p = St (Fit ) St (FK ). By deﬁnition of St (Fk ), we have St (FK ) = |FK (yt−1 , wt )|p [CK (|yt−1 |) + Cw ]p . Because |FK (x)| < 1, |x| 0


we have K ∈ I , and consequently k∈I



Cv Cy . 1−



This completes the proof.



Case 2: If |yt | d, then by deﬁnition of it ,



CK (|x|) max Ck (|x|)|x| + C .



(4.5)



Therefore



When 0 <  < 1: Step 1: Denote I (k){t : it = k, |yt | d}. We prove that for any k ∈ I , {yt−1 , t ∈ I (k)} is bounded, i.e. supt∈I (k) |yt−1 | < Dk for some constant Dk . In fact, for any k ∈ I , if I (k) has only ﬁnite elements, obviously {yt−1 , t ∈ I (k)} is bounded. Now we need consider the case that I (k) has inﬁnite many elements. In this case, we use argument of contradiction. Suppose that {yt−1 , t ∈ I (k)} is unbounded, then there must exist a sequence {tm } ⊆ I (k) such that |ytm −1 | → ∞ as m → ∞. Since k ∈ I and {wt } is bounded, we have Stm (Fk ) |Fk (ytm −1 , wtm )|p → ∞. By deﬁnition of I (k), k = itm = arg mini Stm (Fi ), which follows that Stm (Fk ) Stm (FK ), thus Stm (FK ) → ∞ as m → ∞. By deﬁnitions of I and I , there exists a sufﬁciently large constant Y > 0 such that |Fk (x)| |x| + Cw and |FK (x)| |x| − Cw for all |x| > Y . Therefore,  tm −j |yj −1 |p Vtm , (4.8) Stm (Fk )  j ∈Jtm



Stm (FK ) 







+



So



|yt+1 | = |Fit (yt , wt+1 )| |Fit (yt )| + |wt+1 | Cit (|yt |) + Cw |yt | + C + Cw . Subcase (ii): If it ∈ I , then by (4.6) and deﬁnition of I , we have |yt−1 | Ci t C . Consequently Cit−1 (C ) + Cw C(C ) + Cw .







tm −j [CK (Y ) + Cw ]p



j ∈Jt m



|Fit (yt−1 )||Fit (yt−1 , wt )| + |wt ||yt−1 | + C + 2Cw . (4.6) Then we consider two subcases: Subcase (i): If it ∈ I , then by deﬁnition of I, we must have



tm −j (|yj −1 |)p



j ∈Jtm



St (FK )[CK (|yt−1 |) + Cw ]p [|yt−1 | + C + Cw ]p .



|yt | = |Fit−1 (yt−1 ) + wt ||Fit−1 (yt−1 )| + |wt |



(4.7)



p Vtm +



[CK (Y ) + Cw ]p , 1−



(4.9)



where Jt {1 j t : |yj −1 | > Y }, Jt {1 j t : |yj −1 | Y }. Noting that Stm (FK ) → ∞ as m → ∞, by (4.9) we have Vtm → ∞ as m → ∞. Therefore by (4.9) and (4.8), Stm (FK )/Stm (Fk ) p < 1 for sufﬁciently large m, which contradicts with Stm (Fk ) Stm (FK )! Step 2: Now we prove that {yt } is bounded. By Step 1, we have proved that sup{|yt−1 | : it ∈ I , |yt | d} max Dk D, k∈I
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thus |yt | = |Fit−1 (yt−1 , wt )|C(D) + Cw if |yt |d and it ∈ I . Otherwise, either (i) |yt | < d or (ii) it ∈ I . In case (ii), if it−1 ∈ I , by applying result of Step 1 again for time t − 1, we must have |yt−1 | max(d, C(D) + Cw )D , which follows that |yt | = |Fit−1 (yt−1 , wt )|C(D ) + Cw ; otherwise, it−1 ∈ I , we have |yt | = |Fit−1 (yt−1 , wt )||yt−1 | + C . In summary, |yt | max(D , C(D ) + Cw , |yt−1 | + C ) and consequently the boundedness of {yt } can be easily obtained.
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stable under weak conditions, and several counter-examples are constructed to show that the conditions proposed cannot be removed or weakened in general for the speciﬁc WLS-like algorithm. Our results indicate that under weak conditions there exist capable feedback control laws to stabilize nonlinear systems considered when the internal uncertainty of system can be characterized by a ﬁnite set of functions. The algorithm proposed in this paper and some methods in the stability analysis may shed some light on the study of general switching nonlinear systems and related stability analysis. Though lots of simulations show that the WLS-like algorithm can deal with unbounded noise well, theoretical analysis for this algorithm in case of unbounded noise is still needed in the future. Due to difﬁculties in the analysis, maybe some new methods should be explored to give complete analysis. Acknowledgments I would like to express my sincere thanks to Prof. Lei Guo for his valuable advice. I would like to thank also the referees and the editors for their constructive and helpful comments and suggestions, which improved this paper much.



4.3. Some more remarks References Before we end this section, we mention some difﬁculties and ideas in the stability analysis. Besides some common difﬁculties existed in hybrid systems, presence of external noise and the characters of closed-loop system mentioned before add to difﬁculties in its mathematical analysis. And we even do not assume explicit forms of functions Fi . Fortunately, special structure of Algorithm 2.1, ﬁnite number of models, boundedness of noise and somewhat “strange” assumptions make the rigorous analysis possible, as we have given. One of the key ideas is that in the analysis we make use of the information after time t to reversely estimate how large the yt is. Such kind of tips are seldom used in the stability analysis of control systems, where history information is often utilized to estimate the current or future state. To make the reverse estimate possible, Assumption A1 or A2 is proposed, which plays an important role in the analysis. Moreover, counter-examples constructed in Section 3, show that these assumptions cannot be removed or weakened in general, which indicate the necessity of the proposed assumptions for the speciﬁc WLS-like algorithm. So the proofs given in this paper provide novel method for stability analysis. In the case of unbounded (random) noise, more difﬁculties should be overcome to yield good stability analysis, and further study is needed in the future. 5. Conclusion In this paper we study the adaptive control problem of a class of discrete-time nonlinear uncertain systems of which the internal uncertainty can be characterized by a ﬁnite set of functions. We propose a WLS-like algorithm to design the feedback control law, which is tested to be effective and efﬁcient in lots of simulations. We proved that the closed-loop system is BIBO
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