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FLUVSIM: a program for object-based stochastic modeling of ﬂuvial depositional systems$ C.V. Deutscha,*, T.T. Tranb a
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Abstract This paper presents a FORTRAN program for hierarchical object-based modeling of complex ﬂuvial facies. Unique features of this program include (1) a simple approach to place channel, levee, and crevasse sands within a matrix of ﬂoodplain shales, (2) templates for fast rastering of ﬂuvial facies objects, leading to fast CPU times, and (3) the use of simulated annealing and non-random perturbation rules for conditioning to extensive soft facies-proportion data and local well data. Object-based modeling techniques are widely applicable to modeling ﬂuvial depositional systems. Public domain software for such modeling is rare and inﬂexible with respect to the variety of conditioning data that can be handled. Commercial software is costly and also of limited ﬂexibility. The fluvsim program overcomes many of these limitations with an accessible research code. r 2002 Elsevier Science Ltd. All rights reserved. Keywords: Reservoir characterization; Geostatistics; Facies modeling



1. Introduction From a geostatistical modeling perspective, it is convenient to view ﬂuvial reservoirs with a hierarchical classiﬁcation scheme. Heterogeneities are described by chronostratigraphic reservoir layers, channel complexes, channels, levees, and crevasses, and on through additional smaller scale features. This genetic hierarchy of heterogeneities may then be quantitatively modeled by successive coordinate transformations and objects representing lithofacies associations. Porosity and permeability models are constructed at the appropriate scale using coordinate systems aligned with depositional continuity. Fluvial deposits have been studied extensively. The recent book by Miall (1996) provides a well illustrated $



Code available from server at http://www/iamg.org/ CGEditor/index.htm *Corresponding author. Tel.: +1-780-492-9916; fax: +1780-492-0249. E-mail address: [email protected] (C.V. Deutsch).



description of ﬂuvial sedimentary facies, basin analysis, and petroleum geology with more than 500 ﬁgures and 1000 references. The literature describing ﬂuvial deposits is rich and varied. The history of quantitative computer models for ﬂuvial systems is also extensive. Allen’s early qualitative work in the 1970s (Allen, 1965; Allen, 1974) led to quantitative computer simulations (Allen, 1978). Leeder, at about the same time, was also building quantitative models (Leeder, 1978). Bridge published in this area (Bridge and Leeder, 1979) and also published computer code (Bridge, 1979) that was updated recently (Mackey and Bridge, 1992). Although not speciﬁcally designed for ﬂuvial facies, Boolean (or marked point) models became popular in petroleum reservoir modeling in the mid-1980s due to the work of Haldorsen and others (Haldorsen and Chang, 1986; Haldorsen and Lake, 1984; Stoyan et al., 1987). The importance of ﬂuvial reservoirs in the Norwegian North Sea soon prompted the development of these Boolean methods for ﬂuvial facies (Clemensten et al., 1990; Damsleth et al., 1990; Fælt et al., 1991; Gundes and Egeland, 1990; Henriquez et al., 1990;
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Omre, 1992; Stanley et al., 1990). The theory and implementation was reﬁned over a number of years (Georgsen and Omre, 1993; Hatly, 1995; Hove et al., 1992; Tjelmeland and Omre, 1993; Tyler et al., 1992a–c) with increasing practical application of these methods to Norwegian North Sea reservoirs (Bratvold et al., 1994; Tyler et al., 1995). Such applications have set the standard for other oil producing regions of ﬂuvial depositional setting. There is evidence of other non-Norwegian oil companies developing object-based modeling capability (Alabert and Massonnat, 1990; Jones and Larue, 1997; Khan et al., 1996). The hierarchical approach documented by the ﬁrst author (Deutsch and Wang, 1996) has some advantages over conventional object-based ﬂuvial reservoir modeling: (1) an explicit reversible hierarchy of coordinate transformations, (2) geologically intuitive and accessible input data controlling channel sizes and shapes, (3) explicit control over vertically varying and areally varying facies proportions, (4) realistic asymmetric channel geometries, (5) realistic non-undulating channel



top surfaces, and (6) integrated porosity and permeability models where the main directions of continuity conform to channel geometries. This paper describes computer code for such hierarchical object-based modeling with some signiﬁcant new reﬁnements: (1) introduction of levee and crevasse sands, (2) fast computer code that takes advantage of channel ‘‘templates’’ for establishing raster image of facies objects, and (3) the use of simulated annealing and non-random perturbation rules for conditioning to extensive well data. Each of these developments will be discussed and documented in a GSLIB-style program named fluvsim.



2. Conceptual geometric model Fig. 1 illustrates our conceptual model for ﬂuvial facies modeling adopted in this note. There are four facies types, with the geometric speciﬁcation of each is chosen to mimic shapes idealized from observation. The ﬁrst facies type is background ﬂoodplain shale, which is viewed as the matrix within which the



Fig. 1. Plan and section view of conceptual model for ﬂuvial facies: background of ﬂoodplain shales, sand-ﬁlled abandoned channel, levee border sands, and crevasse splay sands.
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reservoir-quality or sand objects are embedded. One could consider remnant ﬂoodplain shales as objects within a sand matrix if there is less than, say, 10% ﬂoodplain shale; fluvsim does not model remnant shales as objects. The second facies type is channel sand that ﬁlls sinuous abandoned channels. This facies is viewed as the best reservoir quality due to the relatively high energy of deposition and consequent coarser grain size. Special features may be within the channel sands, such as (1) heterogeneous channel ﬁll, perhaps containing some ﬁne-grained non-net material, (2) a channel-lag deposit at the base, and (3) ﬁning-upward trends within the channel ﬁll. The sand-ﬁlled channels are geometrically deﬁned by a channel width, maximum thickness, and the relative position of the maximum thickness. The realistic asymmetric channel cross section presented in Deutsch and Wang (1996) is considered. The third facies type is levee sand formed along the channel margins. These sands are considered to be poorer quality than the channel ﬁll. The fourth and ﬁnal facies type considered in this paper is crevasse splay sand formed during ﬂooding when the levee is breached and sand is deposited away from the main channel. These sands are also considered to be poorer quality than the channel ﬁll. As illustrated on Fig. 1, crevasses often form where the channel curvature is high.



3. Object parameterization An important part of any object-based modeling program is the geometric form and parameters used to represent each facies unit; see Deutsch and Wang (1996) for a more complete discussion. An ‘‘object’’ for fluvsim is a channel and all related levee and crevasse sands. The marginal levee and crevasse sands could be treated as the ‘‘objects’’ in a depositional setting with high proportions of those facies types. Each object is a template of cells that would be coded as channel sand (code 1), levee sand (code 2), and crevasse sand (code 3). The template provides signiﬁcant CPU advantages; however, the connectivity of simulated realizations is sensitive to the choice of an underlying grid size. The grid size must be chosen small enough to preserve the geological shapes represented by the templates. The parameters used to deﬁne an abandoned sandﬁlled channel are illustrated in Figs. 2 and 3. The channels are deﬁned by an orientation angle, the average departure from the channel direction, the ‘‘wavelength’’ or correlation length of that average departure, thickness, thickness undulation (and correlation length), width/thickness ratio, and width undulation (and correlation length). Each parameter may take a range of possible values according to a triangular probability distribution provided by the user. The channel center
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Fig. 2. Areal view of some parameters used to deﬁne channel object: (a) angle for channel direction and deviation for actual channel center line, and (b) variable channel width (and thickness) with ‘‘blocky’’ connection between channel cross section slices.



Fig. 3. Cross section view of channel object deﬁned by width, thickness, and relative position of maximum thickness (depends on channel curvature).



line, width, and thickness are 1-D Gaussian ﬁelds along the channel direction coordinate. The equation for the asymmetric channel cross section is given in the source code and in reference (Deutsch and Wang, 1996). Note that the width of the channels are measured perpendicular to the straight channel line direction, which makes it impossible to capture meandering channels that cross back on themselves. Fig. 4 shows the geometric form adopted for the levee sand. The three distance parameters (A) lateral extent of the levee, (B) height above the channel datum elevation, and (C) depth below the channel datum are used to deﬁne the size. For simplicity, the geometric shape will remain ﬁxed and only the size will vary. As explained with the program parameters, the levee size parameters depend on the size of the channel; a large channel, in general, has larger levees. The size of the left and right levee may be diﬀerent. A random-walk procedure is used in this implementation to establish the crevasse geometry, see Fig. 5. The location of a crevasse, along the channel axis, is chosen randomly with the probability increasing in direct
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4. Conditioning data/simulation approach



Fig. 4. Cross section through abandoned sand-ﬁlled channel and levee sand. Three distance parameters (A), (B), and (C) are used to deﬁne size of levee sand.



Fig. 5. Areal view of channel and crevasse formed by breaching levee. Number of random walkers are released from breach to establish crevasse geometry. Number, length, and lateral diﬀusivity control geometry and size of crevasse.



proportion to curvature (see Deutsch and Wang, 1996 for the equation to calculate curvature). A number of random walkers are ‘‘released’’ from the location of the crevasse to establish its areal extent (Fig. 5). The four control parameters are (1) the average distance the crevasse sand reaches from the channel bank, (2) the average along-channel distance, (3) the irregularity of the crevasse sand or the number of random walkers used; more walkers leads to a smoother outline. The thickness of the crevasse sand decreases linearly from a maximum thickness next to the channel. The procedure to create a complete facies grid from a set of channel object template is straightforward: (1) initialize the grid to background ﬂoodplain shales, (2) sort all channel objects by increasing stratigraphic elevation (the top of all channels is ﬂat), and, starting at the stratigraphic base (3) assign all grid cells within the channel object to channel/levee/crevasse facies, as appropriate.



As described in Deutsch and Wang (1996), the proportions of each facies type (ﬂoodplain shale, channel sand, levee sand, and crevasse splay sand) may be speciﬁed by vertical proportion curves, areal proportion maps, and reference global proportions. The index k ¼ 1; 2; 3; 4 refers to the facies types. Global proportions, Pkg ; k ¼ 1; 2; 3; 4; and vertical proportion curves Pkv ðzÞ; k ¼ 1; 2; 3; 4; z ¼ 1; y; Nz are derived from declustered well data. We expect areal proportions, Pka ðx; yÞ; k ¼ 1; 2; 3; 4; x ¼ 1; y; Nx ; y ¼ 1; y; Ny ; to be derived from geologic interpretation, seismic data, or historic ﬂow-performance data. In practice, seismic data may not be able to distinguish between the diﬀerent sand types. The scheme for data conditioning (described below) permits fluvsim to use either total sand proportion maps or proportion maps for each facies P type. The sum of facies proportions at each location pk should logically be 1.0; fluvsim will enforce this constraint. The facies are known at well locations. Honoring an abundance of local well data is known to be a challenge for some object-based modeling schemes. The iterative procedure adopted in fluvsim handles such well data. The well data are transformed to indicator data: ( 1 if u is within facies k; iðu; kÞ ¼ 0 otherwise; where k ¼ 1; 2; 3; 4 for channel sand, levee sand, crevasse sand, and ﬂoodplain shale. Each reservoir layer is modeled independently and then merged with other layers according to appropriate erosion and truncation rules. For a given layer, all data are converted to a ‘‘ﬂattened’’ stratigraphic coordinate system. The object-based facies model is constructed and petrophysical properties are assigned using appropriate channel/levee/crevasse coordinates. Conditioning to facies proportions and local well data is accomplished via an objective function that measures mismatch from the known proportion data and facies intersections at wells. An iterative procedure is used to perturb the set of geological objects until an acceptably low objective function is obtained. The objective function: O ¼ o1
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where oi is the weight applied to objective function component i (these weights are automatically determined such that each component has, approximately,
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equal importance; see Deutsch and Cockerham, 1994), the * identiﬁes quantities from the stochastic realization and the absence of a * identiﬁes reference or target quantities. The simulation procedure amounts to establishing the number of channels, their geometric speciﬁcation, and the geometric speciﬁcation of all related levee and crevasse sands. This is done with an iterative simulated annealing technique:



the program has not been optimized for speed and with the support system of commercial software. Nevertheless, it may prove useful for testing and research in this area. The fluvsim program follows GSLIB conventions. The parameters required for the program are listed below and a parameter ﬁle is shown in Fig. 6:



1. Randomly place enough (Nc ) channels to match the global proportions of each facies. The number of crevasses attached to each channel depends on the relative size of channels and crevasses and the target proportions. The sizes of the levees are scaled to achieve the correct proportion of levee sand. Calculate an initial objective function O: 2. Deﬁne an array of operations: (1) replace a channel object, (2) add a channel object, (3) remove a channel object, and (4) correct a particular well interval. Choose one operation from this array by random drawing and perform the operation. The channels to be removed are picked at random. The location for a new channel is also picked at random and the parameters of the new channel (and associated sands) are picked from the size and orientation distributions speciﬁed by the user. 3. Update the objective function O0 and decide the acceptance or rejection of that operation according to the decision rule (a simulated annealing schedule [Deutsch and Cockerham, 1994] is used). If needed, update the list of channels. 4. Return to step 2 until O is deemed low enough.



*



*



*



*



* *



*



*



*



When the simulation is ﬁnished fluvsim reports the list of channel objects and associated parameters, a raster image of facies, and summaries of data conditioning. The fourth perturbation mechanism, ﬁx a well interval, requires clariﬁcation. The purpose for this option is to make it faster and easier to honor well data. The CPU time requirements would be signiﬁcantly greater if we relied solely on the objective function to guide the placement of the channel objects to honor the well data. So, when this perturbation mechanism is chosen, a well interval is picked at random from the set of input wells and a change is proposed to improve the reproduction of this interval. That is, if necessary, channel objects that violate a shale interval are moved and new channel objects are added to honor channel facies.



*



* * * *



*



*



*



5. Program parameters The fluvsim program is research code and suitable for experimenting with the ideas presented in this paper;



line 1: input ﬁle containing the well data. The standard GSLIB/GeoEAS format is expected. line 2: columns in the well data ﬁle for the X-, Y-, and Z-coordinates, the well number (used to identify diﬀerent well intersections), and the facies code. line 3: trimming limits used to ﬂag missing values; well data with a facies code less than the lower limit or greater than the upper limit are discarded. line 4: debugging level. The higher the debug level, the more output reported to the debug ﬁle (next parameter). line 5: output ﬁle for debugging messages. line 6: output ﬁle for the geometric speciﬁcation of all facies objects. This ﬁle could be used by a postprocessing program to add petrophysical properties that follow appropriate facies object coordinate systems. line 7: output ﬁle containing the output gridded facies realization. The realizations are written from the lower left corner and then realization-by-realization (X cycles fastest, then Y; Z; and realization number). line 8: output ﬁle for the input and realization vertical facies proportion curves (facilitates checking proportion reproduction). line 9: output ﬁle for the input and realization areal facies proportion maps (facilitates checking proportion reproduction). line 10: output ﬁle for the input and realization facies at each well data location (facilitates checking well data reproduction). line 11: number of realizations to generate. line 12: the size of the model in the X-direction. line 13: the size of the model in the Y-direction. line 14: the number of stratigraphic slices in the layer and the average layer thickness in ‘‘real’’ distance units (feet or meters). line 15: the random number seed (large odd integer). line 16: integer ﬂags specifying the components in the objective function: global facies proportions, vertical proportion curves, areal proportion maps, and well data. line 17: the program automatically determines weights for each component to allow convergence of all constraints; however, these multiplicative weights modify the automatically determined weights to place more importance on selected components.
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Fig. 6. Parameter ﬁle for fluvsim program. Conventions from second edition of GSLIB are followed, that is, line number after ‘‘START’’ matters but not the column position.



*



*



line 18: the maximum number of iterations, the maximum number of iterations without a change to the objective function, and the minimum objective function (stopping criteria). line 19: the annealing schedule: initial temperature, the reduction factor, the maximum number of perturbations at any one given temperature, and



*



the target number of acceptable perturbations at a given temperature, and the stopping number (maximum number of times that the ka is reached). These parameters are described in detail in Numerical Recipes (Press et al., 1986). line 20: the probability of each perturbation mechanism at each perturbation (1) turn a channel
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entity on and one oﬀ, (2) just turn one on, (3) just turn one oﬀ, and (4) pick a well interval at random attempt to ﬁx conditioning. line 21: integer ﬂags specifying the facies objects: channel sands (must be on), levee sands, and crevasse sands. line 22: global proportions of channel sands, levee sands, and crevasse sands; the shale proportion is 1.0 minus the sum of sand proportions. line 23: the input ﬁle for vertical facies proportion curves. The standard GSLIB/GeoEAS format is expected; however, the ﬁrst column must be the proportion of channel sand, the second levee sand (if present), and the third crevasse sand (if present). line 24: an integer ﬂag that speciﬁes whether the vertical proportion curves correspond to the net-togross ratio (lumped proportion of all sand facies) or to each facies proportion. line 25: column numbers for the lumped facies proportion or each sand facies proportion (channel, levee, and then crevasse). line 26: the input ﬁle for areal facies proportion maps. The standard GSLIB/GeoEAS format is expected; however, the ﬁrst column must be the proportion of channel sand, the second levee sand (if present), and the third crevasse sand (if present). line 27: an integer ﬂag that speciﬁes whether the areal proportion curves correspond to the net-togross or to each facies proportion. line 28: column numbers for the lumped facies proportion or each sand facies proportion (channel, levee, and then crevasse). line 29: maximum number of channel objects.All remaining parameters are set with triangular distributions, that is, deﬁned by a minimum, mode, and maximum. line 30: channel orientation (angle in degrees measured clockwise from North=Y-axis). The angles can be negative or positive (e.g., 10:0; 0:0;  10:0 would orient the channels parallel to the Y-axis with a 10 degree deviation in the channel direction). line 31: average departure from channel center line (horizontal distance units) representing the half width of the meander. line 32: horizontal correlation length for sinusoidal departure from channel center line (horizontal distance units). line 33: channel thickness (vertical distance units) line 34: average magnitude of channel thickness undulation (fraction relative to channel thickness). The channels will have a constant thickness if this parameter is set to either 0.0 or 1.0. The channels will vary between 0.8 and 1.2 times the average thickness when this parameter is set to 0.2. line 35: horizontal correlation length for channel thickness undulation (horizontal distance units). The
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*
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* *



*



*



*



*
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channel thickness undulation (line 34) follows a Gaussian histogram; the correlation length is the distance range of correlation along the axis of the channel. line 36: channel width to thickness ratio (horizontal to vertical distance units). line 37: channel width undulation (fraction relative to channel width). See explanation for thickness undulation (line 34) for more details. line 38: horizontal correlation length for channel width undulation (horizontal distance units). line 39: levee width (horizontal distance units). line 40: levee height (relative to thickness of channel). line 41: levee depth below channel top (relative to thickness of channel). line 42: crevasse attachment length (horizontal distance units). line 43: crevasse thickness next to channel (relative to channel thickness). line 44: areal size of crevasse (diameter in horizontal distance units).



6. Some examples A number of examples will be presented to show the main abilities of the fluvsim program. We could not hope to present the complete range of ﬂexibility. Fig. 7 shows isometric views of four unconditional realizations created by fluvsim: (a) base-case channel model, (b) decreased channel sinuosity, (c) increased channel sinuosity, and (d) model with crevasse splay sands (dark blue) and levee sands (light blue). Note the realism of the models (with respect to the conceptual model) and the lack of edge eﬀects. Fig. 8 shows two sensitivity realizations, both unconditional, with diﬀerent channel widths: (a) base-case channel model, and (b) much wider channels. It is very important (and sometimes diﬃcult) to honor the sand/shale intersections at well locations. Fig. 9 shows an example of a model constrained to four wells: (a) isometric view of ﬁnal channel model, (b) decrease of total objective function versus the number of iterations, and (c)–(e) cross sections through the wells showing how the sand/shale intersections are honored. Figs. 10 and 11 show models constrained to locally varying channel proportions. Fig. 10 shows an example considering an input areal proportion map: (a) isometric view of ﬁnal model with well locations and input areal proportion map, (b) input areal proportion map (derived from seismic, historical production data, or geological interpretation), and (c) reproduction of areal proportions in ﬁnal modelFthe large scale features are reproduced quite well. Fig. 11 shows an example with a vertical proportion curve: (a) isometric view of ﬁnal
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Fig. 7. Isometric views of some models created by fluvsim program (a) base case channel model, (b) decreased channel sinuosity, (c) increased channel sinuosity, and (d) model with crevasse splay sands (dark grey) and levee sands (light grey).



Fig. 8. Fence diagram through two models showing diﬀerent channel width parameters (a) base case channel model, and (b) relatively wide channels.



model with well locations, (b) input vertical proportion curve (derived from well data or geological interpretation), and (c) reproduction of vertical proportions in ﬁnal modelFthis is a cross section view in the Y direction (looking to the top left of page).



7. Conclusions Reservoir modeling proceeds sequentially. One reservoir model is built at a time to create a family of multiple equiprobable stochastic reservoir models. Each major reservoir layer bounded by chronostratigraphic surfaces is modeled independently and then combined in a ﬁnal reservoir model. Within a layer, the distribution of channel complexes is modeled to honor well data and



perhaps locally varying facies proportions. Channel, levee, and crevasse sand objects are then positioned within each channel complex to honor well data and a more detailed representation of the facies proportions. Finally, in object-speciﬁc coordinate systems, porosity and permeability are modeled. A simple approach to add levee and crevasse sands was described. The levees are added stochastically to the right and left bank of the channel sands. A number of parameters are required to specify the size. The levees may be breached in times of ﬂooding causing the deposition of crevasse splay sands. These objects are modeled with random-walker-based templates. An objective function can be written to enforce reproduction of facies proportions and local well data.
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Fig. 9. Example showing channel model constrained to four wells (a) isometric view of ﬁnal channel model, (b) decrease of total objective function versus the number of iterations, and (c), (d), and (e) cross sections through wells showing how sand/shale intersections are honored.



Fig. 10. Example showing reproduction of input areal proportion map, (a) isometric view of ﬁnal model with well locations and input areal proportion map, (b) input areal proportion map (derived from seismic, historical production data, or geological interpretation), and (c) reproduction of areal proportions in ﬁnal modelFlarge scale features are reproduced well.



Fig. 11. Example showing reproduction of input vertical proportion curve, (a) isometric view of ﬁnal model with well locations, (b) input vertical proportion curve (derived from well data or geological interpretation), and (c) reproduction of vertical proportions in ﬁnal modelFthis is cross section view in Y-direction (looking to top left of page).
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Practical implementation of the iterative simulation depends on fast updating of intermediate raster models. An approach, based on facies-object templates, allows fast updating. This, in turn, allows the implementation of true simulated annealing for the optimization procedure instead of steepest-descent algorithms. Realizations with very low objective function values can be generated. The research program fluvsim provides a useful starting point for geologic modelers considering objectbased facies modeling.
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