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ABSTRACT The most important property of the wireless sensor networks deployed for their numerous applications is their self-organizing property. The self-organizing property calls for network decomposition into clusters of specific bound. Several clustering algorithms have been proposed. Message efficiency and attainment of cluster bound are the most important parameters of any clustering algorithm. Lack of sufficient power and bandwidth makes the task of clustering even more challenging. In this paper we propose a memory based message efficient clustering algorithm incorporating a probabilistic approach which predetermines the number of nodes to be included in the next hop. This ensures a message complexity much smaller compared to the other clustering algorithms as no extra message is required for deletion of nodes that exceeds the cluster bound and the cluster bound is attained by acquisition of persistent algorithm on the nodes included in last hop. Moreover along with the message efficient clustering we also propose a node deployment protocol which enhances the lifetime of the network.



Categories and Subject Descriptors C.2.2 [Routing Protocols]: Clustering and efficient node deployment of wireless sensor networks.



General Terms Algorithms, Performance.
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1. INTRODUCTION Wireless sensor network technology finds its applications in diverse fields:-military, environmental monitoring, health, smart households and offices. Wireless sensor networks possess certain characteristics such as rapid deployment, fault tolerance etc. which makes them suitable for use in military communication and intelligence systems. In the field of healthcare, sensor nodes have been deployed to monitor the condition of patients [1]. Sensor nodes have also been deployed for cattle ranch monitoring [2], cattle control [3], zebra herd monitoring [4], etc. Efficient flood forecasting systems utilizing wireless sensor network technology are also being developed [5, 6]. They have an enormous potential to minimize the devastations caused by severe floods in rural and developing regions. With the growing use of wireless sensor networks the size and complexity of the networks will increase. The sensor nodes are essentially low-cost, low-power devices capable of communicating in short distances and processing some data. These sensor nodes are generally densely deployed in the concerned region either in a regular or irregular manner. Wireless sensor networks could get exposed to adverse environments [7] e.g.-wireless sensor networks used for disaster monitoring. Therefore these networks should have a self organizing capability and immune to node failures. Thus it becomes necessary to prevent single points of failure which in turn calls for distributed algorithms. The self-organizing property of wireless sensor networks requires network decomposition into clusters of specific sizes. The main aim should be to minimize the message complexity of the clustering algorithms and to ensure the cluster formed attain the specific bound. Lack of sufficient power in the nodes and limited bandwidth of the wireless medium [1] makes the task of clustering more challenging. The very first clustering algorithm was the expanding ring algorithm. However the no. of messages used by the algorithm in case of dense topologies is too large. Rajesh Krishnan and David Storobinski [8] suggested message-efficient algorithms, based on allocation of local growth budget to neighbors. The two algorithms suggested were the Rapid and Persistent approach. Both are far more efficient in terms of message complexity than the expanding ring approach. The Rapid algorithm generally uses fewer messages than the persistent approach but very often fails to achieve the specified cluster size. The second algorithm is an



improved version of the Rapid approach as it persistently tries to produce a cluster of the specific size in exchange of some extra messages. In this paper we propose a Memory based Message Efficient Clustering (MMEC) algorithm incorporating a probabilistic approach which predetermines the number of nodes to be included in the next hop. The algorithm was developed in the basis of achieving a pinnacle in the lifetime of the network by maintaining its self organization property. It focuses mainly in reducing message complexity. For reducing the energy consumption to a greater extent we also propose an efficient node deployment protocol and we apply our algorithm on the topology created by this protocol. We have also used the latest network programming tool - NS 2.33 in evaluating the performance along with MATLAB 7.8 for the other relevant experimentations. The rest of the paper is organized as follows. Section 2 presents previous work in the field of wireless sensor networks. Section 3 describes our proposed algorithm. Section 4 provides the simulation results. Section 5 concludes our manuscript.



2. PREVIOUS WORKS The clustering algorithms should be able to form bounded-size clusters that too with few messages. The no. of nodes in a cluster should always be as close as possible to the specified bound. However the early clustering algorithms treated size as a secondary factor. Ramamoorthy et al. [9] applied an expanding ring approach which requires an initiator and proceeds in rounds with continuously increasing hop limits. In each round the nodes at a distance of the hop limit for that round get clustered. Eventually on most occasions, the cluster size exceeds the specified bound. Extra nodes were un-clustered using additional message. This approach however could lead to a larger number of messages. Heinzelman et al. [10] proposed a clustering-base approach, called LEACH (Low Energy Adaptive Clustering Hierarchy) with 2 main assumptions: existence of a unique base station and ability of all sensors to communicate directly with the base station. The LEACH protocol selects a certain no. of cluster-heads, which then communicate directly with the base station whereas other nodes send data to the base station through the cluster-heads. Also the LEACH protocol allows different nodes to be cluster-heads at different times, thus allowing conservation of energy. Other work related to LEACH includes the PEGASIS protocol [11] in which nodes form a chain to facilitate further energy conservation. The LEACH protocol is a very important work in the field of wireless sensor networks. But our work substantially differs from it. Subramanium and Katz [12] proposed general architectural guidelines for wireless sensor networks and also explained the superiority of multi-hop communication over single-hop communication. They also proposed a clustering approach quite similar to the Expanding Ring algorithm of Ramamoorthy et al [8]. The only difference is that the initiator increases its power rather than the hop count. For each round the initiator sends message and all the sensors within the initiator’s communication range respond to it and get clustered. At the end of each round the initiator increases its power and hence its communication range. This process continues till the cluster size attains a value between a certain minimum and maximum bound. It has been already



shown that the message efficiency of this approach can be very low but the energy of the node that becomes an initiator on any round loses its power exponentially and hence affects the lifetime of the network. Rajesh Krishnan and David Starobinski [8] proposed two clustering algorithms namely Rapid and Persistent both of which have a far lower message complexity compared to the Expanding Ring approach especially in case of dense topologies. Both of them are based on allocation of local growth budgets to neighbors. For the Rapid algorithm, the initiator is assigned a budget B, of which it accounts for itself and evenly distributes the remaining B-1 among its neighbors. The neighbors who are allocated budgets then account for themselves and distribute the remaining among its neighbors. This process continues till the budget gets exhausted. In case of Rapid algorithm if a node doesn’t have a neighbor to allocate budget then that budget doesn’t get allocated and hence the specified cluster bound might not be attained. The Persistent algorithm is nothing but a recursive elaboration of the Rapid algorithm which provides a much better worst case performance in terms of the cluster size produced. In Persistent algorithm, if a budget doesn’t get allocated by a node then it returns that budget to its parent for reallocation of that budget. This way Persistent algorithm manages to achieve the specified cluster bound which the Rapid algorithm failed to achieve in many cases. In the same paper Rajesh Krishnan and David Starobinski [8] showed the worst case message complexities of the clustering algorithms. They proved that the worst case message complexity of the Rapid and the Persistent algorithms are B and 2B2 respectively where B is the specified cluster bound. So in extreme cases persistent algorithm may use a large number of messages for achieving the desired budget. In next section we describe our algorithm which attains the budget with a very low message complexity even in those extreme cases where the persistent algorithm fails in achieving low message complexity.



3. PROPOSED WORK The Wireless Sensors are spatially distributed in a certain topology to co-operatively monitor physical or environmental conditions. But this spatial distribution must follow certain pattern. Here we also propose a justifiable protocol for distribution of sensors for increasing the energy saving efficiency in a given network. We have used the discrete radio model [13] in framing this protocol. Our intension is to make the motes to operate at the lowest possible power level considering the power level definitions as in [13]. Moreover there is no meaning to place two sensors at some nearby regions as both of them would collect the same data. For an efficient and economic approach one must optimize the deployment of sensors. This is the part of deployment protocol. For achieving this we divide the field in n squares of edge length ‘a/ n’ for the deployment of ‘n’ sensor motes in a square field of edge length ‘a’. This is shown in Figure 1. The nodes are deployed within each such sub squares on a randomly occupying any position in that. For explanation we deployed two motes in one sub square and it can be seen that the sensing region of those nodes are overlapping at the lowest possible power level. Thus there is no need to place two sensors within such close proximity or in more generalized way in same



such square block. But if it is so it would be more power saving to switch one of the sensors off while the other does not get exhausted in terms of power. Now it can be also seen in Figure 1 that by following this protocol each sensor has eight sensors surrounding its sensing region. Now two particular sensors communicate at the lowest power level settings and hence the message transmit cost will also be low and hence enhances the lifetime of the network. As per the above theory it is clear that a single sensor can communicate with at the most of 8 sensors to a minimum of 1.



Figure 2. Ring formation containing the number of nodes included in each hop of expanded ring algorithm in the densest topology criterion



Figure 1. Representation of sensor deployment protocol to be adopted for enhancement of lifetime in wireless sensor network The sensor deployment protocol being briefly described let us come to our main purpose of self organizing the wireless sensor networks. Reduction of the number of message heads, fulfillment of the allocated budget and reduction of the number of cluster formed are the prime initiatives in designing this algorithm. The expanded ring search is sickened with a vast message complexity for a topology where surface sensor density is high and persistent algorithm has a disadvantage when the cluster occurs at the worst case phenomenon. So with the assumption of our defined node deployment protocol a dense topology thus means the condition where one sensor can communicate with all the eight possible neighboring sensors. When Expanded Ring search is employed in the clustering process the cluster size increases somewhat in the form of a ring with increasing radius. Now in a topology where each sensor can communicate with the entire eight possible neighbors, the case of maximum dense topology, the ring expands with the number of nodes included in each hop in the sequence 8, 16, 24, 32… It signifies that the number of nodes included in the first hop is 8, the second hop 16 and so on. The reason for the increase of nodes in this pattern is as follows. In the first hop the initiator that is the node from which the clustering starts includes all the 8 sensor nodes which are its neighbor. Thus the first ring is a square of 8 nodes. Now continuing in such a way the next ring would be a square containing 16 nodes, the next of 24 nodes and so on. This is shown in Figure 2 with the node at the center without marker color as the cluster leader.



Considering the general case where the number of nodes with which a sensor can communicate varies from 1 to 8. So if in the first hop it includes ‘x’ nodes then in the next hop it can include amongst any of the (8-x) un-clustered and the 16 nodes that may be available for clustering in the next ring. So in any hop the number of nodes that can be included includes the number of unclustered nodes that are expected to have been clustered and the number of nodes that are expected to be clustered in the next hop. Here we introduce an expectation ‘e’ which predetermines the expected number of nodes that can be included in the next hop. This expectation is based on the memory of the number of nodes included in the previous hops. By doing so we can predetermine the number of nodes in the cluster that could be present after the next hop and we could prematurely terminate the algorithm if the expected number of nodes included in the next hop is far more that the allocated budget. The action that the algorithm proposed will take after the ith hop is summarized below. Now let us give the name to certain variables which are important for the development of this algorithm. Let xi be the number of nodes included in the cluster in ith hop, the budget allocated that is the maximum number of nodes that are included in the cluster be ‘B’, the total number nodes in the cluster after ith hop be zi, the probability of including nodes in ith hop be pi and the expected number of nodes to be included in ith hop be ei. Here the main motive is to calculate ei.. Now in the (i+1)th hop the maximum number of nodes that can be included is the number of nodes in the (i+1)th ring and the number of un-clustered nodes that could have been clustered within the ith ring. The number of nodes in the (i+1)th ring as per above distribution protocol is equal to 8*(i+1). Now the maximum number of nodes that can be expected to get include in the cluster after ith hop is 1+ 8+ 16+…. + 8*i. By using arithmetic progression summation formula, this sum is equal to 1+4*i*(i+1). So if zi be the number of nodes in the cluster after the ith hop then the number of nodes that could have been not clustered is equal to (1+ 4*i*(i+1) - zi ). So the actual number of nodes that can be included in the cluster in the (i+1)th is equal to 8*(i+1)+ (1+ 4*i*(i+1) - zi ).



Similarly the actual number of nodes that can be included in the cluster in the ith hop is 8*i+ (1+ 4*i*(i-1) - zi-1) (which is the same equation as above but got by just replacing i by i-1). Now the actual number of nodes included in the ith hop is zi. Now ei was the expected number of nodes that was expected to be included in the ith hop. Ideally zi and ei is expected to be the same but it is not so always. There is always a difference between these two variables. So we have to incorporate this difference in the expected number of nodes to be included in the next hop. Thus we not only determine the expected number of nodes based on the memory of inclusion of nodes in the previous hop but also the result obtained by this algorithm in the previous hop. Hence expected number of nodes ei+1 to be included in the next hop is given by the equation ei+1 = pi+1*(8*(i+1) + (1+ 4*i*(i+1) - zi))+ zi – ei



-(1)



where pi+1, the probability of the inclusion of nodes in the (i+1)th hop is given by the equation pi+1 = zi / (8*i + (1+ 4*i*(i-1) - zi-1))



-(2)



It is quite clear that the expectation e in any hop my not be an integer. So it is rounded of to the nearest possible integer. This expected value of ei+1 is then added to the number of nodes in the cluster after the last hop that is zi. If this summation is less than the budget plus a certain fraction ‘ ’ of it then the cluster is allowed to progress to its next hop and the excess nodes formed will be deleted. But if the opposite happen then a pre-mature termination takes place and the number of nodes which falls short from the budget gets added up by persistent algorithm by choosing a certain number of nodes included in the last ring as the dummy cluster heads. It will always try to approach the budget as much it can. Now this fraction is set at most 10% of the budget ‘B’ to restrict the number of excess nodes added to the cluster beyond the bound B. By doing this not only the message complexity is greatly reduced but also the budget requirement is also fulfilled. Thus memory based message efficient clustering (MMEC), which is the name give to this algorithm, theoretically provides us with enhancement of lifetime of the network with message efficiency and budget fulfillment as the major achievements. The mathematical proof is provided in the lemma discussed below and the experimental proof is discussed in the next section. Now we provide a lemma that proves mathematically the acceptability of this algorithm as compared to expanded ring algorithm and persistent algorithm and here we used the message complexity analysis of [8]. Lemma 1. Finding out the message complexity of MMEC Let the number of nodes deployed in a network be ‘n’ and the budget be ‘B’. If we assume that our algorithm successfully stops the expansion of the ring when it gets the signal of inclusion of excess nodes in the next hop then we let the number of nodes included in the cluster to be ‘x’. So as per [8] the number of messages exchanged till then would be ‘x-1’ and the total maximum number of messages required to form the cluster would be MERmessagemax = x-1+ (B-x) 2 2



-------------------------------------------------------------------------------Our model in algorithm form is given below with assumption that every node has a unique node ID and every node knows it neighbor: -------------------------------------------------------------------------------/*the variables used are first enlisted*/ /* ’layer’ is a 2 D array comprising the nodes in the different layer of the cluster, ith row indicates ith layer and jth column indicates the jth node included in the ith layer */ /* ’node’ is a 1 D array storing the node ID’s of all the nodes */ /* ‘n’ indicates the number of nodes */ /* ‘layer number’ is the last layer number */ /* ‘lastlayersize’ is the layer size of the last layer to be included in the cluster */ /* ‘clust’ keeps the count of the cluster size */ /* ‘e’ is the number of nodes expected to be included in the cluster in the next hop*/ /* ‘Initiator’ is the cluster head */ /* ‘Budget’ is user defined and ‘threshold’ is taken as 0.1*Budget*/ 1. set layer (1, 1) =Initiator 2. set lastlayersize=1 3. set clust=1 4. set e=0; 5. set layernumber=1 6. While clust + eBudget 6.6.1. break 6.6.2. end if 6.7. end while 7. If clust>Budget 7.1. Messages is sent for extra nodes to be deleted 7.2. end if 8. If clust


(3)



This is way less than n and B which is the maximum bound to the message complexity of expanded ring algorithm and persistent algorithm respectively as proved in [8].



In the section to follow the experimental results are provided which supports the method been proposed here.



4. EXPERIMENTAL SIMULATIONS We made the first simulation of our algorithm in NS 2.33 in Fedora 12 operating system for clustering of 80 sensor motes as budget among 400 motes. We obtained the actual number of nodes included in each hop and in each hop. We included the above mentioned data in Table I for 10 distinct topologies. A star mark indicates that the expansion of ring is stopped and rest of the nodes is included by persistent algorithm in the next hop. Table I. The number of nodes included in a cluster in each hop and the number for MMEC when a budget of 80 is allocated. From the table we see that the error in estimation the number of TOPOLOGY
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of the ring. Keeping this in mind we employed MMEC, expanded ring algorithm and persistent algorithm in topologies of varying node density. We have excluded rapid algorithm for performance evaluation as if MMEC outperforms persistent there is no need to compare its performance with rapid and here it happens to be so. By node density we mean the number of nodes per unit area of the field. We have varied the node density from 0.01 to 0.1 and performed the simulation in clustering of 500 motes as a bound among 5000 deployed motes as per the mentioned node deployment protocol in Section 3. This simulation was carried out in MATLAB 7.8. We could have done that in NS but it is quite laborious as we would have to define the node connection for all nodes. Moreover we have obtained the applicability of our algorithm and hence it is justified to simulate in MATLAB platform. Taking into consideration the discrete radio model we also calculated the power lost in the single cluster formation for varied values using the node deployment protocol as discussed above and in random node deployment without any discipline. In Figure 3. we have plotted the number of message exchanged for each algorithm with varying node density. From the Figure we see that with increase in node density the number of message exchanged for MMEC remains fairly the same. The persistent algorithm however follows the message exchanged with MMEC for lower values of node density but shows a increase at higher values of it. Expanded ring algorithm comes nowhere in the picture as it has very high message complexity. MMEC proves 11.2% better than persistent and 153% better than expanded ring algorithm at the node density value of 0.1in terms of number of message exchanged. Thus a significant improvement in messages exchanged is observed for the MMEC clustering algorithm.



*



26



10



7



TOPOLOGY



Error in determining the number of nodes included in each hop



-



No. No. 1



No. 2



No. 3



No. 4



No. 5



No. 6



No. 7



1



-



-4



-2



0



1



0



0



2



-



-3



3



-2



1



-



-



3



-



4



-2



0



-1



-



-



4



-



4



1



-1



0



-



-



5



-



7



-4



2



1



-1



-



6



-



2



-3



-2



-5



-



-



7



-



1



2



-1



0



-



-



8



-



-1



0



1



0



-



-



9



-



-2



-5



-4



-2



-1



-1



10



-



-5



-3



1



-1



-



-



nodes to be included in the next hop converges almost to 0 for greater hops and hence when the budget size increases our algorithm estimates the number of to be included in the next hop more appropriately and hence can effectively stops the expansion



Figure 3. It shows the number of message exchanged for various values of node density for the discussed and proposed clustering algorithms of clustering of 500 nodes In Figure 4. we have shown the energy expense in one cluster formation for varying node density. The energy required for formation of cluster of 500 nodes using the node deployment



protocol is much less as compared to random deployment and hence justifies its suitability for clustering and even employing routing algorithms for wireless sensor network.



Figure 4. Comparison graph of the energy required for cluster formation of 500 nodes by using deployment protocol and random deployment



5. CONCLUSION AND FUTURE WORK Thus MMEC reduces the message complexity to a greater extent than persistent algorithm. The number of messages exchanged in the worst case scenario is far less as compared with persistent, as proved mathematically in lemma 1, is the magnificent outcome of MMEC. Further the node deployment protocol provides an added advantage in increasing the lifetime of the network. This algorithm can be modified to a greater extend by reducing the error factor to as low as possible. If the error factor reduces to zero in the early hops then the expectation of the number of nodes included in each hop can be correctly judged and hence the result would be a message complexity tending more towards the allocated budget in various distinct topologies.
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