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Forces in the double pendulum For the engineering of mechanical systems with a complex interplay of regular and chaotic behavior it is important to know the forces involved. It is shown how they can be computed and their time development evaluated. Characteristic features of periodic, quasiperiodic, and chaotic motion are identified. Classical methods such as Fourier transform and various statistics are used and compared to a redundant version of wavelet analysis. The latter is proposed as the most informative coherent representation of the distribution of times, frequencies, and amplitudes. Keywords: double pendulum, chaos, forces of constraint, wavelets
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Introduction



The planar double pendulum has served as a paradigm for chaotic dynamics in classical mechanics, ever since it was discovered that it displays one of the most beautiful examples of the transition to global chaos via the decay of a last surviving Kolmogorov-Arnold-Moser (KAM) torus [8, 9]. The character of its motion changes dramatically as the energy is increased from zero to infinity. At low energies, it represents a typical case of coupled harmonic oscillators, hence in this limit it is integrable. At very high energies, it is again integrable because the total angular momentum is a second conserved quantity besides energy. At intermediate energies, however, it exhibits a bewildering richness of more or less chaotic features. Given that the general set of physical double pendulums is a three-parameter family of systems, it should not be surprising that only part of the full complexity has been revealed to date. Attempts to do so employed Melnikov’s method [3] and extensive numerical studies [10]. In all studies of chaotic dynamics so far, an important aspect has been left out: the analysis of forces and their time development. The present paper is intended to fill this gap. As a practical application for double or multiple pendulums we think of amusement rides. Engineers who plan to build such machines must be in the position to calculate forces and momenta acting on the bearings. We show how they are calculated and discuss methods for studying their long time behavior. The analysis is easily extended from two to more degrees of freedom. The basic tools are of course well known. We use Lagrange’s equations of the first kind to identify the forces of constraint and to calculate their time course from the kinematics of the angles. This is the subject of Section 2. It turns out that to evaluate the forces in the general case, two more parameters µ1 and µ2 must be considered besides the three characteristics A, α, β for the kinematics. But rather than making any attempt to explore this five dimensional parameter space, we illustrate the principles with the standard choice (22). In Section 3 we briefly recall the main features of the kinematic behavior in its dependence of the total energy. We then turn to the forces and in Section 4 derive limits for their maximum possible values. This may suffice as a first estimate of their order of magnitude, but ignores all the interesting details of their time development. The following two sections are the main body of our paper. In Section 5 we discuss standard methods of evaluation in relation to periodic, quasiperiodic, and chaotic modes of behavior. Time series are displayed in different presentations, Fourier spectra, autocorrelation functions and various histograms are determined. It is argued that while these methods are well suited to describe periodic and quasiperiodic behavior, they are less apt to cope with chaos. Therefore we advocate, in Section 6, the use of wavelet transforms. They lead to a pictorial representation which we think is an intuitively appealing and adequate medium to evaluate the characteristics of motion with “time dependent power spectra”.
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Basic equations



Consider two rigid bodies 1 and 2 with centers of gravity S1 and S2 , the first of which is allowed to rotate about a fixed horizontal axis A1 , the second coupled to the first along an axis A2 which is fixed in the first body, see Fig. 1. A2 is parallel to A1 . The configuration of this planar double pendulum is described by the two angles ϕ1 and ϕ2 as shown in the figure. Let m1 and m2 be the masses of the two pendulums, Θs1 and Θs2 their moments of inertia with respect to their respective centers of mass. We denote the distances between Ai and Si by si , and by a the distance between
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Figure 1: Planar double pendulum. Axis A1 is fixed in space, A2 fixed in the first body. A1 , A2 , and the center of gravity S1 are assumed to lie in the same plane which forms the angle ϕ1 with the direction of gravity. The configuration of the outer pendulum is given by ϕ2 .



the two axes. In order that (ϕ1 , ϕ2 ) = (0, 0) be the stable equilibrium position, we must require s2 ≥ 0



and



m1 s1 + m2 a ≥ 0.



(1)



Within that constraint, s1 or a may be negative. There are three unstable equilibria (ϕ1 , ϕ2 ) = (0, π), (π, 0), and (π, π). We shall be interested in the motion of this planar double pendulum and in the forces acting on the axes, along the directions A1 S1 and A2 S2 . The standard procedure to derive equations of motion and expressions for the forces of constraint, is the method of Lagrange’s equations of the first kind, i. e., we start with the assumption that S1 = (x1 , y1 ) and S2 = (x2 , y2 ) can move freely in the (x, y) plane, and later use Lagrange parameters to eliminate two degrees of freedom by means of the constraints !



f1 (r1 ) := r1 − s1 = 0



and



!



f2 (r2 ) := r2 − s2 = 0.



(2)



Here r1 and r2 are polar coordinates defined by (x1 , y1 ) =(r1 sin ϕ1 , −r1 cos ϕ1 ), (x2 , y2 ) =(x1 , y1 ) + ((a − s1 ) sin ϕ1 + r2 sin ϕ2 , −(a − s1 ) cos ϕ1 − r2 cos ϕ2 ).



(3)



It is straightforward to write down the kinetic and potential energy contributions Ti and Vi of the two pendulums: T1 = 12 (Θs1 + m1 r12 ) ϕ˙ 21 +



1 2 1 2



m1 r˙12 £ T2 = 12 (Θs2 + m2 r22 ) ϕ˙ 22 + m2 (a + r1 − s1 )2 ϕ˙ 21 + 2(a + r1 − s1 )r2 ϕ˙ 1 ϕ˙ 2 cos(ϕ2 − ϕ1 )



(5)



+ 2((a + r1 − s1 )r˙2 ϕ˙ 1 − r2 r˙1 ϕ˙ 2 ) sin(ϕ2 − ϕ1 ) ¤ + r˙12 + r˙22 + 2r˙1 r˙2 cos(ϕ2 − ϕ1 ) V1 = m1 g (s1 − r1 cos ϕ1 ) V2 = m2 g (a − (a + r1 − s1 ) cos ϕ1 ) + m2 g (s2 − r2 cos ϕ2 )



(6) (7)



From the Lagrangian L = T1 + T2 − V1 − V2 and Hamilton’s principle Z ! δ (L + λ1 f1 + λ2 f2 )dt = 0



(4)



(8)



we recover the constraints by variation of λi . This implies r˙i = 0 and r¨i = 0 which simplifies the rest of the equations. Variation of ri produces the forces of constraint. The force λ1 acts on axis A1 in the direction of A2 , λ1 =(m1 + m2 )g cos ϕ1 + (m1 s1 + m2 a)ϕ˙ 21 £ ¤ + m2 s2 ϕ˙ 22 cos(ϕ2 − ϕ1 ) + ϕ¨2 sin(ϕ2 − ϕ1 ) ,



(9)
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and λ2 acts on A2 in the direction of S2 : λ2 =m2 g cos ϕ2 + m2 s2 ϕ˙ 22 £ ¤ + m2 a ϕ˙ 12 cos(ϕ2 − ϕ1 ) − ϕ¨1 sin(ϕ2 − ϕ1 ) .



(10)



To evaluate the time development of these forces, we need the equations of motion for the angles ϕi . They derive from the Lagrangian with ri = si = const inserted: L = 12 (Θ1 + m2 a2 )ϕ˙ 21 + 12 Θ2 ϕ˙ 22 + m2 s2 a ϕ˙ 1 ϕ˙ 2 cos(ϕ2 − ϕ1 ) − (m1 s1 + m2 a)g (1 − cos ϕ1 ) − m2 s2 g (1 − cos ϕ2 ).



(11)



Here the moments of inertia are related to the respective points of suspension, Θi = Θsi + mi s2i . It is convenient to choose appropriate units in order to reduce the number of parameters in the equations. With lengths measured in p units of a, times in units of a/g, energies in units of (g/a)Θ2 , the scaled Lagrangian becomes L = 21 Aϕ˙ 21 + 12 ϕ˙ 22 + α ϕ˙ 1 ϕ˙ 2 cos(ϕ2 − ϕ1 ) − β (1 − cos ϕ1 ) − α (1 − cos ϕ2 ),



(12)



with only three independent dimensionless parameters A=



Θ1 + m 2 a 2 , Θ2



α=



m 2 s2 a , Θ2



β=



(m1 s1 + m2 a)a . Θ2



(13)



From the positivity of the moments of inertia, or of the kinetic energy, one has the requirement A > α2 . Introducing canonical momenta by pi = ∂L/∂ ϕ˙ i , the system’s Hamiltonian becomes H=



1 p21 − 2α p1 p2 cos(ϕ2 − ϕ1 ) + Ap22 + β(1 − cos ϕ1 ) + α(1 − cos ϕ2 ). 2 A − α2 cos2 (ϕ2 − ϕ1 )



(14)



It is of course a constant of motion, H = E = const,



(15)



P and in general there is no other. From the kinetic energy T = 12 pi Tij pj , we identify a matrix T = Tij µ ¶ 1 1 −α cos(ϕ2 − ϕ1 ) T= . −α cos(ϕ2 − ϕ1 ) A A − α2 cos2 (ϕ2 − ϕ1 ) Using this matrix, we find that the equations of motion may be written in the form ¶ ¶ µ µ ϕ¨1 −β sin ϕ1 + α ϕ˙ 22 sin(ϕ2 − ϕ1 ) . =T −α sin ϕ2 − α ϕ˙ 21 sin(ϕ2 − ϕ1 ) ϕ¨2 The scaling of forces in units of (g/a2 )Θ2 gives £ ¤ λ1 =(µ1 + µ2 ) cos ϕ1 + β ϕ˙ 21 + α ϕ˙ 22 cos(ϕ2 − ϕ1 ) + ϕ¨2 sin(ϕ2 − ϕ1 ) £ ¤ λ2 = µ2 cos ϕ2 + α ϕ˙ 22 + µ2 ϕ˙ 21 cos(ϕ2 − ϕ1 ) − ϕ¨1 sin(ϕ2 − ϕ1 )



(16)



(17)



(18) (19)



where µ1 and µ2 are two additional parameters, µ1 =



m1 a2 , Θ2



µ2 =



m2 a2 . Θ2



(20)



Eliminating ϕ¨1 and ϕ¨2 with the help of (17), we obtain the forces of constraint in the form λi = λi (ϕ1 , ϕ2 , ϕ˙ 21 , ϕ˙ 22 ).



(21)



These equations describe the motion and forces of constraints for all possible double pendulums. The standard case with two equal mass points, at the ends of massless rods of equal length, has the values A = 2,



α = 1,



β = 2,



µ1 = µ2 = 1.



All numerical computations in this paper will be done with this particular set.



(22)
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Characteristics of the motion



The equations of motion derived from the Lagrangian (12) contain a surprisingly rich dynamical behavior [8, 9]. The four-dimensional phase space is foliated by energy surfaces H = E whose topological type changes at the equilibrium values E = 0, 2α, 2β, and 2(α + β). The energy surface is a 3-sphere S3 for energies between 0 and min(2α, 2β), and a 3-torus T3 for energies above 2(α + β). At low energies E → 0, the motion is a superposition of harmonic oscillators of eigenfrequencies ω1 and ω2 given by 2 ω1,2 =



´ ³ p 1 1 2 + 4βα3 . β + αA ± (β − αA) 2 A − α2



With the standard parameters this is √ 2 ω1,2 =2± 2 ⇒ ω1 = 1.848,



ω2 = 0.765.



(23)



(24)



√ The frequency ratio is W = ω1 /ω2 = 1 + 2. Such a motion is of course integrable because the energies of the individual eigenmodes are conserved quantities. The energy surface S3 is foliated by invariant tori T2 . The motion is also integrable at high energies E → ∞, or vanishing gravity, which may be realized by turning the double pendulum into a horizontal plane. The second constant of motion besides the total energy is then the total angular momentum L = p1 + p2 . The possible values of L are −Lmax ≤ L ≤ Lmax where L2max = 2E(A + 1 + 2α).



(25)



A given energy surface is again foliated by invariant Liouville-Arnold tori, but as discussed in [8], these are of different type depending on whether L2 is smaller or larger than L2sep , with L2sep = 2E(A + 1 − 2α).



(26)



For large total angular momenta, L2 > L2sep , each given L corresponds to a torus where ϕ1 proceeds in a rotational motion (the direction depending on the sign of L), and the relative angle φ = ϕ2 − ϕ1 oscillates around the value 0. Physically speaking, the outer pendulum performs oscillations in a centrifugal potential. At the separatrix values L = ±Lsep , the relative angle φ reaches the position π which corresponds to an unstable rotation of the folded double pendulum. At lower values, L2 < L2sep , both angles ϕ1 and φ rotate. For a given value of L, there exist two tori of this kind, differing in the sense of rotation. At intermediate energies, the motion is non-integrable. An extensive discussion of the onset of chaos, as E is lowered from infinity towards zero, was given in the movie [9]. Around E ≈ 10, the system provides a beautiful example of the onset of global chaos via the decay of the “golden torus”, i. e., of the last surviving KAM torus whose winding number is the golden section. A convenient representation of this behavior is given in terms of Poincar´e sections and maps. The equations of motion are integrated, and whenever the double pendulum is in the stretched configuration ϕ1 = ϕ2 , or φ = 0, with φ˙ > 0, we record the values (ϕ1 , L) of the two-dimensional “surface of section” in the three-dimensional energy surface. The set of values (ϕ1 , L) is called the Poincar´e plane P, and the map P : P → P which assigns a given intersection (ϕ1 , L) the next one along the trajectory, is called the Poincar´e map. A comprehensive survey is given in the series of nine pictures in Fig. 2. Fig. 2a shows the case E = ∞. The horizontal lines are intersections of the invariant tori L = const with the Poincar´e surface of section. They are each generated from 500 successive iterations of the Poincar´e map. The colors indicate the type of motion. Yellow: positive rotation of ϕ1 and oscillation of φ; orange: negative rotation of ϕ1 and oscillation of φ; blue: both ϕ1 and φ oscillate in positive direction; green: negative rotation of ϕ1 and positive rotation of φ. (The time reversed motion of blue and green type is not represented in this picture; it could be obtained with the condition φ = 0, φ˙ < 0.) The white lines are images of the line ϕ1 = 0 under one iteration of P . At given L, their value ∆ϕ1 tells how much the angle ϕ1 advances for each period of the relative angle φ. If ∆ϕ1 /2π is a rational value m/n, with m ∈ Z and n ∈ N, then the motion is periodic: m periods of ϕ1 correspond to n periods of φ. At the boundary between blue and green tori there is a conspicuous case of ∆ϕ1 = 0 which develops into a strong resonance at finite values of E, cf. Fig. 2b: under the influence of gravity, the first pendulum oscillates while the second rotates with the same period. The sequence of pictures in Fig. 2 shows that two major chaotic regions develop from the boundaries between yellow/blue (upper chaos) and orange/green (lower chaos). Rational tori with low integers m, n develop into
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Figure 2: Poincar´e sections φ = 0, φ˙ > 0 of nine energy surfaces for the standard double pendulum. The individual pictures show L vs. ϕ1 , with ranges −π ≤ ϕ1 ≤ π and −Lmax ≤ L ≤ Lmax . The energy values are a: E = ∞, b: E = 50, c: E = 10, d: E = 8, e: E = 6, f: E = 4, g: E = 2, h: E = 1, i: E = 0.5.



resonances whereas irrational tori survive until about E = 10. The last torus to survive before √ the two chaotic regions merge at E = 10.352... [6], can be shown to possess the golden winding ratio ∆ϕ1 /2π = ( 5−1)/2. Around E = 4, all stable resonances have disappeared; as far as numerical analysis can tell, the motion seems to be ergodic. When E decreases further, new resonances emerge from the chaos, and below E ≈ 1, invariant tori dominate the picture again.
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Limits to the forces of constraint



Before we study the time development of the forces of constraint λi , we shall determine the maximum values λmax , 1 for given values of ϕ1 , in the stretched configuration ϕ1 = ϕ2 . To this end, we consider the energy E = 21 Aϕ˙ 21 + 12 ϕ˙ 22 + α ϕ˙ 1 ϕ˙ 2 + (α + β)(1 − cos ϕ1 )



(27)



and the force λ1 as given by (18): λ1 = (µ1 + µ2 ) cos ϕ1 + β ϕ˙ 21 + α ϕ˙ 22 .



(28)
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Figure 3: Polar diagrams (λi (t), ϕi (t)) of forces λ1 (left) and λ2 (right) for a typical chaotic trajectory with energy E = 20. The enclosing curve gives the maximum values for stretched configurations, see Equation (34).



The constancy of energy, dE = 0, and the extremum condition dλ1 = 0 define two ellipses in the (ϕ˙ 1 , ϕ˙ 2 ) plane. It is elementary to find that these ellipses are tangent to each other on the lines ´ p ϕ˙ 2 1 ³ = β − αA ± (β − αA)2 + 4βα3 =: γ1,2 . (29) 2 ϕ˙ 1 2α It turns out that the plus sign leads to the minimum of λ1 at the conditions assumed, whereas the minus sign gives the maximum we are looking for. Hence we take γ2 =: γ in the following formulas. Inserting this into the energy equation (27), we obtain ϕ˙ 21 =



2(E − (α + β)(1 − cos ϕ1 )) , 2 A + 2α γ1,2 + γ1,2



(30)



derives as from which λmax 1 λmax = (µ1 + µ2 ) cos ϕ1 + 2(E − (α + β)(1 − cos ϕ1 )) 1



β + α γ2 . A + 2α γ + γ 2



(31)



In complete analogy, the maximum values of λ2 are obtained as λmax = µ2 cos ϕ1 + 2(E − (α + β)(1 − cos ϕ1 )) 2



µ2 + α δ 2 , A + 2α δ + δ 2



(32)



where δ :=



´ p 1 ³ µ2 − αA − (µ2 − αA)2 + 4µ2 α3 . 2 2α



(33)



It is of course assumed that E ≤ (α + β)(1 − cos ϕ1 ); otherwise the angle ϕ1 cannot be reached by lack of energy. Let us interpret these results. At energy E = (α + β)(1 − cos ϕ1 ), only the forces of gravity act on the axes. For larger energies, the extra centrifugal forces increase linearly with E. The rate of increase depends on the relative motion of the two pendulums. It is interesting that at fixed E, the maximum values of both λ1 and λ2 occur when the two pendulums move in opposite directions, ϕ˙ 2 /ϕ˙ 1 < 0. For the standard pendulum (22), we find √ λmax = 2 cos ϕ1 + 2(2 + 2) (E − 3(1 − cos ϕ1 )), 1 (34) √ λmax = cos ϕ1 + (3 + 5) (E − 3(1 − cos ϕ1 )). 2 It is not necessarily true that λmax > λmax . If µ2 > β, the force on the second axis increases faster than that on 1 2 the first, hence for sufficiently large energies we then have λmax > λmax . 2 1
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Looking at the ϕ1 -dependence of these forces, it is obvious that the maximum values are obtained with ϕ1 = 0, when gravity and centrifugal forces act in the same direction. In the neighborhood of the unstable equilibrium ϕ1 = π, it is not necessarily true that the maximum forces occur in the stretched configuration ϕ1 = ϕ2 . But similar calculations may be carried out for other cases, such as (ϕ1 , ϕ2 ) = (π, 0), for example. However, for an estimate as to the range in which the forces may vary, the above considerations are sufficient. In Fig. 3 we give an example for the polar diagrams obtained if we plot the time course of forces and angles, taking (λ1,2 (t), ϕ1 (t)) as polar coordinates. For a typical chaotic trajectory with energy E = 20, the actual values of the forces are seen to stay well within the boundaries given by Equations 34. But it is also apparent that if λi (t) are considered as functions of time, most relative maxima do not even come close to λmax . To get a more detailed understanding, i we therefore turn our attention to the temporal behavior of the forces.
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Figure 4: Time development of the forces λ1 (left) and λ2 (right) for a periodic trajectory: E = 50, L = 6.036471.



300.0



300.0



λ1



λ2



150.0



150.0



0.0



0.0



-150.0 0.0



5.0



time



10.0



-150.0 0.0



5.0



time



10.0



Figure 5: Forces λ1 (t) (left) and λ2 (t) (right) for a quasiperiodic trajectory: E = 50, L = 1.25.
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Figure 6: Forces λ1 (t) (left) and λ2 (t) (right) for a chaotic trajectory: E = 50, L = 10.
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Analysis of the time development



Let us consider typical cases of double pendulum motion. Solving the equations of motion (17) by a standard numerical method, we determine the forces with equations (18) and (19). The question then arises as to how the data are best analyzed. In the data presented in the following, initial conditions of trajectories were chosen from the symmetry line φ1 = 0 of the Poincar´e surfaces of section in Fig. 2. This means that both pendulums start from the hanging position, ϕ1 (0) = ϕ2 (0) = 0. The initial momenta are determined from E and L (taking into account φ˙ > 0. The most complete information is given in terms of plots time t versus λi (t). In Figs. 4 to Figs. 6 this is done for three characteristically different trajectories of energy E = 50. Choosing initial conditions close to the major resonance, compare Fig. 2b, we obtain the simple picture of Fig. 4. Quasiperiodic motion is shown in Fig. 5, and chaotic motion in Fig. 6. The qualitative difference of the three cases is obvious, but time series of this kind have the problem that they contain too much information. The distinction of periodic, quasiperiodic, and chaotic motion calls for observation over long times, but then the time in itself is not very interesting. The polar diagrams defined in the previous section discard time as a variable and instead exhibit information on the angle ϕ1 . The compactness of angular variables allows for visual evaluation over longer times (50 units in all diagrams), and for an intuitively clear-cut distinction of the three types of motion, see Figs. 7 through 9.
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Figure 7: Polar diagrams (λ1 (t), ϕ1 (t)) (left) and (λ2 (t), ϕ2 (t)) (right) for the periodic trajectory E = 50, L = 6.036471.
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Figure 8: (λ1 (t), ϕ1 (t)) (left) and (λ2 (t), ϕ2 (t)) (right) for the quasiperiodic trajectory E = 50, L = 1.25.



The pictures suggest two kinds of statistical evaluation. From a practical point of view it is interesting to know the distribution ρ(λm ) of the sizes λm of relative maxima of the forces, and the distribution ρ(∆tm ) of time intervals ∆tm between successive maxima. These are important characteristics for the wear on the material. In Figs. 10 and 11 they are plotted for λ1 . The time series used for these calculations were 100 units long. This is
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Figure 9: (λ1 (t), ϕ1 (t)) (left) and (λ2 (t), ϕ2 (t)) (right) for the chaotic trajectory E = 50, L = 10.



certainly not enough for accurate results, but it suffices to exhibit the differences of the three types of motion. (To produce the histograms, the respective total ranges of λm and the ∆tm interval between 0 and 2 were divided into 50 bins. The absolute values of ρ are reduced to a total of 10 time units.) 20.0
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Figure 10: Relative frequency of maxima of the forces for three trajectories with E = 50: left: L = 6.036471 (periodic), middle: L = 1.25 (quasiperiodic), right: L = 10 (chaotic).
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Figure 11: Relative frequency of time intervals between successive maxima for the same trajectories as in Fig. 10.



The simple periodic motion assumes always the same maximum, with only one value of ∆tm . Some spread is noticeable in the quasiperiodic case, but not nearly as much as for chaotic motion. In the latter case the force maxima seem to fall into two broad regions, and the time intervals between them vary considerably. The standard method to extract typical frequencies and times is of course Fourier analysis [1]. Given λ(t), the Fourier transform is defined as Z ∞ ˆ λ(ω) = λ(t)e−iωt dt, (35) −∞
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Figure 12: Power spectra of trajectories with E = 50: left: L = 6.036471 (periodic), middle: L = 1.25 (quasiperiodic), right: L = 10 (chaotic). 1.0
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Figure 13: Autocorrelation function for the same trajectories as in Fig. 12.



and the power spectrum as 2 ˆ P (ω) = |λ(ω)| .



(36)



The Fourier transform contains the same information as the original time series (which may be recovered by inverse transformation), but the power spectrum ignores its phases. The tradeoff is that the frequencies and their relative weights are more clearly borne out. The same information, but with an emphasis on correlation times, is contained in the autocorrelation function Z ∞ Z ∞ dω C(τ ) = λ(t + τ )λ(t) dt = P (ω)eiωτ , (37) 2π −∞ −∞ where the last equation is the Wiener-Khinchin theorem. Figs. 12 and 13 show, respectively, the power spectra P (ω) on a logarithmic scale, and autocorrelation functions C(τ ) normalized to C(0) = 1, for the same orbits as before. They were determined with the recipes for discrete fast Fourier transforms (FFT) described in [7]. We did not aim for accuracy, but purposefully applied the standard procedure on a relatively short time segment of some 20 units (4096 points with discretization step δt = 0.005), without adjusting its length to the inherent periods. Despite this moderate computational effort, the different types of motion can easily be distinguished. In the periodic case, the spectrum ideally consists of a basic frequency and its higher harmonics. The broadening of individual peaks is an artifact of the analysis but does not spoil the essential features of the picture. The strong non-sinusoidal nature of the motion implies large contributions of the higher harmonics. The autocorrelation function ought to come out periodic; its slow decay in Fig. 13 (left) is again a consequence of the discretization and the finite sampling time. The same is true for the quasiperiodic case where the exact spectrum would still be discrete, but with combinations of incommensurate frequencies. The extra peaks are clearly discernible on the artificial background noise. For chaotic motion, both the power spectrum and the autocorrelation function are dramatically different. The spectrum is continuous, and C(τ ) exhibits a fast decay towards irregular oscillations of low amplitude. The same analysis may be applied to each trajectory of the double pendulum. The overall distinction of periodic, quasiperiodic, and chaotic character is readily reflected in the results. However, certain finer details of
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Figure 14: Time signal of the force λ1 (left), its power spectrum (middle) and autocorrelation function (right) for the chaotic trajectory with E = 6, L = 0.



chaotic motion are not so easily borne out. Consider, for example, the case E = 6, L = 0, i. e., the trajectory starting at the very center of Fig. 2. A typical sample of the time development of the force λ1 (t) is shown in the left part of Fig. 14. Every now and then, but in a completely irregular manner, the behavior changes between chaotic and almost quasiperiodic character. In the histograms for maxima and their time differences, see Fig. 15, this results in a fairly broad distribution (which keeps changing with increasing sampling time), but it is hard to detect in this integral picture the characteristic pattern of the motion. This holds even more true for the power spectrum and the autocorrelation function which are given in the middle and right part of Fig. 14: the traces of quasiperiodicity are lost.
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Figure 15: Relative frequency of maxima of the forces λ1 (t) (left) and relative frequency of time intervals between successive maxima (right) for the chaotic trajectory with E = 6, L = 0.



As a last example, consider the case E = 9, L = 0. The last KAM torus which is still visible in Fig. 2c, has decayed into a Cantorus and does no longer separate the regions of positive and negative total angular momentum L. Its remnants, however, are still an obstacle in phase space so that it takes time for a trajectory to find its way across. In Figs. 16 to 18 we show how the first crossover takes place after some 1500 time units. Up to about time 1480, the motion is genuinely chaotic, with positive L, and for a long time after time 1530, it is again chaotic, but with negative L, see Fig. 16. During the intermediate 50 time units, the recording of angles ϕ1 (t) and ϕ2 (t) in Fig. 17 exhibits nearly quasiperiodic behavior, reminiscent of the no longer existing golden KAM torus. The time development of the forces, see Fig. 18 is less clear in this respect. The analysis in terms of histograms, see Fig. 19, or power spectrum and autocorrelation function, see Fig. 20, does not reveal any of these features. For this reason, we now turn to a different procedure, the method of wavelet transforms, which analyzes the system simultaneously in time and frequency domains.
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Figure 16: Time development of the total angular momentum L for the trajectory with E = 9, L = 0.
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Figure 17: Time development of the angles ϕ1 (left) and ϕ2 (right) for the trajectory with E = 9, L = 0.
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Figure 18: Time development of the forces λ1 (left) and λ2 (right) for the trajectory with E = 9, L = 0.
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Figure 19: Relative frequency of maxima of the forces (left) and of time intervals between successive maxima (right) for the trajectory with E = 9, L = 0.
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Figure 20: Power spectrum (left) and autocorrelation function (right) for the trajectory with E = 9, L = 0.
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Wavelet transform



Wavelet transforms are a relatively new method of time series analysis, providing a rather comprehensive and intuitively appealing picture in both time and frequency. They are integral transforms related to windowed Fourier transforms, with considerable freedom in the choice of basis functions. This allows for adaptation to the given problem and for optimization of various aspects, including the speed of computation. In a windowed Fourier transform, the signal is masked with a time window of given size. This implies that high frequency signals are investigated in finer detail than those in the low frequency domain. For signals with low and high frequency parts the disadvantage is that the different ranges of the spectrum are given unequal attention. Wavelet transforms solve this problem by means of variable time-frequency windows; the signal λ(t) is analyzed with a two-parameter family of basis functions, Z ˇ b) := λ(a,



∞



λ(t)ψa,b (t) dt,



(38)



−∞



where µ 1



ψa,b (t) := |a|− 2 ψ



t−b a



¶ ,



(39)



ˆ a, b ∈ R, a > 0 [2]. The function ψ(t) ∈ L2 (R) is called a wavelet, provided its Fourier transform ψ(ω) satisfies the
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Figure 21: The Mexican hat wavelet (left) and its Fourier transform (right).



admissibility condition Z



∞



Cψ := −∞



2 ˆ |ψ(ω)| dω < ∞; ω



(40)



Cψ is called the Calderon constant. Besides the usual fast decay required for square-integrability, the condition requires the Fourier transform to vanish at zero. The value b is a localization parameter; it determines where in time the signal is analyzed. The value a is a scaling parameter; it determines the wave length and temporal extent of the wavelet. Its inverse gives the frequency ˆ scale; if |ψ(ω)| has its maximum at ω = ω0 , then ψa,b (t) analyzes for contributions around ω0 /a. An example of a wavelet ψ(t) is the Mexican hat function 1 t2 2 ψM (t) := √ π − 4 (1 − t2 )e− 2 (41) 3 √ with Calderon constant Cψ = 83 π, see e.g. [2]. This wavelet and its Fourier transform are shown in Fig. 21. Wavelength and total width of the wavelet are the same order of magnitude. √ The width of the main peak of ψM (t), as given by the zeros, is 2, and the maximum of |ψˆM (ω)| occurs at ω0 = 2. In the following we take ψ(t) = ψM (4t) as our basic wavelet; the motivation for the rescaling of time comes from the observation that the shortest periods to be resolved in our√physical time series λ1 (t) are in the range of ˆ 0.5 time units, see Fig. 4. The maximum of |ψ(ω)| is then at ω0 = 4 2. For the purpose of numerical computation, both wavelet parameters a, b must be discretized. In a well known version of wavelet analysis, called multiscale analysis (MSA), linear discretization is applied to time t whereas scaling and localization parameters a and b are discretized logarithmically, i. e., they are taken at multiples 2m , m = 0, 1, . . ., of some basic values a0 , b0 . This corresponds to a frequency bisection in each step. The transformation so defined can be viewed as a decomposition of the given signal with respect to a basis in function space, and may be inverted. The theory of MSA can be found, e.g., in [2]. We propose instead to use a scheme that produces redundant information and thereby allows us to see how the various frequency scales are connected. We follow the recipes described in [5] where a number of applications to signal and noise filtering have been discussed. The discretization (t, a, b) → (n, j, k) is performed with



tn := nδt,



bk := kb0 ,



aj := ja0 ;



n, k ∈ Z,



j = 1, 2, . . . , jmax .



(42)



We choose δt = b0 = 0.02 and a0 = 2δt, jmax = 500. As it is convenient to plot j, or the frequency ω, on a logarithmic scale, our actual choice of values j is j = exp(mε) with m = 0, 1, . . . , mmax = 500 and mmax ε = log jmax . With the usual sampling procedure for signals we put ¶ µ 1 n − kb0 (43) ψj,k (n) := √ ψ ja0 ja0
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Figure 22: Wavelet power spectra in the time range 40 ≤ t ≤ 41, for E = 50, L = 6.036471 (left) und E = 50, L = 1.25 (right). For periodic and quasiperiodic motion, the same spectra are obtained at all times.



and ˇ k) := λ(j,



X



λ(n)ψj,k (n).



(44)



n



√ The translation from j into frequencies ω is done with ω = ω0 /ja0 = 100 2/j. Consider now the series of Figs. 24 through 27. They are two-dimensional representations where time runs linearly from left to right, k = 0, . . . , 4096, corresponding to 0 ≤ t ≤ 82, and frequency decreases logarithmically from top to bottom, j = 1, . . . , 500, corresponding to 141 ≥ ω ≥ 0.28. The original time series λ1 (t) is shown at ˇ 1 (j, k), dark blue for |λ ˇ 1 (j, k)| = 0, and red for the top of each figure. The colors code for the absolute values of λ the maximum value in each case, as shown on the color bar at the bottom of each figure. The numbers below the ˇ 1 (j, k)|. bars give the correspondence of colors and |λ Let us get used to the representation with the three types of signals λ1 (t) at energy E = 50, by comparison with Figs. 4 to 6 and the Fourier transforms in Fig. 12. The periodic case with L = 6.036471 is shown in the ˇ 1 (j, k)| in a upper picture of Fig. 24. The main feature of the picture is the concentration of wavelet power |λ time-independent frequency band, with j values between 10 and 20, or frequencies ω around the peak at 11.3, corresponding to the period of the oscillations (0.55 time units). There is no power on scales with j larger than about 40. The somewhat conspicuous repetitive pattern in time is not to be given too much attention. It is a consequence of interference between the given time signal and the wavelet as it is shifted along the time axis. ˇ k) would alternate between positive and negative values, Even with purely harmonic signals λ(t), the values of λ(j, depending on the relative position of the signal’s and the wavelet’s minima and maxima. This interference pattern may be viewed as a fingerprint of the signal’s shape, in analogy to the pattern of higher harmonics in the Fourier power spectrum. In this particular case, we observe the 10:9 resonance between the typical time 0.5 of the basic wavelet and the signal’s period of 0.55. Similar considerations explain the regular temporal pattern in the j range between 40 and 100 of the middle part of Fig. 24, where the quasiperiodic case L = 1.25 is analyzed. The wavelet power is seen to be distributed between two time-independent ranges. The major contribution is approximately the same as in the periodic case, with a slightly higher peak frequency of 12.2, corresponding to a period of about 0.50 time units; the other frequency range is about a factor of 5 lower and displays a strong interference pattern. The structure at the left and right boundary of the bottom of the figure is an artifact of the analysis and should be ignored. The frequency resolution of the method is limited by the Heisenberg uncertainty relation ∆t · ∆ω ≥ 1 (which holds with the equal sign in the case of the Mexican hat). For the basic wavelet we have both ∆t ≈ 1 and ∆ω ≈ 1, and as a consequence of scaling the relative resolution ∆ω/ω ≈ 1 is everywhere the same. This allows us to determine, for each time k, the dominant frequency contributions to the signal. To do so quantitatively, we consider vertical cuts through the pictures. Fig. 22 shows two examples, one for periodic motion (left), the other for quasi-periodic motion (right). These cuts may be interpreted as time dependent “wavelet power” spectra. (It must however be kept in mind that due to scaling, √ the true amplitude of oscillation with frequency ω is obtained only after multiplying the graphs of Fig. 22 with ω.) To eliminate spurious contributions from the interference of wavelet shape and signal, it is advised to average over one unit of time; thus the spectra shown here are averages
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Figure 23: Vertical sections of the wavelet transform for E = 9, L = 0; left: quasiperiodic behavior at time 1506 < t < 1507; right: chaotic behavior at time 1564 < t < 1565.



of the 50 k values between times 40 and 41. The graphs should be compared to the corresponding Fourier power spectra in Fig. 12. Rather than analyzing for harmonic contributions (which are no natural feature of the given nonlinear oscillations anyway), the wavelet spectra give us a rough but clear idea of the frequencies contributing to the signal at a given time. Shape and relative width of the individual peaks are everywhere given by the Fourier ˆ transform ψ(ω) of the basic wavelet, see Fig. 21. There is just one peak around ω ≈ 11 in the periodic case, and two around the main frequencies in the quasiperiodic case. The appeal of the method becomes apparent when we now turn to the chaotic case L = 10, see the bottom part of Fig. 24. It is obvious that the two main frequency bands are severely distorted by processes with longer time scales. Still we may identify characteristic frequencies at any given time, but these are no longer constant. Three major frequency ranges may be discerned, two of them approximately the same as in the quasiperiodic case. The third and most irregular is the low frequency range. Its structure is made apparent by the blue lines ˇ 1 (j, k) which extend into the high frequency ranges. Neither vertical nor horizontal sections of zero amplitude λ alone can reveal this interplay of scales; the wavelet analysis seems to be the adequate method to display this complex behavior. The picture integrates all information that was collected before. Fig. 6 (left) showed two kinds of maxima of λ1 : the narrow peaks of high amplitude 300 appear here as the first frequency band from the top, the broader peaks of amplitude around 130 contribute to the second band. The distribution of maxima of a given height can be read off in more detail than in Fig. 10 (right): looking for the corresponding color we may determine where they occur. The same is true for typical recurrence times for peaks of given width (and height). It may be said that Fig. 24 (bottom) displays weak chaos in that the quasiperiodic character of the motion is only mildly disturbed. As the energy E is lowered, the picture tends to become more chaotic, as Fig. 25 indicates, E = 20, L = 6.5. The top frequency band is still visible albeit at somewhat lower frequencies due to the smaller energy. But the second band has virtually disappeared while the low frequency irregularities extend further up than before. At energy E = 10, see Fig. 26, the basic frequency band is further lowered, and it appears that some quasiperiodicity with frequencies around j = 30 and j = 100 can be identified. But again this is strongly interrupted by irregular features of very low frequency. Fig. 27 (top) presents the wavelet analysis of the case E = 9, L = 0, that was discussed in Figs. 16 to 20 of the previous section. To see the transition from one chaotic regime to another, the time range needs to be extended here to 8192 points, or 164 units; it spans the same interval as in Fig. 16. The transient regularity with two main frequency bands and very little power in the low frequencies is quite impressive. The Fourier power spectrum in Fig. 20 is much less informative because it integrates over the entire time range and thereby hides the interesting aspects. It is more adequate to describe the system in terms of time dependent wavelet power spectra, two of which are shown in Fig. 23: one for the almost quasiperiodic phase (1506 < t < 1507), the other for chaotic motion (1564 < t < 1565). Two clear peaks can be distinguished during the regular transition; Fig. 16 shows that they gradually shift towards lower frequencies. Then, in the chaotic phase, three to four peaks appear with changing positions and relative strengths. An even more dramatic change from fairly regular to chaotic motion is shown in the middle part of Fig. 27, for E = 8 and L = 0.76. The initial condition is chosen just outside the island of stability around the 1:1 resonance
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in Fig. 2d. For a long time, the motion stays quasiperiodic, with no indication of an impending change. Then suddenly chaos sets in. We think that the wavelet analysis provides the most intuitive pictures of such behavior. Finally, the picture at the bottom of Fig. 27 represents the strongly chaotic case E = 6, L = 0, compare Figs. 14 and 15 of the previous section. The picture is reminiscent of turbulence in the way large structures (low frequencies) decay into smaller and smaller. The broad distribution of maxima and their recurrence times is well borne out.
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Figure 24: Wavelet transforms of trajectories with E = 50: top: L = 6.036471 (periodic), middle: L = 1.25 (quasiperiodic), bottom: L = 10 (chaotic).
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Figure 25: Wavelet transform of the chaotic trajectory with E = 20, L = 6.5.
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Figure 26: Wavelet transform of the chaotic trajectory with E = 10, L = 0.9.



150



20



ZAMM · Z. angew. Math. Mech. 00 (2006) 0



1



5 10



50 100



500 0



75



150



0



65



130



1



5 10



50 100



500



1



5 10



50 100



500



2ex]



0



50



100



Figure 27: Wavelet transforms of three chaotic trajectories: top: E = 9, L = 0, middle: E = 8, L = 0.76, bottom: E = 6, L = 0.
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Conclusion



Chaos is a long time phenomenon. To infer its existence from the observation of time series, in strict mathematical terms, it is necessary to have an infinitely long sample. Only then is it possible to determine with certainty that the Fourier spectrum is continuous, at least one Lyapunov exponent positive, or - in Hamiltonian systems with f degrees of freedom - that the stable invariant subsets of 2f dimensional phase space are of higher dimension than f . When the equations of motion are known, as in the case of double or multiple pendulums, the existence of chaos may also be asserted by analytic means if it is possible to find and characterize transverse homoclinic or heteroclinic orbits. But these are matters of principle, not very relevant to practical applications. So far chaotic dynamics has not seen many applications in mechanical engineering, despite the fact that “almost all” Hamiltonian systems exhibit chaos, integrability being the exception rather than the rule. In recent years, however, the situation seems to be changing because our understanding of chaos has improved, and its handling become possible due to the availability of fast computers and of algorithms for “chaos control”. Examples of growing interest are the design of amusement rides, and of cranes for reloading ships at sea. In such cases, it is important to know not only the kinematics of the motion but also the concomitant forces; and the relevant time scales are not infinitely long but given by the characteristic times of irregular behavior – typically a few periods of elementary rotations or oscillations. We chose the example of a double pendulum to demonstrate how these problems might be attacked. The equations of motion of this simple physical system have been known for centuries, but only recently has their rich dynamical complexity been explored. The method of Poincar´e sections is an excellent tool to find out how the phase space is partitioned into regular and chaotic regions, but neither does it tell us the temporal behavior of a trajectory nor does it contain information on the forces involved. We used it primarily to look for interesting initial conditions in order to generate time series for angles and forces. The analysis of such time series is an independent problem and may be performed without knowledge of how the series was obtained. In fact, once the series are given, it does not matter whether they describe angles or forces. As far as angles are concerned, the behavior of double and triple pendulums was analyzed before in [4], with similar methods and results as those described in Section 5. The shortcoming of those classical methods is that by averaging over very long times they are blind for the interesting qualitative features on intermediate time scales, the irregular transitions between more or less well defined types of motion. We think that a wavelet analysis is the best available method to date for obtaining a comprehensive picture of the distribution of typical times, frequencies, and amplitudes in a chaotic time series. It gives an adequate representation of the turbulence contained in the signal, where by turbulence we mean the hierarchical interplay of longer and shorter time scales, and the observation that power spectra keep changing in time. Averaging them over very long times as in a standard Fourier analysis misses the point that their change is the phenomenon of interest. It may still be a long way from there to an evaluation of the effects on material wear, perhaps the major concern of a designer of machines. But we strongly suggest to use the wavelet transforms as a starting point from which all relevant information can be deduced.
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Forces and torques in the nucleus: chromatin ... - NRC Research Press 

of DNA metabolism processes, including replication and transcription. Indeed, DNA-translocating enzymes, such as poly- merases, produce physical constraints that chromatin has to overcome. Recent techniques, in particular single-molecule micromanipul
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Structural and Cyclical Forces in the Labor Market ... 

Source: FRED database, Federal Reserve Bank of St. Louis. Deflated .... Kimball, Miles S. (1995), â€œThe quantitative analytics of the basic neomonetarist model,â€�.














[image: alt]





Forces Weight 

different when we go to other planets. The table shows the gravitational field strength for different places in our solar system. Location g (N/kg). Earth. 10. Jupiter.
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Using Excel in AH Physics Investigations - simple pendulum 

If you need to use ! in a calculation, use PI() in the relationship. PI() will require control of significant figures - how could you achieve this in Excel? 4. Plot the ...
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