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PAPER



Special Section on Parallel/Distributed Computing and Networking



Formulation of Tunneling Impact on Multicast Eﬃciency Takeru INOUE†a) and Ryosuke KUREBAYASHI† , Members



SUMMARY In this paper, we examine the eﬃciency of tunneling techniques since they will accelerate multicast deployment. Our motivation is that, despite the many proposals focused on tunneling techniques, their impact on multicast eﬃciency has yet to be assessed suﬃciently. First, the structure of multicast delivery trees is examined based on the seminal work of Phillips et al. [26]. We then quantitatively assess the impact of tunneling, such as loads imposed on the tunnel endpoints and redundant traﬃc. We also formulate a critical size of multicast island, above which the loads are suddenly diminished. Finally, a unique delivery tree model is introduced, which is so simple yet practical, to better understand the performance of the multicast-related protocols. This paper is the first to formulate the impact of tunneling. key words: multicast, tunneling, multicast eﬃciency, multicast delivery tree, incremental deployment



1. Introduction Eﬃcient and scalable multicast technologies are essential to the success of large-scale group communication applications. For more than a decade, considerable eﬀort has been made to developing multicast technologies. IP multicast [12] has long been regarded as a promising candidate due to its high eﬃciency. In IP multicast, since a source sends a single packet, which is then replicated by routers, for delivery to each recipient, source overhead is greatly reduced. In addition, multicast routing ensures that not more than one copy of each packet will traverse each link, thereby significantly reducing the overall network load. Large-scale experiments with IP multicast, which started in 1992, used a flat, overlay network referred to as the multicast backbone (MBone) [15]. Trials of IP multicast as implemented on MBone provided convincing evidence of its power and eﬃciency [3]. In MBone, a number of multicast-capable networks, that is, multicast islands, are connected through unicast-encapsulated tunnels. At the turn of the century, research moved toward reducing the overhead of tunnels, by deploying MBone without the use of tunnels. Multicast routing was expected to be supported by the entire Internet, but in reality, many Internet entities still do not support it. There are several reasons, such as lack of operational experience, instability of multicast routing, and few economic incentives, [5], [28], [30]. As a result, attention is turning to classical tunneling techniques. Manuscript received March 30, 2005. Manuscript revised August 16, 2005. † The authors are with NTT Network Innovation Laboratories, NTT Corporation, Yokosuka-shi, 239–0847 Japan. a) E-mail: [email protected] DOI: 10.1093/ietisy/e89–d.2.687



Tunneling eliminates the need for intermediate routers to oﬀer multicast support. In most tunneling techniques, a tunnel endpoint encapsulates a multicast packet in a unicast packet. The encapsulated packet traverses the unicast ocean to the other endpoint, at which point the original multicast packet is recovered from the unicast packet. Various tunneling mechanisms have been proposed, one of which, IPv4 Automatic Multicast without explicit Tunnels (AMT) [33], is being investigated as an IETF standard. There are two common advantages and two common drawbacks to this approach. The main advantage is to obviate the need for intermediate routers to support multicasting. Tunnels allow multicast communication between isolated multicast-capable networks or hosts that are linked by routers that have no native multicast support. The other advantage is to reduce the number of routers that must keep multicast forwarding states. To scale in support of large numbers of groups, reducing the number of stateful routers is important [35]. Reference [34] described that this reduction is possible with tunneling. The two drawbacks caused by tunneling are as follows. One is high fanout of tunnel endpoints. Let us assume that there is a small multicast island and many recipients are trying to establish tunnels from the outside. Routers inside the island receive a considerable number of tunnel requests. The other drawback is the increased number of redundant packets. It is possible that more than one identical packet will traverse the same physical link forming a tunnel. We investigated the impact of tunneling through detailed computer experiments in our previous paper [21]. The experiments were conducted in various Internet-like topologies. We found that there is a critical size of multicast island, above which loads imposed on tunnel endpoints are suddenly diminished. At the critical size, the eﬃciency is almost equal to that of native multicast, while the island is much smaller than the entire Internet. Our goal in this paper is to understand the dynamics that yield the sharp demarcation seen in the experiments and to formulate the critical multicast island size. This paper is organized in the following manner. We discuss related work in Sect. 2. Our previous experiments are quickly reviewed in Sect. 3. In Sect. 4, we extend the seminal work of Philips et al. [26], and formulate the tunneling impact and the critical size. In Sect. 5, our formulae are validated with the results of the experiments, and the impact of recipient distribution is discussed. Finally, we introduce a unique delivery tree model, which is very simple yet practical in understanding
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the performance of multicast-related protocols. 3. Experiments 2. Related Work As mentioned in Sect. 1, MBone is based on the use of tunnels. Unfortunately, its tunnels must be configured manually, so Mbone is expensive to set up and maintain [4]. Alternative tunneling techniques that support automatic configuration have recently been proposed. UMTP [17], [18] and Host Extensions to PIM [25] use an intermediate router to intercept group join packets sent to the source, and to create tunnels on demand. AMT [33] utilizes the anycast mechanism to find possible tunnel endpoints. The mechanism also yields load balancing. As noted in Sect. 1, AMT is being investigated as an IETF standard. Unicast-based multicast techniques, such as REUNITE [29], HBH [11], Flexcast [20], [32], and SEM [7], implement the tunneling solution in a diﬀerent way. They were originally developed as an alternative to IP multicast itself and have their own forwarding schemes; unicast addresses are used as destination addresses in the IP header, and the destinations are changed at each router in a hop-by-hop manner. Although they realize multicasting without IP multicast protocol suites, they also interwork with IP multicast as a tunneling tool. It is clear that tunneling will have a significant impact on multicast eﬃciency, however, their impact on multicast eﬃciency has yet to be assessed suﬃciently. We introduce several papers, which discuss multicast eﬃciency or deployment. References [1], [8], [9], [24], [26] studied the eﬃciency of native multicast. They examined the number of the links, L, that must be traversed to reach m destination routers, and found the power law L(m) ∝ mβ , where β ∼ 0.8. However, they did not comment on tunneling. Reference [13] discussed a broad range of issues that limit the deployment of IP multicast. Reference [19] studied the performance of partially deployed reliable multicasting. Routing stability in the actual multicast infrastructure was analyzed in [28]. These studies investigated several important issues on multicast deployment, but did not address the impact of tunneling. Some papers investigated the eﬃciency of tunnelinglike approaches. Reference [14] examined the eﬃciency of MSC (Multicast for Small Conference), which is a protocol similar to Xcast [6], but their results seem to lack generality. This is because the routing paths of MSC diﬀer from those of general tunneling methods, and their evaluation used just a very small network with only a few dozen routers. Reference [22] examined the eﬃciency of Topology Aware Grouping, an eﬃcient end-system multicast protocol. End-system multicast is achieved by unicast packets similar to the tunneling techniques. However, its delivery tree is structured completely diﬀerently from that of IP multicast with tunnels, because branching functionality is pushed to end hosts.



For completeness, we review our previous experiments briefly in this section. 3.1 Assumptions We discuss just single source groups. Multicast packets traverse the shortest path from a source. We refer to the router connected to the source as the root router or simply the root. A router that has at least one active recipient is called a destination router or simply a destination. While the root is chosen from among all routers, the destinations are chosen from among single degree routers, which have a single neighbor router. The multicast island expands isotropically from the root. There is a single large multicast island as depicted in Fig. 1 (c). A destination outside the island establishes a tunnel to the nearest router inside the island. 3.2 Metrics We describe the three metrics used to assess the impact of tunneling; the key variable is island radius, r, which is the hop counts from the root router to the island edge. To help the reader understand the metrics, some examples are illustrated in Fig. 1. Fanout: The success of multicast deployment with tunneling depends on the overheads imposed on tunnel endpoints. We define fanout F(r) as the number of tunnels at an endpoint inside the multicast island. Fanout is the most important metric, since it directly represents the endpoint overheads. In the experiments, we calculate fanout F(r) for each endpoint inside the island. Redundant links: One of the important advantages of multicast is a reduction in overall network load. Historically, the reduction has been measured by the number of traversed links, L, needed to reach m destination routers. Since the number is proportional to the overall network load, a smaller number is preferable. In order to evaluate this metric in networks of diﬀerent sizes, we define the probability of redundant links L p (r), as, L p (r) ≡



L(r) − L(∞) , L(0) − L(∞)



(1)



where L(0) represents the number of traversed links when tunnels are established directly between root and destination routers, and L(∞) is that of native multicast. Without the multicast island, redundancy is maximized, L p (0) = 1, as in Fig. 1 (b). Native multicast eliminates all redundant links and gives L p (∞) = 0, as in Fig. 1 (a). We will calculate L p (r) for each tree. Stateful routers: While fanout and redundant links measure the impact of the drawbacks of tunneling, the number of stateful routers S (r) captures its advantage. Stateful routers are routers that keep multicast forwarding states. They are inside the island and lie on a delivery tree. They
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Fig. 1 Examples of the three metrics, fanout, redundant links, and stateful routers, in (a) native multicast, (b) no multicast island, and (c) a multicast island whose radius is 1. Table 1 Name Barab´asi-Albert Internet-99 Internet-04



# of NWs used 10 1 1



Type generated measured measured



Properties of network topologies. Source preferential attachment mechanism partial Internet in 1999 tree cut from the Internet in 2004



# of nodes 10,000 284,772 310,678



# of 1 degree nodes 4,646 146,765 194,169



do not include root and destination routers, because these routers are required to keep some states of multicasting or tunneling regardless of island size. Instead of the number of stateful routers S (r), we use stateful router probability S p (r), defined as, S p (r) ≡



S (r) , S (∞)



(2)



where S (∞) is the number of all intermediate routers between root and destination routers. Without the multicast island, the probability is minimum, S p (0) = 0, as in Fig. 1 (b). Native multicast has the highest probability, S p (∞) = 1, as in Fig. 1 (a). We will calculate S p (r) for each tree.



Fig. 2



Probability distribution of single degree routers.



3.3 Network Topologies 3.4 Experimental Results and Critical Radius Table 1 shows the topologies used in the experiments. They are representative of router level topologies of the Internet. The Barab´asi-Albert topology is generated with the preferential attachment mechanism introduced by Barab´asi and Albert [2]. This topology has a scale-free structure like the Internet. The Internet-99 topology is the result of combining SCAN and Lucent Internet mapping project results [36]. This merged data set represents the best map of the Internet as of late 1999. The Internet-04 topology is obtained with traceroute-based measurements, in which traceroute probes were sent from a single host in Japan to randomly chosen destinations. This topology has a tree-like structure rooted at the probe-source. Unfortunately, the router level topology of Mbone used to conduct past experiments on tunneling and multicast, was not available to us. However, it is expected that various aspects of the Internet are captured by using the three types of topologies and the results have generality to some extent.



We began the experiments by determining group size, m, which is the number of destinations. In Barab´asi-Albert and Internet-99, 1,000 trees are constructed by choosing a root and m destinations uniformly and randomly. In Internet-04, 100 trees are sampled, which are rooted at the probe-source and whose m leaves are uniformly randomly chosen. The metrics are calculated for each delivery tree while varying island radius. In order to understand the results shown in this subsection, it is useful to examine the distribution of single degree routers at a certain distance from the root† . Figure 2 shows the probability distribution for the three topologies. The average hop counts from a root are also shown; they are ˜ of the delivery trees. equivalent to the average depth, D, † The distribution of single degree routers is the same as that of destination routers, since the destination routers are chosen from among single degree routers as mentioned in Sect. 3.1.
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Fig. 3 Fanout F(r) as found in the experiments; from the left column, Barab´asi-Albert, Internet-99, and Internet-04.



Fig. 4 Probability of redundant links L p (r) as found in experiments; from the left column, Barab´asiAlbert, Internet-99, and Internet-04.



Figure 3 depicts the behavior of fanout F(r) for the three topologies and two group sizes. The mean values are represented by crosses, and the 10th percentile and 90th percentile are indicated by the whiskers of the line. As can be seen, while the degree of fanout is considerable with smaller islands, it decreases exponentially as island radius increases; the mean fanout saturates at 1 at a certain radius. This, the critical radius rc , is a key finding of the experiments. The trend in the probability of redundant links L p (r) is shown in Fig. 4. It is quite similar to that of fanout; note that the verti-



cal axes are linear unlike the fanout plots. The probability of redundant links is rather small at the critical radius. Figure 5 presents stateful router probability S p (r). While the stateful router probability increases exponentially at small island radii, the rate of increase slows down as island radius becomes large. The probability is still quite small at the critical radius. The results reveal the conditions at which tunneling eﬀectively supports multicasting. The multicast island of critical size yields low overheads with a small number of stateful routers.
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Fig. 5 Stateful router probability S p (r) as found in the experiments; from the left column, Barab´asiAlbert, Internet-99, and Internet-04.



We also examined the scaling of critical radius and found an interesting law. The growth of critical radius is proportional to the logarithm of the group size, rc ∝ ln(m). Even more surprisingly, we found a possible factor underlying the scaling law. The scaling law can be derived from the exponential growth characteristic of the Internet; the number of routers that are a certain number of hops from a certain node increases exponentially with hop count.



net’s exponential growth, but others [10], [16] state that the growth follows a power-law, that is, polynomial and slower than exponential. Here, we confirm whether the Internet is growing exponentially or not. In exponentially growing networks, the number of routers, R(r), that are r hops apart from a certain node, increases exponentially with r. This is expressed as R(r) = Akr , ln(R(r)) = ln(A) + r ln(k),



4. Analysis The experiments demonstrated a sharp demarcation of fanout for all topologies. This implies the possibility that any delivery tree cut from Internet-like topologies has a common structure. It seems that understanding this structure opens the path to formulate the critical radius. We have already obtained one clue; the scaling law of the critical radius can be derived from the exponential growth characteristic of the Internet. While this is not direct explanation of the sharp demarcation, it seems worth investigating. In this section, we investigate the structure of delivery trees and formulate the critical size analytically. We begin by validating the exponential growth of the Internet in Sect. 4.1. In Sect. 4.2, we briefly review the seminal work of Phillips et al. [26], which examined the structure of delivery trees. However, we find problems in the work of Phillips et al., and so we re-formulate the structure of delivery trees in Sect. 4.3. The approximate forms for the metrics and the critical radius are derived in Sect. 4.4.



where A and k are constants. For the topologies used in the experiments, we count the number of routers R(r) that are r hops from the root router. We then apply linear regression on the (r, ln(R)) pairs for the first 4, 7, and 10 hops in each topology, where these hop counts are 2/3 of the av˜ The results are shown in Fig. 6, where the erage depth D. number of routers is represented by crosses, while the solid line represents the linear regression approximation. All correlation coeﬃcients are higher than 0.990, where 1 denotes perfect correlation. The strong correlation suggests that the Internet-like topologies examined here grow exponentially. We also examine the power-law in Appendix A. The results also indicate that, on a shortest path tree on the Internet-like topologies, each branching point has k branches on average within 2/3D˜ hops from the root. In addition, A of (3) is nearly 1 for all topologies.† Hence, ˜ we model the shortest path tree by a k-ary tree of depth D, which is defined as R(r) ∼ kr .



4.1 Modeling the Internet Some studies [24], [26], [31] support the idea of the Inter-



(3) (4)



†



(5)



Strictly speaking, it is debatable if A can be regarded as 1. However, it is acceptable, because Fig. 6 is well approximated even if A is 1.
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Fig. 6 Exponential growth of the Internet; from the left column, Barab´asi-Albert, Internet-99, and Internet-04. Table 2



The parameters k and D˜ of the topologies used. Topology k D˜ Barab´asi-Albert 6.09 6.11 Internet-99 4.58 10.2 Internet-04 2.82 14.8



We show k and D˜ for each topology in Table 2.† 4.2 Reviewing the Work of Phillips et al. Phillips et al. examined the structure of delivery trees built on a k-ary tree, and formulated the number of routers on the tree [26]. For completeness, we repeat their discussion briefly. First, they put n recipients at randomly chosen leaf routers of a k-ary tree, not necessarily unique. The average number of chosen routers, m, ˜ namely destination routers, is given by   n  1 ˜ m ˜ = R(D) 1 − 1 − ˜ R(D)   n  ˜ ˜ = k D 1 − 1 − k−D . Usually, n is much smaller than kD˜ , n  kD˜ , therefore, we find m ˜ ∼ n.†† Next, they counted the number of on-tree routers, which are on the delivery tree. The average number of on-tree routers, T˜ (r), that are r hops from the root, is given by, in a similar manner, n    1 (6) T˜ (r) = R(r) 1 − 1 − R(r)   n  (7) = kr 1 − 1 − k−r . In our analysis, T˜ (r) is the number of tunnel endpoints with the multicast island whose radius is r. 4.3 Summation of T˜ (r)



Phillips et al. We introduce new approximate forms for this summation in this paper. The first one is defined by using a special function called the exponential integral function. The derivation and the exact form are shown in Appendix C. Unfortunately, the behavior of the first form is too sensitive to the range of the integral. We find the first form fails and so proceed to the second form. We develop a somewhat rough approximation by using the following two equations, y = 1 − exp(−x), x . y= x+1 While they are slightly diﬀerent near 1, they have very close behaviors over a large range as shown in Fig. 7. Using these two equations, we have 1 − exp(−x) 1 ∼ . x x+1 Defining x = nk−r , we find 1 − exp(−nk−r ) ∼ nk−r



Multiplying the left side by n, we find T˜ 1 (r). We also multiply the right part by n and obtain the second approximate form as follows, nkr , T˜ 2 (r) ≡ n + kr



(8)



where the subscript indicates the second form of the approximation. We approximate the summation of T˜2 (r) by the following integral, r i=1



As shown in Sect. 4.4, we are required to calculate the summation of T˜ (r). Unfortunately, this seems diﬃcult to express in closed form. Phillips et al. derived an asymptotic form for this summation. However, their form gives a negative value for small r. Since the number of routers cannot be negative, this approach is unacceptable. Another asymptotic form was derived in [1], but it is almost the same as that of



kr n+kr .



T˜ 2 (r) =



r nkr n + kr i=1



(9)



† There are some issues to be discussed with regard to our kary tree model. Real delivery trees are generally unbalanced while our k-ary tree is balanced. This issue is discussed in Sect. 5.1. As shown in Sect. 4.1, while the Internet grows exponentially within 2/3D˜ hops from the root, the growth rate slows down the farther the node is from the root. This issue is discussed in Appendix B. †† The approximate form, m ˜ ∼ n, can be derived in the same manner in which Appendix B derives T˜ (r) ∼ n for R(r)  n.
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by using (11), L˜ 2 (r) ∼



r 



D 



T˜ 2 (i) +



i=1



m ˜



(16)



i=r+1



 ∼ n logk (kr+1/2 + n) − logk (k1/2 + n)  +D−r .



(17)



Without the multicast island, that is r = 0, we have ˜ L(0) =



D˜ 



m. ˜



(18)



i=1



Native multicast, that is r = ∞, gives ˜ ˜ D) ˜ = L(∞) = L(



D˜ 



T˜ (i).



(19)



i=1



Fig. 7 Comparison of two equations; the equations are plotted at the top and their ratio is shown at the bottom. 



∼



r+1/2



1/2



nkr dr n + kr



 = n logk (kr+1/2 + n) − logk (k1/2 + n) . 



(10) (11)



The delivery tree model represented by (11) seems reasonably tractable. Approximate form (11) is validated in Appendix D. 4.4 Approximate Forms for Metrics and Critical Radius In this subsection, we formulate the metrics, fanout, redundant links, and stateful routers. Average fanout is given by dividing the number of destinations by the number of tunnel endpoints inside a multicast island. Given the island radius r, average fanout is defined as, ˜ ˜ ≡ m F(r) . T˜ (r)



(12)



From (8), we derive average fanout as follows, m F˜ 2 (r) ∼ ˜ T 2 (r) ∼ 1 + nk−r ,



(13) (14)



where we use n ∼ m. ˜ Inside a multicast island, the number of traversed links equals the number of on-tree routers except the root, as illustrated  in Fig. 1. Hence, the number of traversed links is given by ri=1 T˜ (i) inside the island. Outside the island, the D˜ number is given by i=r+1 m, ˜ since m identical packets are delivered to m destinations from tunnel endpoints. Hence, the average number of traversed links is given by, ˜ ≡ L(r)



r i=1



T˜ (i) +



D˜ 



m. ˜



(15)



i=r+1



From (8), we calculate the average number of traversed links



The average probability of redundant links L˜ p (r) can be calculated by using (1), (15), (18), and (19). The average number of stateful routers S˜ (r) is given by S˜ (r) ≡



r 



T˜ (i).



(20)



i=1



The average number of stateful routers is calculated by using (11), S˜ 2 (r) ∼



r 



T˜2 (i)



(21)



i=1



  = n logk (kr+1/2 + n) − logk (k1/2 + n) .



(22)



In native multicast, r = ∞, the number of stateful routers is equivalent to the number of on-tree routers except root and destinations. We then have S˜ (∞) = S˜ (D˜ − 1) =



˜ D−1 



T˜ (i).



(23)



i=1



The average stateful router probability S˜ p (r) is calculated by using (2), (20), and (23). Examining the behavior of fanout given by (14), we find that while (14) decreases exponentially for small r, it saturates near r = logk (n). Interestingly, (14) is determined to be r = logk (n) independently of k, D, and n, as follows, F˜2 (r = logk (n)) = 2 ∼ O(1). This means that tunnel endpoints have just two tunnels on average for any delivery tree. Loads imposed on tunnel endpoints are diminished to the greatest extent at this radius, and so we take this radius to be the critical radius,† rc = logk (n).



(24)



† Strictly speaking, we defined a critical radius at which mean fanout is getting to one, not two. However, the radius, at which mean fanout is 2, is very close to the critical radius in the experiments, since the fanout decreases exponentially.
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Fig. 8 Fanout F(r); from the left column, Barab´asi-Albert, Internet-99, and Internet-04. F2 (r) is discussed in Sect. 5.1; F3 (r) in Sect. 5.3.



Fig. 9 Probability of redundant links L p (r); from the left column, Barab´asi-Albert, Internet-99, and Internet-04. L p,2 (r) is discussed in Sect. 5.1; L p,3 (r) in Sect. 5.3.



5. Discussion 5.1 Comparisons between Analytical and Experimental Results The approximate forms are demonstrated in Figs. 8, 9, and 10. They were calculated using the values in Table 2. Overall, the approximate forms well capture the characteristics of the experimental results. In particular, the agreement is



remarkably good for the data of Barab´asi-Albert. Underprediction in L p (r) is, however, seen for Internet-99 and Internet-04. We next discuss possible sources for this inaccuracy. In the analysis in Sect. 4, the delivery trees were assumed to be balanced, that is, all destinations are D˜ hops from the root. In reality, however, the delivery trees are not balanced as shown in Fig. 2. In Barab´asi-Albert, most destinations are within D˜ ± 1 hops from the root, and the delivery trees are expected to be nearly balanced. However,
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Fig. 10 Stateful router probability S p (r); from the left column, Barab´asi-Albert, Internet-99, and Internet-04. S p,2 (r) is discussed in Sect. 5.1; S p,3 (r) in Sect. 5.3.



less than half of destinations are within D˜ ± 1 hops from the root in Internet-99 and Internet-04. As a result, some redundant links exist further than D˜ hops. This is why the probability of redundant links decreases more slowly than that indicated by our theory. Similarly, this unbalance causes over-prediction in S p (r) for Internet-99 and Internet-04. The critical radii calculated with (24) are also presented at the top of each plot. As can be seen, (24) well predicts those found by the experiments. In particular, the agreement is remarkably good for the data of Barab´asi-Albert and Internet-99. While the gap between (24) and experimental results is 2.47 at most for Internet-04, mean fanout is just two at the critical radii calculated with (24). This validates our formula (24), which predicts the critical radius above which the loads imposed on tunneling endpoints are diminished. 5.2 Recipient Distribution Up to this point, we have assumed that recipients are uniformly distributed among single degree routers. In practice, however, the distribution will deviate from uniform. Some studies [23], [26] examined the number of traversed links of native multicast for non-uniform distributions, and found that the number is significantly aﬀected by recipient distribution. They introduced metrics to characterize recipient distribution. However, their metrics do not scale well to large number of recipients [27], because they require the distances among all recipients to be calculated. In this subsection, we discuss the impact of recipient distribution on the critical radius in a qualitatively manner. Here, a thought experiment is made to understand the impact. It is assumed that we have an isolated router and



k k-ary trees of depth D˜ − 1. On one of the k-ary trees, n recipients are placed randomly, not necessarily uniquely. The critical radius is determined by (24) for the tree. Next, we connect each root of the k-ary trees to the isolated router ˜ In the new tree, and obtain the new k-ary tree of depth D. the recipients are distributed within a single sub-tree, and the critical radius is rc = logk (n) + 1, which is larger than that of the uniform case (24). Clustered distribution is likely to provide a larger critical radius. We expect that strongly clustered distributions will not be common in practice. Given clustered recipients outside the multicast island, they establish many tunnels to the same tunnel endpoint. In such a case, network operators can solve this issue as follows. In order to aggregate the tunnels, an AS, in which the clustered recipients are, will be a multicast island. The AS becomes a single destination node for the original island, and so the recipient distribution will become uniform. In another tactics, a multicast source is moved near the clustered recipients to shorten the tunnels. The new delivery tree is short, and the recipients are distributed relatively uniformly. Either way, the apparent distribution of the recipients is likely to be become more uniform due to the actions of the network operators as they attempt to reduce traﬃc. 5.3 More Simple Delivery Tree Model A delivery tree given by (7) has an interesting property that is noted here for the first time. The average number of ˜ branches, B(r), at a router that is r hops from the root is given by −(r+1) n ˜ ) ˜ = T (r + 1) = k 1 − (1 − k . B(r) −r )n ˜ 1 − (1 − k T (r)



(25)



IEICE TRANS. INF. & SYST., VOL.E89–D, NO.2 FEBRUARY 2006



696



Fig. 12 ˜ Fig. 11 Average number of branches B(r) at each router that is r hops from the root, for k = 4 and n = 1, 024.



Figure 11 shows an example of the behavior of (25) for k = 4 and n = 1, 024. As can be seen, (25) decreases rapidly between r = logk (n) −2 and r = logk (n). This rapid decrease is seen for any k > 2 and n  1, as described in Appendix E. This means that while a delivery tree is approximately a k-ary tree for r ≤ logk (n) − 2, it branches only a little for r ≥ logk (n). Accordingly, we propose a unique delivery tree model that is defined as  r    k r ≤ logk (n) (26) T˜ 3 (r) ≡    n r ≥ log (n). k Of course, this model is more simple than accurate. However, it allows the behavior of multicast-related protocols to be easily imagined, and performance analyses to be done quickly. We repeat our analysis in Sect. 4 using (26). The summation of (26) is easily calculated as  r+1  k −k    r r ≤ logk (n)    k−1 T˜ 3 (r) ∼    k(n − 1)   i=1  + n(r − rc ) r ≥ logk (n),  k−1 Unlike Sect. 4, we are not required to solve complicated integrals to calculate the summation. The approximate forms for the metrics are derived as follows,  n     kr r ≤ logk (n) F˜ 3 (r) ∼     1 r ≥ log (n), k



 r+1  k −k    + n(D˜ − r)    k−1 L˜ 3 (r) ∼    k(n − 1)    + n(D˜ − rc )  k−1  r+1  k −k       k−1 S˜ 3 (r) ∼    k(n − 1)    + n(r − rc )  k−1



r ≤ logk (n) r ≥ logk (n), r ≤ logk (n) r ≥ logk (n).



Clearly, average fanout F˜ 3 (r) approaches one at r = logk (n), which is the critical radius. These approximate forms are plotted in Figs. 8, 9, and 10. Although their behaviors are



Number of links traversed for k = 4 and D˜ = 15.



slightly diﬀerent from those described in Sect. 4, they still capture the overall behaviors seen in the experiments. We also repeat the work of Phillips et al. [26]. As mentioned in Sect. 2, they calculated the number of the links of native multicast, L(n), that must be traversed to reach n recipients. The number of the links of native multicast, L(n), ˜ for r = D. ˜ Their formula LPhillips (n) of is equivalent to L(r) Phillips et al. and our results are as follows    ln(n)  1 ˜  − LPhillips (n) ∼ nD + , ln(k) ln(k)   ˜   D+1/2 + n  ˜ n) ∼ n logk  k , ˜L2 (r = D, k1/2 + n  ˜ n) ∼ k(n − 1) + n(D˜ − logk (n)), L˜ 3 (r = D, k−1 ˜ n) is calculated with (8) and L˜ 3 (r = D, ˜ n) where L˜ 2 (r = D, is with (26). Figure 12 compares three L(n)’s for k = 4 and D˜ = 15. Surprisingly, their behaviors are approximately the same, though they have diﬀerent forms. To derive LPhillips (n), Phillips et al. solved a complicated diﬀerential equation. On the other hand, we can get very close results without any elaborate analysis. We believe that this unique model provides a new insight into multicast-related protocols. 6. Conclusion In this paper, we investigated the dynamics that yield the sharp demarcation in fanout found in our previous work. First, we verified the exponential growth characteristic of the Internet empirically, which is the basis for our analysis. Using the formulae of Phillips et al. [26], we re-formulated the structure of multicast delivery trees. Three metrics and the critical radius were also formulated and compared to the results of our previous experiments. The behaviors of our formulae are consistent with those seen in the experiments; loads imposed on the tunnel endpoints decrease exponentially with island radius, and saturate at the critical radius. We discussed the impact of recipient distribution on the critical radius. Finally, we introduced a unique delivery tree model, which is extremely simple yet practical. The simple model yielded results very close to those of our formulae without any elaborate analysis. In later work we will analyze multiple multicast islands and multiple groups.
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Appendix A: Power-Law on Internet Growth Let us assume that the power-law is observed in the growth of the Internet, and we have, r 



R(i) = Arb ,



i=0



ln



r  



 R(i) = ln(A) + b ln(r),



i=0



where A and b are constants. We also apply linear regres sion on the (ln(r), ln( ri=0 R)) pairs to confirm whether the growth of the Internet can be characterized by the powerlaw. The results are shown in Fig. A· 1. The correlation coeﬃcients are worse than exponential growth but not so bad. In particular, smaller networks, like Barab´asi-Albert, can be characterized by the power-law as well as exponential growth. Reference [16] found the power-law for a small network that has 3,888 nodes. This is the reason why some studies support the exponential growth while others favor the power-law.
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Fig. A· 1



Appendix B:



Power-laws in the Internet growth; from the left column, Barab´asi-Albert, Internet-99, and Internet-04.



Validity of the k-ary Tree Model in More Detail



We discuss the validity of the k-ary tree model of the shortest path tree in more detail. As shown in Sect. 4.1, while the Internet grows exponentially within 2/3D˜ hops from the root, the growth rate slows the farther the node is from the root. This is, however, not a problem in our analysis. The reason is as follows. We consider function R(r), which is a more accurate form of R(r) in (5). While the exact form of R(r) is unknown, we know that R(r) follows kr for r ≤ 2/3D˜ and ˜ Using R(r), T˜ (r) is increases more slowly for r ≥ 2/3D. given by n    1 . (A· 1) T˜ (r) = R(r) 1 − 1 − R(r) Since (1 − 1/a)ax ∼ exp(−x) when a  1, (A· 1) can be simplified    n T˜ (r) ∼ R(r) 1 − exp − . R(r) For R(r)  n, we have T˜ (r) ∼ R(r) trivially. For R(r)  n, we consider the following limit,    R(r) n lim 1 − exp − . R(r)/n→∞ n R(r) Defining x = n/R(r), we have 1 − exp(−x) = lim exp(−x) = 1, x→0 x where L’Hopital’s rule is used, which was given by lim x→x0 f (x)/g(x) = limx→x0 f  (x)/g (x). The function, (1 − exp(−x))/x, is monotonically decreasing, and (1 − exp(−0.01))/0.01 = 0.995 ∼ 1. Hence, we find for 0 < x = n/R(r)  1 lim



x→0



1 − exp(−x) ∼ 1, x and we have,    n R(r) 1 − exp − ∼ n. R(r) Finally, we find



  R(r)        ˜ T (r) ∼  R(r) 1 − exp −       n



 R(r)  n n R(r) ∼ n R(r) R(r)  n.



˜ which is further from the root, Usually, for r ≥ 2/3D, the number of routers is greater than the number of recipi˜ ents, R(r)  n. Hence, we find that T˜ (r) ∼ n for r ≥ 2/3D. ˜ As a result, T (r) is determined independently of R(r) for ˜ and it is suﬃcient that R(r) is accurate just for r ≥ 2/3D, ˜ r ≤ 2/3D. Appendix C: Derivation of First Form of Approximation Since (1 − 1/a)ax ∼ exp(−x) when a  1, (7) can be simplified as   T˜ 1 (r) ≡ kr 1 − exp(−nk−r ) , where the subscript indicates the first form of the approximation. We then approximate the summation of T˜ 1 (r) by an integral, as follows r 



T˜ 1 (r) =



i=1



r   kr 1 − exp(−nk−r ) i=1



kr+1 − k ∼ − k−1 







r+1/2



kr exp(−nk−r )dr.



1/2



−r



Defining x = nk , allows the integral to be solved,



r+1/2 exp(−nk−r ) dr nk−r 1/2



nk−(r+1/2) 1 exp(−x) =− dx ln(k) nk−1/2 x2  1  = X(nk−(r+1/2) ) − X(nk−1/2 ) , ln(k) where exp(x) − E1 (x). x Function E1 (x) is a special function called the exponential integral function, and is defined as E1 (x) = ∞ exp(−xt)/tdt. Finally, we obtain an approximate form 1 for the summation, X(x) =
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Fig. A· 3



We also calculate



˜ ˜ B(log k (n) − 2) and B(logk (n)) with k. ˜ B(r=log k (n))) e/(e−1) ,



˜ B(log k (n)) ∼k e/(e − 1) Fig. A· 2 r i=1



Validation of our approximation.



 n  kr+1 −k − T˜1 (r) ∼ X(nk−(r+1/2) )−X(nk−1/2 ) . (A· 2) k − 1 ln(k)



Unfortunately, (A· 2) includes the exponential integral function and its behavior is too sensitive to the range of the integral. We find (A· 2) fails.



  1 e − exp 1 − k e



.



(A· 5)



Equation (A· 5) has similar properties; it is independent of n, monotonically increases for k > 2, asymptotically ap∼ 0.787. We then proaches 1 if k → ∞, and 2 · e−exp(1/2) e have for k > 2, ˜ B(log k (n)) ∼ 1. e/(e − 1) We plot B˜ of (A· 4) and (A· 5) versus k in Fig. A· 3. ˜ ˜ Clearly, we find B(log k (n)−2) ∼ k and B(logk (n)) ∼ e/(e−1) for k > 2.



Appendix D: Validation of Our Approximation  We compute ri=1 T˜ (r) of the exact form (7) and compare it with our approximate form given by (11). Figure A· 2 shows our approximation (11) and the summation of (7), for k = 3, n = 10000 and k = 6, n = 1000. As can be seen, the exact summations fit our approximations quite well. Appendix E:



Rapid Decrease in Number of Branches



˜ ˜ We show B(log k (n) − 2) ∼ k and B(logk (n)) ∼ e/(e − 1) ∼ ˜ is given by (25). We 1.582, if k > 2 and n  1, where B(r) ˜ B(r=log k (n)−2) calculate , k  n k 1− 1− n ˜ B(log k (n) − 2) = (A· 3)  n k k2 1− 1− n ∼



1 − exp(−k) , 1 − exp(−k2 )



(A· 4)



where we assume k > 2 and n  1 and use (1 − 1/a)ax ∼ exp(−x) when a  1. Equation (A· 4) shows some properties; it is independent of n, monotonically increases for k > 2, asymptotically approaches 1 if k → ∞, and 1−exp(−2) ∼ 0.881. Hence, we find for k > 2, 1−exp(−22 ) ˜ B(log k (n) − 2) ∼ 1. k
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