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Foundations of Algebraic Coding Theory Steven T. Dougherty Department of Mathematics University of Scranton Scranton, PA 18510, USA Email: [email protected] December 28, 2013 Abstract We shall describe the foundations of algebraic coding theory. We shall describe how the classical theory of algebraic codes transformed to include code over rings and codes in spaces with non-Hamming metrics. We shall focus on the MacWilliams relations, MDS codes and self-dual codes as examples of how the theory has developed.
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Introduction



Coding theory began in the late 1940s, together with the development of electronic communication and computing. In fact, it is possible to pinpoint the moment of its birth exactly, namely the publication of Claude Shannon’s landmark paper A Mathematical Theory of Communication, [56]. This paper laid out the mathematical foundation of the theory of communication and is the starting point for Information Theory as well. It was in this paper that Shannon’s Theorem was proven, namely that you can always communicate effectively no matter how noisy the channel. This theorem did not however tell exactly how it could be done but rather that it could be done. It left open exactly how, for particular applications, effective communication could be carried out. This paper together with early works by Golay [31] and Hamming [33] set the foundation for a discipline that would have enormous growth over the next 60 years. Coding theory, at its origin, is concerned with effective communication of information. Specifically, techniques were developed to both detect and correct errors sent in transmission. To communicate effectively, what was required was that the information be efficiently encoded and efficiently decoded. For the code itself to be useful, it was required that it have as many elements as possible and that they be as far away from each other as possible. 1



This enables a good deal of information to be sent and ensures that errors in transmission can be easily detected since it would require numerous errors to arrive close to a different codeword. This meant that this problem of engineering was essentially to find the largest number of points in a space that were as far away from each other as possible. This, at its core, is a mathematical question, and one that mathematicians became interested in within the first two decades of coding theory. These mathematicians were able to draw many results from combinatorics, finite geometry, linear algebra and abstract algebra. Specifically, since a linear code was a binary vector space, early researchers were able to draw on numerous results that were already known from the theory of vector spaces and apply them to the study of codes. Moreover, the techniques of combinatorics and finite geometry went hand in hand with understanding the structure of codes. The engineering aspects of coding theory grew exponentially with the onset of the information age. While at its conception coding theory was primarily studied for its applications to telephone communication and elementary computing machines, it later evolved into a useful tool in televisions, CDs, DVDs, and computer to computer communication. As computers began to mean everything from a mainframe to a small device you held in your hand, the application of the principles of coding theory and information theory were widely applied. Together with cryptography, which is the science of keeping messages secret, coding theory and information theory laid the foundation for the information age. Each of these areas grew out of existing mathematical disciplines. For example, the techniques in coding theory were largely algebraic and combinatorial, the techniques in information theory were largely probabilistic and the techniques in cryptography were largely from number theory. All three of these areas quickly developed into their own discipline with a firm foot both in mathematics and in engineering. Coding theory has also developed into a branch of pure mathematics, separate from any thought of application. It has been noted that pure mathematics owes a debt to applied mathematics for supplying it with interesting things to ponder. Coding theory is certainly a case where applied mathematics has enriched pure mathematics. Additionally, many classical results from pure mathematics, that had been considered not to be applicable, found a physical world application in coding theory. Much of the early work in coding theory took place at Bell Labs. It quickly expanded to various other research groups and a large literature existed within 20 years of its inception. By the 1970s an excellent book was written that laid out the foundations of coding theory for mathematicians and engineers, namely, the classical text by F.J. MacWilliams and N.J.A. Sloane, The Theory of Error-Correcting Codes, [44]. As an example of how much had been done since 1948, there are around 1500 works cited in this text. It would be difficult to overestimate the impact this text has had on the discipline of coding theory. It served as the 2



standard reference for coding theory for decades. Since the time of this book’s publication, enormous advances were made in the theory of codes. In 1998 and 2003, two important texts were published that would serve as sequels to this text, namely, The Handbook of Coding Theory [52] edited by Huffman and Pless and Fundamentals of Error-correcting Codes [38] by the same two authors. These three texts together form an exhaustive description of classical coding theory. In terms of interactions of coding theory with other branches of mathematics, the text Codes and Invariant Theory [48] explains in great detail the connections between codes and invariant theory. The text Sphere Packings, Lattices, and Groups [11] gives numerous connections between codes and lattices and sphere packings. This connection is very strong, especially between self-dual codes and unimodular lattices. It is often assumed that a significant result in one area should have a corresponding result in the other. The text Designs and their Codes by Assmus and Key [1] shows how coding theory can be applied to the theory of designs. Significant results have been obtained by applying the theory of codes to designs as well as from applying the theory of designs to the theory of codes. There is hardly anything that can be said about classical coding theory that cannot be found in one of the above mentioned texts. Together they form an exhaustive library for those interested in classical coding theory. There have also been several first rate texts that can be used as an introduction to coding theory. For example, the classic early text A First Course in Coding Theory by Hill [37] has been the start of many researchers road to coding theory. More recently, is the text Coding Theory by Ling and Xing which gives an excellent introduction to the discipline. In terms of books focusing on the applications there are the classic texts Error-correcting codes by Peterson [51] and Algebraic Coding Theory by Berlekamp [6]. More recently, in terms of applied coding theory, the rediscovery of work by Gallager an emphasis has been placed on iterative channel decoding. This work together with turbocodes can be found in Modern Coding Theory by Richardson and Urbanke [55] and in Codes et Turbocodes [7]. In this paper, we shall describe the mathematical foundations of classical coding theory and then show how the entire discipline expanded. Then we reevaluate the foundations of coding theory as a well formed branch of pure mathematics. As examples to follow through this expansion we shall focus on the MacWilliams relations, self-duality and the Singleton bound. We will show how generalizations of these ideas appear through various expansions of the definitions of coding theory. In particular, we shall show parallels for these foundational results as the alphabets considered in coding theory expanded to include rings in a major way and as numerous non-Hamming metrics were used.
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2 2.1



Classical Coding Theory Foundations



In this section, we shall establish the mathematical foundations of the study of classical coding theory. In the beginning of the discipline, and for much of what was written afterwards by engineers, the only field that was considered was the binary field F2 . In fact, many present days engineering texts in coding theory consider mainly binary codes, see for example [7] . However, it was apparent from the beginning from a mathematical standpoint that the theory should be developed over all finite fields. Let Fq be a finite field with q elements. A code C of length n is defined to be a subset of Fnq . If the subset is a vector space then the code C is said to be linear. From both a mathematical and applications standpoint, it was linear codes that were the most interesting. In general, when the word code is used in most texts, it is referring to a linear code, dropping the adjective linear when it is linear and stressing the adjective non-linear when it is not. P The ambient space Fnq is attached with the usual inner-product, namely [v, w] = vi wi . The orthogonal to the code is defined to be C ⊥ = {v ∈ Fnq | [v, w] = 0, ∀v ∈ C}. The code C ⊥ is linear whether or not C is. Since all linear codes over finite fields are vector spaces they have a basis. Namely, there is a set of linearly independent vectors that span the code. The number of vectors in this basis is the dimension. We mention these elementary facts because when we generalize the definitions we need to find appropriate generalizations for these concepts. It follows from elementary linear algebra that dim(C) + dim(C ⊥ ) = n. This simple fact is a very powerful tool. Let H be a n − k by n matrix where the rows of H are a basis for the code C ⊥ . It follows that HvT = 0 if and only if v ∈ C, where vT indicates the transpose of the vector v. The matrix H is called the parity check matrix. The general technique of decoding is to compute HvT for a received vector v. This vector is called the syndrome and used to decode the vector. Namely, specific error vectors are chosen to correspond to each possible syndrome. That is let {ei } denote the set of errors then if HeTi = HvT then ei is assumed to be the error and the vector v is corrected as v − ei . Notice that H(v − ei )T = 0 so v − ei is in the code C. The metric that is used in classical coding theory is the Hamming metric. Namely d(v, w) = |{i | vi 6= wi }|. The weight of a vector v is wt(v) = d(v, 0). The minimum distance of a code is min{d(v, w) | v, w ∈ C, v 6= w} and the minimum weight of a code is min{wt(v)| v ∈ C, v 6= 0}. For linear codes, minimum weight and minimum distance coincide. If a linear code C has length n, dimension k and minimum weight d we refer to it as an [n, k, d] code. For a non-linear code C with length n, cardinality M and minimum distance d
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we refer to it as an (n, M, d) code. The use of parentheses instead of brackets for non-linear codes is not universal, but the notation for linear codes is universal. Hence for effective communication we want a code C with as large a cardinality as possible and with minimum distances as large as possible. These are, of course, conflicting goals. This leads us to the fundamental question of coding theory. Question 2.1. (Fundamental Question of Coding Theory) What is the largest number of points in Fnq such that any two of the points are at least d apart with respect to the Hamming metric. The question remains largely intractable. While numerous bounds and code constructions give useful bounds for a given n and d, we are far from being able to answer the question in general. The question can be reformulated to fix any two of n, M and d to find the optimal third parameter. In general, the version of the fundamental question that we hope to solve is the linear version, which we give below. Question 2.2. (Fundamental Question of Coding Theory – Linear Version) What is the largest dimension of a vector space in Fnq such that the weight of any non-zero vector is at least d, where the weight is the Hamming weight. In the next few subsections we shall describe some of the fundamental results of classical coding theory on which the discipline is built.



2.2



MacWilliams Theorems



Two of the foundational results of classical coding theory are the well known MacWilliams Theorems. The first concerns Hamming isometries and the second relates the weight enumerator of a code and its orthogonal. The first theorem is as follows. Theorem 2.3. (MacWilliams [42]) Let C be a linear code over a finite field F, then every Hamming isometry C → Fn can be extended to a monomial transformation. This theorem allows us to define an equivalence on codes effectively as codes where one can be transformed into the other via a monomial transformation. In general, we want to study codes up to this equivalence. In general, we only say two codes are different if they are not equivalent under this definition. P Define the Hamming weight enumerator of a code C by WC (x, y) = c∈C xn−wt(c) y wt(c) . The Hamming weight enumerator has numerous uses both in terms of applications and in terms of pure mathematics. In general, it is difficult to determine the weight enumerator for large codes by computation so any theorem that helps to calculate it is extremely important. 5



The following result is one of the most important in all of coding theory. It is generalized in numerous ways for various weight enumerators and for various alphabets. Many of these applications come from the fact that this theorem puts restrictions on possible weight enumerators for various classes of codes. This theorem appears first in [42] but it can be more easily found in [43]. Theorem 2.4. (MacWilliams Relations [42], [43]) Let C be a linear code over Fq then WC ⊥ (x, y) =
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1 WC (x + (q − 1)y, x − y). |C|



Bounds



In this section, we shall investigate some of the most significant bounds placed on the parameters of codes. One of the most significant and useful bounds is the Singleton bound. It first appears in [58]. This bound has been generalized in numerous ways but the proof is usually the same, that is, it relies on a fairly simple counting argument which we shall give in the proof. Theorem 2.5. (Singleton [58]) Let C be an (n, q k , d) code over an alphabet of size q, that is C ⊂ An , |A| = q, then d ≤ n − k + 1. Proof. Consider the first n − (d − 1) coordinates. These must all be distinct, otherwise the distance between two vectors would be less than d. Hence k ≤ n − (d − 1) = n − d + 1. It is apparent from the proof that this is a strictly combinatorial bound. No algebraic structure is assumed for the alphabet A or for the code C. It is immediate however, that if the code C is a linear code over a finite field of order q then |C| = q k where k is the dimension of the code. So for a linear [n, k, d] code we have that d ≤ n − k + 1. If C meets this bound the code is called a Maximum Distance Separable (MDS) code. MDS codes have been widely studied. It has been proven, see [37], that if C is a binary MDS code then C is either the ambient space, i.e. a [n, n, 1] code, the code generated by the all-one vector, i.e. a [n, 1, n] code, or the orthogonal of the code generated by the all-one vector, i.e. a [n, n − 1, 2] code. To show how difficult the question of finding MDS codes is, we recall this well known theorem. See [37] for a proof. Theorem 2.6. A set of s mutually orthogonal Latin squares of order q is equivalent to an [s + 2, q 2 , s + 1] MDS code. The search for mutually orthogonal squares has been suggested in [45] as the next Fermat question, owing to its ease of statement and its intractability over centuries. In [29], the
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connection between MDS codes and latin hypercubes is given which greatly extends this relationship. We shall describe a family of codes that meet this bound. Let the field of order q be Fq = {0, b1 , . . . , bq−1 }, let ai = bj for some j and ai 6= aj if i 6= j. Then let   1 1 1 ... 1   a2 a3 . . . a n   a1  2  2 2 2  a a a . . . a H= 1 2 3 n  .  ..   .  ad−2 a2d−2 ad−2 ... 1 3
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The matrix H is a Vandermonde matrix and as such has a non-zero determinant. Hence the d − 1 rows and d − 1 columns are linearly independent. Let C = hHi⊥ . Then C is a [n, n − (d − 1), d] code. This gives that n − k + 1 = n − (n − (d − 1)) + 1 = d and the code meets the Singleton bound. Hence this is an infinite family of MDS codes. The following is an important conjecture concerning MDS codes. Conjecture 1. If C is an [n, k, n − k + 1] MDS code then n ≤ q + 1. We shall now describe an additional bound that arises strictly from the combinatorial properties of a code. If v is a vector in An where A is an alphabet of size p, then it is easy to see that there are C(n, s)(p − 1)s vectors in An that have Hamming distance s from v. Namely, there are C(n, s) ways of choosing s coordinates from the n coordinates of the ambient space in which to change the entry of v and there are p − 1 choices for each coordinate to which the entry can be changed. We say that a sphere around a vector c of radius t is the set all vectors whose Hamming distance from v is less than or equal to t. It is then immediate that if v is a vector in An , where A is an alphabet of size p, then P there are ts=0 C(n, s)(p − 1)s vectors in a sphere of radius t around v. We note that if the minimum distance of a code is 2t + 1 then two spheres around codewords of radius less than or equal to t are distinct. Theorem 2.7. (Sphere Packing Bound) Let C be a code over an alphabet of size p with minimum weight 2t + 1 then t X |C|( C(n, s)(p − 1)s ) ≤ pn .



(1)



s=0



Proof. We have that all of the spheres are distinct. Hence the number of vectors in all of the spheres must be less than or equal to the number of vectors in the ambient space which is pn . 7



We say that a code with equality in the sphere packing bound is said to be a perfect code. We introduce this bound to show a family of codes that meet this bound which in turn shows that this family of codes is optimal for its parameters. The generalized Hamming codes are formed as follows. Let H be the matrix whose columns consist of the (q r −1)/(q−1) distinct non-zero vectors of Frq modulo scalar multiples. Then let C = hHi⊥ . Since any vector in C represents a linear dependence in the columns of H we have immediately that the minimum weight of C is at least 3. Moreover, by permuting the columns of H we can make it so the first r columns form the identity matrix so that the rows are linear independent. Since hHi has dimension r, we have that C has dimension (q r − 1)/(q − 1) − r. By applying the sphere packing bound we have that the minimum weight cannot be more than 3. This gives that C is a [(q r − 1)/(q − 1), (q r − 1)/(q − 1) − r, 3] perfect code. Hence the Hamming codes form an infinite family of perfect codes over any finite field. The [7, 4, 3] binary Hamming code has an intimate relation to the projective plane of order 2. Namely, the weight 3 vectors correspond to the lines of the plane and the weight 4 vectors correspond to the hyperovals of the planes. Other examples of perfect codes that are not Hamming codes are the [23, 12, 7] binary Golay code and the [11, 6, 5] ternary Golay code. In many ways the [23, 12, 7] binary Golay code exhibits much of the beauty of coding theory. By adding a parity check to each vector we produce an extremal self-dual code (see Section 9 for an explanation), it has canonical connections to the Leech lattice and the Witt Designs. For an extensive collection of results on this code see MacWilliams and Sloane [44] and Conway and Sloane [11].



2.4



Uses of Abstract Algebra in Coding Theory



We shall describe one of the ways in which classical abstract algebra was used in classical coding theory to get major results. Specifically, we shall show the basic construction of cyclic codes. Cyclic Codes were first studied by Prange in 1957, [54] and they are an extremely important and widely studied class of codes. This is because they are easily described algebraically and because they have an efficient decoding algorithm. A code C is cyclic if (a0 , a1 , . . . , an−1 ) ∈ C =⇒ (an−1 , a0 , a1 , a2 , . . . , an−2 ) ∈ C. Let π : Fnq → Fnq , defined by π((a0 , a1 , . . . , an−1 )) = (an−1 , a0 , a1 , a2 , . . . , an−2 ). Then we can say that a cyclic code C satisfies π(C) = C. There is a natural connection from vectors in a cyclic code to polynomials. Namely we associate the vector and polynomial in the following manner: (a0 , a1 , . . . , an−1 ) ↔ a0 + a1 x + a2 x2 + · · · + an−1 xn−1 . 8



Notice that π((a0 , a1 , . . . , an−1 )) corresponds to x(a0 +a1 x+a2 x2 +· · ·+an−1 xn−1 ) (mod xn − 1). If C is linear over Fq and invariant under π then the cyclic code C corresponds to an ideal in the ring Fq [x]/hxn − 1i. Cyclic codes are classified by finding all ideals in Fq [x]/hxn − 1i. This places the study of cyclic codes over finite fields completely in the area of classical commutative ring theory, at least in terms of their structure. If C is a code in R = Fq [x]/hxn −1i, then C is an ideal. Since the ring is a principal ideal ring we have that C = hp(x)i for some polynomial of minimal degree p(x). Hence the vectors in this code are multiples of p(x). The orthogonal code C ⊥ is also an ideal in R and so C ⊥ = hh(x)i where h(x) is a polynomial of minimal degree. Describing the ideal is easily done when the length of the code is relatively prime to the characteristic of the field, that is we factor xn − 1 uniquely in Fq [x]. Then to find all cyclic codes of a given length one must simply identify all factors of xn − 1. This allows us to determine presicely how many distinct cyclic code there are. If xn − 1 factors completely as xn − 1 = p1 (x)p2 (x) . . . ps (x) over Fq , then there are 2s cyclic codes of that length n. This is because each factor is either included or not included in any divisor of xn − 1, giving 2s possible divisors of xn − 1. We shall consider what codes are constructed from a particular polynomial. A degree r generator polynomial generates a code with dimension n − r. This is easy to see given the structure of the generator matrix as follows. Let g(x) = a0 + a1 x + · · · + ar xr . Then the code generated by g(x) has generator matrix:   a0 a1 a2 . . . ar 0 0 ... 0    0 a0 a1 a2 . . . ar 0 . . . 0     0 0 a0 a1 a2 . . . ar . . . 0  .    ..   .  0 0 . . . 0 a0 a1 a2 . . . ar This matrix clearly generates a code with dimension n − r. We shall now describe the generator of the orthogonal code. If g(x) is the generator n −1 . Then c(x) ∈ C if and only if c(x)h(x) = 0. polynomial of a cyclic code, let h(x) = xg(x) Hence the code C can be determined simply by the polynomial h(x). Let h(x) = b0 + b1 x + · · · + bk xk . Then C ⊥ is generated by h(x) = bk + bk−1 x + · · · + b0 xk . It is immediate that the orthogonal has the following generating matrix:   bk bk−1 bk−2 . . . b0 0 0 ... 0   br 0 ... 0   0 bk bk−1 bk−2 . . .    0 0 bk bk−1 bk−2 . . . br . . . 0   .  ..   .  0
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As an example, if C is the [23, 12, 7] perfect Golay code, then the generator polynomial is: g(x) = 1 + x2 + x4 + x5 + x6 + x10 + x11 . If C is the [11, 6, 5] ternary Golay code, then the generator polynomial is: g(x) = 2 + x2 + 2x3 + x4 + x5 . A code C is constacyclic if (a0 , a1 , . . . , an−1 ) ∈ C =⇒ (λan−1 , a0 , a1 , a2 , . . . , an−2 ) ∈ C for some λ ∈ Fq . If λ = −1 the codes are said to be negacyclic. Under the same reasoning, constacyclic codes correspond to ideals in Fq [x]/hxn − λi. Hence these generalizations of cyclic codes can be studied in like manner.
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Connections of Coding Theory in Mathematics



Part of the reason that coding theory blossomed into an important branch of mathematics was that it was able to make interesting and important connections to other branches of mathematics. One such area was in the theory of designs. For an early account of this connection, see [4]. For a more complete description see [1].We shall describe some important relations to the theory of designs. A block t − (v, k, λ) design is an incidence structure of points and blocks such that the following hold: There are v points, each block contains k points, and for any t points there are exactly λ blocks that contain all these points. The theory of designs sits in combinatorics but it also has numerous connections to statistics. In fact, the word design comes from the design of an experiment. One of the most significant theorems in this connection is the well known Assmus-Mattson theorem which first appeared in [3]. Theorem 3.1. (Assmus-Mattson Theorem [3]) Let C be a code over Fq of length n with minimum weight d, and let d⊥ denote the minimum weight of C ⊥ . Let w = n when q = 2 ) < d, define w⊥ similarly. Suppose and otherwise the largest integer w satisfying w − ( w+q−2 q−1 there is an integer t with 0 < t < d that satisfies the following condition: for WC ⊥ (Z) = Bi Z i at most d − t of B1 , B2 , . . . , Bn−t are non-zero. Then for each i with d ≤ i ≤ w the supports of the vectors of weight i of C, provided there are any, yield a t-design. Similarly, for each j with d⊥ ≤ j ≤ min{w⊥ , n − t} the supports of the vectors of weight j in C ⊥ , provided there are any, form a t-design. For example, consider the binary [24, 12, 8] extended Golay code. It has weight enumerator WC (1, y) = 1 + 759y 8 + 2576y 12 + 759y 16 + y 24 . By the Assmus-Mattson theorem the vectors of all weights hold 5-designs. 10



Steiner systems are also an important object of study in design theory. A Steiner system is a t-design with λ = 1. A t − (v, k, λ) Steiner system is denoted S(t, v, k). The following is proven in [2]. Theorem 3.2. [2] If there exists a perfect binary t-error correcting code of length n, then there exists a Steiner system S(t + 1, 2t + 1, n). One of the most significant uses of coding theory in design theory was the proof of the non-existence of the projective plane of order 10. The proof is presented in [40] and a very interesting expository article of the proof is presented in [39]. This problem had been open at least since 1782 if viewed from the position of finding a complete set of mutually orthogonal Latin squares of order 10. Several decades of work involving numerous mathematicians went into solving the problem which was completed by a massive computer proof. The main aspect of the proof was as follows. Take the characteristic vectors of the planes of a putative projective plane of order 10 and let them generate a binary code. Then add a parity check coordinate to each vector. This code C is a [112, 56, 12] code with C = C ⊥ and all weights congruent to 0 (mod 4). It was shown that there are no ovals in the plane and that there are no weight 16 vectors in this code. Then using the theory of codes it was determined exactly what the weight enumerator of the code would be. Finally, a computer was used to show that no such code exists, which proved that the plane did not exist. See [39] for a complete description and for additional references to the papers where these specific results occurred. While a great deal of discussion occurred about the nature and validity of a computer proof, it was also pointed out that this proof would not have been possible without the use of algebraic coding theory. Another example of the fruitful application of coding theory to design theory is the two existing proofs of the famous 36 officer problem, see [16] and [60]. Both proofs use coding theory to prove that there do not exist two orthogonal Latin squares of order 6. The connection to lattices and sphere packing has been at least as fruitful as the connection to designs. Consider, for example, the map Λ(C) = √12 {(C) + 2Zn }. This map sends the binary Golay code to the Leech lattice. Numerous connections have been made concerning this. See [11] for an encyclopedic explanation of the connection between codes, lattices and sphere packings.
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The Gray Map and a Shock to Classical Coding Theory



In the early 1990s, a series of landmark papers [34], [35], [8] were published which showed that certain remarkable non-linear binary codes were actually the images, under a Gray



11



map, of linear codes over the ring Z4 . The map is defined as φ : Z4 → F22 : 0 → 00 1 → 01 2 → 11 3 → 10.



The map φ is a non-linear distance preserving map. In this paper, they show that the Nordston-Robinson, Kerdock and Preparata codes are the images of linear codes over Z4 . In fact they are the images of extended cyclic quaternary codes. The important weight in Z4 is Lee weight, namely the weight of the binary image. Hence 2 has weight 2, 1 and 3 have weight 1 and 0 has weight 0. If we define the Lee weight P enumerator by W LC (x, y) = c∈C xn−wtL (c) y wtL (c) , then we have the following MacWilliams relations for the Lee weight enumerator. Let C be a linear code over Z4 then W LC ⊥ (x, y) =



1 WC (x + y, x − y). |C|



This explains why these binary codes appeared to act like linear codes with respect to the binary MacWilliams relations. In retrospect, Delsarte’s paper [13] should have helped understand this earlier. Namely, in this work it is shown that any code exhibiting an abelian group structure has a group structure of the form Zα2 Zβ4 for non-negative integer values of α and β. These papers had an enormous effect on the coding theory community. People began to think of rings as an acceptable alphabet for coding theory. At first, a large number of papers were produced studying codes over Z4 but this quickly expanded to consider codes over Zm and then onto other rings. For example, codes over the other rings of order 4 were studied. For example, the ring F2 + uF2 was studied in [18] largely because of its similarity to Z4 and because of a connection to complex lattices. The ring F2 + uF2 has one non-zero non-unit like Z4 , namely u and so a comparable Gray map was defined were u acted like 2. Namely ψ(0) = (0, 0), ψ(1) = (0, 1), ψ(u) = (1, 1) and ψ(1 + u) = (1, 0). Unlike the Gray map for Z4 this map is a linear map. Around this same time Jay Wood focused on the question of what were allowable alphabets for coding theory. Specifically, to have an acceptable alphabet we require (1) an algebraic structure for linear codes with an appropriate metric and weight; (2) a well defined inner-product which gives an orthogonal C ⊥ with |C||C ⊥ | = |R|n ; (3) the first MacWilliams Theorem must hold; (4) the MacWilliams relations must hold for some appropriately chosen weight enumerator. The primary question addressed by Wood in [61] is what class of rings are acceptable as an alphabet for coding theory. The first major change is that we are no longer dealing with 12



vector spaces as linear codes but rather with modules. This has numerous consequences, for example, we no longer have the standard theorems about the dimension of a code and its orthogonal. In fact, we do not have dimension at all. As a simple example, consider the code of length 1 generated by (2) over Z4 . This code has rank 1 but it is not the full space. This sort of linear code is not possible for codes over fields. With the loss of multiplicative inverses for all elements, it also becomes impossible to be able to use Gaussian elimination to form a generator matrix of the form (Ik | A) for any code. For example, the code just mentioned has generator matrix (2) which is not of this form. Hence we need to find theorems which will correspond to some of the standard theorems of coding theory to avoid using dimension and linear independence. Moreover, given the change of alphabet, we have a modified fundamental question of coding theory. Question 4.1. What is the largest (linear) subspace of Rn , R a ring, such that any two vectors are at least d units apart, where d is with respect to the appropriate metric? As examples of this fundamental question, one might ask what is the largest code in Zn4 with a given minimum Lee weight. This question is canonically related to the fundamental question of coding theory, in that the best quaternary codes will give possibly non-linear codes whose parameters may in fact be optimal. From the very start of coding theory the fundamental question of coding theory was often stated for an arbitrary alphabet A, however, A was not assumed to have an algebraic structure and the only weight considered was the Hamming weight. Moreover, when the linear version was studied, it was always assumed that linear meant a vector space over a finite field. While rings have received the most attention as the alphabet for coding theory since the 1990s, various other alphabets are receiving attention now, for example groups and modules.
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Cyclic Codes over Zm



As an example of how the study of codes changes in the transition from codes over fields to codes over other alphabets, we shall examine the generalization of cyclic codes to Z4 . This is a very natural first step given the algebraic nature of cyclic codes. Namely, the generalization of cyclic codes came very early in the study of codes over rings. Throughout the initial part of this section, we let n be odd to avoid difficulties arising from the non-uniqueness of factorization. We begin with some standard definitions. Let µ : Z4 [x] → Z2 [x], be the map that reads the coefficients of the polynomials modulo 2. Then we say that a polynomial f in Z4 [x] is basic irreducible if µ(f ) is irreducible in Z2 [x]. We say that f is primary if hf i is a primary ideal in Z4 [x]. We continue with a few elementary lemmas from [53]. 13



Lemma 5.1. [53] If f is a basic irreducible polynomial over Z4 , then f is primary. We can now state a lemma which allows us to determine the uniqueness of the factorization. Lemma 5.2. Let n be odd. If xn − 1 = f1 f2 . . . fr over Z4 , where the fi are basic irreducible and pairwise coprime, then this factorization is unique. We are now in a position to describe the ideals which correspond to cyclic codes over Z4 using this factorization. Lemma 5.3. [53] Let xn − 1 = f1 f2 . . . fr be a product of basic irreducible and pairwise coprime polynomials for odd n over Z4 and let fbi denote the product of all fj except fi . Then any ideal in the ring Z4 [x]/hxn − 1i is a sum of some hfbi i and h2fbi i. Notice that the existence of a non-unit in Z4 complicates the description of the ideals a bit in comparison with ideals in Z2 [x]. That is, we can no longer assume that all ideals are principal. This makes the classification of cyclic codes more difficult and allows for a greater number of cyclic codes as described in the following theorem. Theorem 5.4. [53] The number of Z4 cyclic codes of length n is 3r , where r is the number of basic irreducible polynomial factors in xn − 1. We shall now describe exactly the form of quaternary cyclic codes which was done in [53]. Theorem 5.5. [53] Let C be a Z4 cyclic code of odd length n. Then there are unique, monic polynomials f , g, h such that C = hf h, 2f gi where f gh = xn − 1 and |C| = 4deg(g) 2deg(h) . This theorem exemplifies many of the difficulties that arise in moving from fields to rings, in that the presence of non-units changes many straightforward descriptions of codes into something more complicated. That is, since not all linear codes are of the form Fkq , for some k, the number of possibilities of the form of the code always increases. This however, can be a blessing, in that one can obtain a richer family of codes due to the increased complexity of the structures. We can now show how the difficulty in the even length case can be overcome as an example of how the theory of rings can be used in coding theory. See [22] for a complete description of this technique. Throughout this description of even length cyclic codes let n be an odd integer and N = 2k n. Then N will denote the length of a cyclic code over Z4 . We shall define a ring which will relate to cyclic codes. Namely, define the ring R = k Z4 [u]/hu2 − 1i. 14



To relate cyclic codes in their usual setting we define the following module isomorphism k Ψ : Rn → (Z4 )2 n defined by k −1



Ψ(a0,0 + a0,1 u + a0,2 u2 + · · · + a0,2k −1 u2



,..., k −1



an−1,0 + an−1,1 u + an−1,2 u2 + · · · + an−1,2k −1 u2



)



= (a0,0 , a1,0 , a2,0 , a3,0 , . . . , an−1,0 , a0,1 , a1,1 , a2,1 . . . , a0,2k −1 , a1,2k −1 , . . . , an−1,2k −1 ). We have that   Ψ u 



k −1 2X



 an−1,j uj  ,



k −1 2X



a0,j uj ,



j=0



j=0



k −1 2X



a1,j uj , . . . ,



j=0



k −1 2X



 an−2,j uj 



j=0



= (an−1,2k −1 , a0,0 , a1,0 , . . . , an−2,2k −1 ). k



This gives that a cyclic shift in (Z4 )2 n corresponds to a constacyclic shift in Rn by u. The following theorem then follows naturally from the setup. Theorem 5.6. [22] Cyclic codes over Z4 of length N = 2k n correspond to constacyclic codes over R modulo X n − u via the map Ψ. This theorem allows us to characterize cyclic codes by studying constacyclic codes over R of odd length n. In particular, we can use standard result from ring theory which will allow us to find all possible cyclic codes over Z4 . We can now show how a similar setup can be done to study cyclic codes of arbitrary length N over the ring of integers modulo M . For a complete description of this see [50]. As usual, cyclic codes of length N over a ring R are identified with the ideals of R[X]/hX N − 1i by identifying the vectors with the polynomials of degree less than N . Every cyclic code C over Fq is generated by a nonzero monic polynomial of minimal degree in C, which must be a divisor of X N − 1 by the minimality of degree. Since Fq [X] is a UFD, cyclic codes over Fq are completely determined by the factorization of X N − 1 whether or not N is prime to the characteristic of the field, even though when they are not relatively prime we are in the repeated root case. For cyclic codes over Zpe if the length N is prime to p, X N − 1 factors uniquely over Zpe by Hensel’s Lemma. All cyclic codes over Zpe of length relatively prime to p have the form hf0 , pf1 , p2 f2 , . . . , pe−1 fe−1 i, where fe−1 | fe−2 | · · · | f0 | X N − 1. These ideals are principal: hf0 , pf1 , p2 f2 , . . . , pe−1 fe−1 i = hf0 + pf1 + p2 f2 + · · · + pe−1 fe−1 i. Therefore, cyclic codes of length N prime to p are again easily determined by the unique factorization of X N − 1. The reason that the case when the characteristic of the ring divides 15



the length N is more difficult is that in this case we do not have a unique factorization of X N − 1. Let C be a linear cyclic code of length N over the ring ZM , where M and N are arbitrary positive integers. We use the Chinese Remainder Theorem to decompose the code C. That is using the standard version of the Chinese Remainder Theorem we can describe a code over ZM as the product of codes over rings of order a power of prime. Hence we can write an ideal of ZM [X]/hX N − 1i as a direct sum of ideals over Zpei i according to the prime factorization r of M = pe11 pe22 . . . per . This standard technique allows for the study of cyclic codes over ZM by studying cyclic codes over the rings Zpe for a prime p. For the remainder of the section we fix a prime p and write N = pk n, with p not dividing n. Define an isomorphism between Zpe [X]/hX N − 1i and a direct sum, ⊕i∈I Spe (mi , u), of certain local rings. This shows that any cyclic code over Zpe can be described by a direct sum of ideals within this decomposition. The inverse isomorphism can also be given, so that the corresponding ideal in Zpe [X]/hX N − 1i can be computed explicitly. Let R = Zpe and write RN = Zpe [X]/hX N − 1i, so that RN = RN after this identification. By introducing an auxiliary variable u, we break the equation X N − 1 = 0 into two k k equations X n − u = 0 and up − 1 = 0. Taking the equation up − 1 = 0 into account, we k first introduce the ring R = Zpe [u]/hup − 1i. There is a natural R-module isomorphism Ψ : Rn → RN defined by Ψ(a0 , a1 , . . . , an−1 ) = (a00 , a10 , . . . , a0n−1 , a01 , a11 , . . . , an−1 , . . . , a0pk −1 , a1pk −1 , . . . , an−1 ) 1 pk −1



(2)



k



where ai = ai0 + ai1 u + · · · + aipk −1 up −1 ∈ R for 0 ≤ i ≤ n − 1. We have that u is a unit in R and Ψ(uan−1 , a0 , . . . , an−2 )



=



n−1 Ψ(apn−1 u + ... k −1 + a0



+



p apn−1 k −2 u



=



(an−1 , a0 , . . . , a0n−2 , a0n−1 , a01 , pk −1 0



k −1



, a0 , . . . , an−2 )



n−2 0 . . . , a1n−2 , . . . , apn−1 k −2 , apk −1 , . . . , apk −1 ).



Hence we have our desired setup, namely the constacyclic shift by u in Rn corresponds to a cyclic shift in RN . Now we can study cyclic codes in the repeated root case by studying constacyclic codes over a different ring. We identify Rn with R[X]/hX n − ui, which takes into account the equation X n − u = 0. Viewing Ψ as a map from R[X]/hX n − ui to RN , we have that   k −1 k −1 n−1  pX n−1 pX  X X i j i Ψ aj u X  = aij X i+jn . i=0



j=0



i=0 j=0



The map Ψ is an R-module isomorphism, with Ψ(uj X i ) = X i+jn for 0 ≤ i ≤ n − 1 and 0 ≤ j ≤ pk − 1. 16



Let 0 ≤ i1 , i2 ≤ n−1 and 0 ≤ j1 , j2 ≤ pk −1. Write i1 +i2 = δ1 n+i, and j1 +j2 = δ2 pk +j such that 0 ≤ i ≤ n − 1 and 0 ≤ j ≤ pk − 1. Clearly δi = 0 or 1. k k Since up = 1, X n = u in R[X]/hX n − ui and X p n = 1 in R[X]/hX N − 1i we have that Ψ(uj1 X i1 uj2 X i2 ) = Ψ(uj1 +j2 X i1 +i2 ) = Ψ(uj+δ1 X i ) = X i+(j+δ1 )n = X i+δ1 n X jn = X i1 +i2 X (j1 +j2 )n = Ψ(uj1 X i1 )Ψ(uj2 X i2 ). By the R-linearity property of Ψ, it follows that Ψ is a ring homomorphism. Lemma 5.7. [50] Ψ is an R-algebra isomorphism between R[X]/hX n − ui and R[X]/hX N − 1i. Furthermore, the cyclic codes over R of length N correspond to constacyclic codes of length n over R via the map Ψ. The ring R is a finite local ring, and hence the regular polynomial X n − u has a unique factorization in R[X], X n − u = g1 g2 . . . gl into monic, irreducible and pairwise relatively prime polynomials gi ∈ R[X], and by the Chinese Remainder Theorem R[X]/hX n − ui ' R[X]/hg1 i ⊕ · · · ⊕ R[X]/hgl i. This isomorphism will give us a decomposition of RN via the map Ψ. The central point of this section is that we can use the classical theory of rings to make significant progress in the study of cyclic codes over rings. Namely, we are able to couch the discussion of these important codes in the setting of ideals and use the power of ring theory to answer difficult questions in coding theory.
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Frobenius Rings



The question then arises as to what is the largest class of codes for which coding theory can be applied. The answer Wood finds (see [61], [62]) is that the class of codes that are an acceptable alphabet for coding theory is the class of Frobenius rings. In this section, we shall give an explanation of Frobenius rings and state the major theorems used for these rings in coding theory. We shall attempt to follow exactly the notation and setup as given in Wood’s classic paper [61]. Throughout this work, by ring we mean a ring with unity. We shall give an explanation of Frobenius rings based on Nakayama’s definition. A ring is said to be left (right) Artinian if it does not contain an infinite descending chain of left (right) ideals. In coding theory, we are concerned with finite rings so all of the rings we consider are Artinian but the definitions apply to all Artinian rings. Note that it is not true that codes are only defined over finite rings, for example, codes have been defined over the p-adic integers and these codes have been used to understand codes over Zpe . However, in general, coding theory is concerned with finite spaces, so we shall assume that all rings 17



are finite unless specifically noted. Hence, when developing the theory of codes we make the assumption that all rings are finite with a multiplicative unity. We continue with some basic definitions. A left (right) module M is irreducible if it contains no non-trivial left (right) submodule. A left (right) module M is indecomposable if it has no non-trivial left (right) direct summands. Note that every irreducible module is indecomposable, but not the converse. An Artinian ring (as a left module over itself) admits a finite direct sum decomposition: = Re1,1 ⊕ · · · ⊕ Re1,µ1 ⊕ · · · ⊕ Ren,1 ⊕ · · · ⊕ Ren,µn , P where the ei,j are primitive orthogonal idempotents with 1 = ei,j . This is known as the principal decomposition of R R. The Rei,j are indexed so that Rei,j is isomorphic to Rek,l if and only if i = k. Set ei = ei,1 then we can write: R R ∼ = ⊕µi Rei . The socle of a module M is the sum of the simple (i.e. contains no non-zero submodules) submodules of M . The radical of a module M is the intersection of all maximal submodules of M . The module Rei,j has a unique maximal left submodule Rad(R)ei,j = Rei,j ∩ Rad(R) and a unique irreducible “top quotient” T (Rei,j ) = Rei,j /Rad(R)ei,j . The socle S(Re,j ) is the left submodule generated by the irreducible left submodule of Rei,j . Let R R = ⊕µi Rei . Then an Artinian ring R is quasi-Frobenius if there exists a permutation σ of {1, 2, . . . , n}, such that T (Rei ) ∼ = S(Reσ(i) ) and S(Rei ) ∼ = T (Reσ(i) ). The ring is Frobenius if, in addition, µσ(i) = µi . The next theorems characterize quasi-Frobenius and Frobenius rings in a way that will be helpful in the coding setting. A module M over a ring R is injective if, for every pair of left R-modules B1 ⊂ B2 and every R-linear mapping f : B1 → M , the mapping f extends to an R-linear mapping f : B2 → M. RR



Theorem 6.1. [12] An Artinian ring R is quasi-Frobenius if and only if R is self-injective, i.e. R is injective as a left (right) module over itself. Note that this theorem is often used as the characterization of quasi-Frobenius rings. For commutative rings we have the following theorem. Theorem 6.2. [12] For a commutative ring R, R is Frobenius if and only if it is quasiFrobenius. Up to now most work in coding theory has been done over commutative rings. Hence these two theorems have been very valuable characterizations for Frobenius rings in terms of coding theory. We shall now investigate some elementary results about the character module. Characters play an important role in establishing the MacWilliams relations. For a module M let 18



c be the character module of M . If M is a left module then M c is a right module and if M M c is a left module. is a right module then M b given the standard decomposition of the The first theorem gives a characterization of R ring R. The complete development of this material can be found in [61]. Theorem 6.3. [61] Let R be a finite quasi-Frobenius ring, with R R = ⊕µi Rei and with perb∼ mutation σ as in the definition of quasi-Frobenius. Then, as left R modules, R = ⊕µi Reσ(i) b∼ and as right modules R = ⊕µi eσ−1 (i) R. b The next theorems characterize quasi-Frobenius rings in terms of R. b is a free left R-module, then R b∼ Theorem 6.4. [61] Suppose R is a finite ring. If R =R R and R is quasi-Frobenius. Theorem 6.5. [61] Suppose R is a finite ring. The following are equivalent. • R is a Frobenius ring. b∼ • As a left module, R = R R. b∼ • As a right module R = RR . For commutative rings we can say much more. For the equivalence of the following conditions see Theorem 1.2 and Remark 1.3 of [61]. Let R be a finite commutative ring, then the following conditions are equivalent: • (i) R is Frobenius; • (ii) R is quasi-Frobenius; • (iii) the R-module R is injective. If R is a finite local ring with maximal ideal m and residue field k, these conditions are equivalent with • (iv) dimk Ann(m) = 1. b∼ b Let R be a Frobenius ring, so that R =R R as both left and right modules. Let φ : R → R be the right module isomorphism. Let χ = φ(1) then φ(r) = χr . We call χ a right generating character. Theorem 6.6. [61] Let R be any finite ring. Then a character χ on R is a left generating character if and only if it is a right generating character. We are now in a position to use the developed theory to handle the first major foundation of algebraic coding theory, namely the first MacWilliams theorem. 19



Theorem 6.7. [61] (MacWilliams I) (A) If R is a finite Frobenius ring and C is a linear code, then every Hamming isometry C → Rn can be extended to a monomial transformation. (B) If a finite commutative ring R satisfies that all of its Hamming isometries between linear codes allow for monomial extensions, then R is a Frobenius ring. By an example of Greferath and Schmidt, [32] MacWilliams I does not extend to quasiFrobenius rings. The next theorem sharpens this result for commutative rings. Theorem 6.8. [61] Suppose R is a finite commutative ring, and suppose that the extension theorem holds over R, that is every weight-preserving linear homomorphism f : C → Rn from a linear code C ⊆ Rn to Rn extends to a monomial transformation of Rn . Then R is a Frobenius ring. We shall now use the developed theory to generalize the MacWilliams relations. For b has a generating character χ, such that χa (b) = χ(ab). Frobenius rings R, R Define the matrix T , where T is an |R| by |R| matrix given by: (Ti )a,b = (χ(ab))



(3)



where a and b are in R. Since we are not assuming that all rings are commutative we have two different (possibly) orthogonals. Namely, one where the action is on the left and one where it is on the right. For a code C in Rn define L(C) = {v | [v, w] = 0, ∀w ∈ C} and R(C) = {v | [w, v] = 0, ∀w ∈ C}. For a code over an alphabet A = {a0 , a1 , . . . , as−1 }, the complete weight enumerator is defined as: s−1 XY cweC (xa0 , xa1 , . . . , xas−1 ) = xanii (c) (4) c∈C i=0



where there are ni (c) occurrences of ai in the vector c. We are now in a position to state the generalization of the foundational MacWilliams relations to codes over Frobenius rings. Theorem 6.9. [61] (Generalized MacWilliams Relations) Let R be a Frobenius ring. If C is a left submodule of Rn , then cweC (x0 , x1 , . . . , xk ) =



1 cweR(C) (T t · (x0 , x1 , . . . , xk )). |R(C)| 20



If C is a right submodule of Rn , then cweC (x0 , x1 , . . . , xk ) =



1 cweL(C) (T · (x0 , x1 , . . . , xk )). |L(C)|



For commutative rings, there is only one orthogonal, namely L(C) = R(C) = C ⊥ . Then the following result is a simple consequence of the previous result applied to a commutative ring. Theorem 6.10. [61] Let C be a linear code over a commutaive Frobenius rings R then WC ⊥ (x0 , x1 , . . . , xk ) =



1 WC (T · (x0 , x1 , . . . , xk )). |C|



(5)



This theorem has the following useful corollary. The proof follows directly from the theorem by replacing each indeterminate with 1. Corollary 6.11. [61] If C is a linear code over a Frobenius ring then |C||L(C)| = |C||R(C)| = |Rn |. For codes over commutative rings we have |C||C ⊥ | = |R|n . Notice that this theorem generalizes the theorem which states that for codes over fields dim(C) + dim(C ⊥ ) = n where n is the dimension of the ambient space. This corollary often fails for codes over non-Frobenius rings. For example, consider the following well known example: Let R = F2 [X, Y ]/(X 2 , Y 2 , XY ) = F2 [x, y], where x2 = y 2 = xy = 0. Then R = {0, 1, x, y, 1 + x, 1 + y, x + y, 1 + x + y}. The maximal ideal is m = {0, x, y, x + y}. Hence this ideal is a code of length 1. Its orthogonal is m⊥ = m = {0, x, y, x + y}. This gives that m is a self-dual code of length 1. But |m||m⊥ | = 16 6= |R| = 8. This implies that there cannot be MacWilliams relations for this ring, since if there were then |C||C ⊥ | would have to be |R|n . The results in this section, due to Jay Wood, lay the foundation for the transition from studying codes over fields to codes over rings. Much of the work previous to this was done in an ad hoc fashion. Namely, most authors found MacWilliams relations for a particular alphabet they wanted to study and proved only those foundational results necessary for the alphabet and for that particular application. Wood’s work allowed coding theorists to greatly expand their scope and to rely on this work for foundational results.
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Chinese Remainder Theorem



In this section, we shall restrict our attention to commutative rings. We shall describe one of the most foundational result for codes over commutative rings, namely the well known 21



Chinese Remainder Theorem. We shall describe the theorem and show how it is used in Coding Theory. The Chinese Remainder Theorem gets its name as it is a generalization of the technique used in ancient China to find a solution to a series of modular equations. Of course, their notation and language were quite different than this, but their questions and technique were precisely this. The theorem generalizes naturally to commutative rings and ideals. We shall describe that generalization now. We let R be a finite commutative ring and a be an ideal of R. Define the map Ψa : R → R/a to be the canonical homomorphism x 7→ x + a. This map naturally extends to Ψa : Rn → (R/a)n by (x1 , . . . , xn ) 7→ (x1 + a, . . . , xn + a). Let m1 , . . . , mk be the maximal ideals of the finite commutative ring R with e1 , . . . , ek Q their indices of stability. The ideals me11 , . . . , mekk are relatively prime in pairs and ki=1 mei i = ∩ki=1 mei i = {0}. This gives the assumptions we need to apply the Chinese Remainder TheQ orem. This theorem gives that the canonical ring homomorphism Ψ : R → ki=1 R/mei i , defined by x 7→ (x + me11 , . . . , x + mekk ), is a ring isomorphism. Denote R/mei i by Ri , i = 1, . . . , k. Note that these are all local rings. The maximal ideal mi /mei i of Ri has nilpotency index ei . It is noted in Remark 1.3 in [61] that the ring R is Frobenius if and only if each ring Ri is Frobenius. We can now apply this in a coding theory setting. Let C ⊂ Rn be a code over a commutative ring R with maximal ideals mi . The mi -projection of C is defined by C(mi ) = Ψmei i (C) where Ψmei i : Rn → Rin is the canonical map. Q Denote by Ψ : Rn → ki=1 Rin the map defined by Ψ(v) = (Ψme11 (v), . . . , Ψmek (v)) for k v ∈ Rn . The module version of the Chinese Remainder Theorem gives that the map Ψ is an R-module isomorphism and C ∼ = C(m1 ) × · · · × C(mk ) . Let {Ci } be codes over Ri , i = 1, . . . , k, of length n. Define the code C = CRT(C1 , . . . , Ck ) of length n over R as: C = {Ψ−1 (v1 , . . . , vk ) : vi ∈ Ci (i = 1, . . . , k)} = {v ∈ Rn : Ψmei i (v) ∈ Ci (i = 1, . . . , k)}. Then the code C(mi ) = Ci , for i = 1, . . . , k. The code C = CRT(C1 , . . . , Ck ) is called the Chinese product of the codes Ci . What we shall see is that many important properties of codes are carried over this isomorphism, so that we can study codes in general by studying their component codes C(mi ) . Recall the definitions of some classes of rings. A principal ideal ring is a ring in which every ideal is principal, that is, it is generated by a single element. A local ring is a ring with a unique maximal ideal. A finite ring R is called a chain ring if all its ideals are linearly ordered by inclusion. Using this definition, we have that all the ideals of the finite chain ring R are principal. 22



Q Let us examine this theorem as applied to some specific rings. Let m = pei i , pi 6= pj if i 6= j and pi prime. The ring Zm is isomorphic, via the Chinese Remainder Theorem, to Zpe11 × Zpe22 × · · · × Zpess . With this in mind, it is most important to study codes over the rings Zpe for p a prime. Note that the rings Zpe are chain rings and much more easily handled in a coding setting than the principal ideal ring Zm . The following is a well known application of the Chinese Remainder Theorem. Theorem 7.1. Let R be a finite commutative Frobenius ring, then R = R1 × R2 × · · · × Rs where each Ri is a local Frobenius ring. Let R be a finite commutative principal ideal ring, then R = R1 × R2 × · · · × Rs where each Ri is a chain ring. Hence, the focus for the study of codes over rings can be for codes over local rings and chain rings as opposed to codes over arbitrary rings or even principal ideal rings. Results for rings in general can be obtained by applying the Chinese Remainder Theorem. We shall now show some examples of this. The following lemma appears in [20] and shows how the cardinality of the code is determined via its component codes. We use it to prove a theorem involving a generalization of MDS codes Lemma 7.2. [20] Let R be a finite Frobenius ring that is isomorphic to R1 × R2 × · · · × Rs , via the Chinese Remainder Theorem. Let C1 , C2 , · · · , Ck be codes of length n with Ci a code over Ri , and let C = CRT (C1 , C2 , . . . , Ck ). Then Q • |C| = ki=1 |Ci |; • C is a free code if and only if each Ci is a free code of the same free rank. We have seen that one of the most important bounds for classical coding theory is the Singleton bound. This bound has the following generalization. Theorem 7.3. [57] Let C be a linear code over a principal ideal ring with minimum Hamming weight d then d ≤ n − rank(C) + 1. We call codes meeting this bound MDR (Maximum Distance with respect to Rank) codes. Lemma 7.2 has the following implication. Theorem 7.4. [20] Let R be a finite Frobenius ring that is isomorphic to R1 × R2 × · · · × Rs via the Chinese Remainder Theorem. Let C1 , C2 , . . . , Ck be codes over Ri . If Ci is an MDR code for each i, then C = CRT (C1 , C2 , . . . , Ck ) is an MDR code. If Ci is an MDS code of the same rank for each i, then C = CRT (C1 , C2 , . . . , Ck ) is an MDS code. 23



Hence codes meeting this bound can be studied by examining their component codes. Another important application concerns self-dual codes (that is a code C with C = C ⊥ ), which we shall show in detail later. The following is an easy consequence of the application of the Chinese Remainder Theorem. Theorem 7.5. [20] Let R be a finite Frobenius ring that is isomorphic to R1 × R2 × · · · × Rs via the Chinese Remainder Theorem. Let Ci be codes over Ri and C = CRT (C1 , C2 , . . . , Ck ). Then C1 , C2 , . . . , Ck are self-dual codes if and only if C is a self-dual code. Many more results like those we have shown in this section are possible. What they show in general is that much of coding theory can be done by examining codes over local rings and chain rings. Of course, not everything can be done like this, but a great deal of the theory of codes over commutative rings can.
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Generators of codes



For vector spaces we have the notion of linear independence and dimension which tells the size of a code as well determines when a set of generators is minimal. From a practical standpoint this is extremely important in coding theory in that some of the primary tools are constructing a generator matrix and constructing a generator matrix of the orthogonal. Many techniques for code construction involve putting a particular matrix in standard form allowing for a determination of the dimension of the code. For modules over rings, we do not have the same notion of linear independence or dimension. For example, one can take the same definition of linear independence, that is P αi vi = 0 =⇒ αi = 0 for all i. But even over Z4 you can give a code generated by vectors consisting only of 0s and 2s. None of these vectors are linearly independent, as 2 times any of them is the all-zero vector, but they may generate a very interesting code. We need to develop a system in which one can define a minimal generating set of vectors, in an efficient manner, which will give the cardinality of the set generated. This is most easily done for a chain ring. Let R be a finite chain ring with maximal ideal m = Rγ with e its nilpotency index. Then the ideals of R are {0} ⊆ hγ e−1 i ⊆ · · · ⊆ hγ 2 i ⊆ hγi ⊆ R. It is shown in [49] that the generator matrix for a linear code C over R is permutation



24



equivalent to a matrix of the  Ik0 A0,1   0 γIk1   0 0   .. ..  . .  . .  . ..  . 0 0



following form: A0,2 A0,3 · · · ··· A0,e γA1,2 γA1,3 · · · ··· γA1,e 2 2 γ Ik2 γ A2,3 · · · ··· γ 2 A2,e .. .. .. . . 0 . .. . .. .. .. .. . . . . 0 ··· 0 γ e−1 Ike−1 γ e−1 Ae−1,e



      .    



(6)



This matrix is said to be in standard form. A code with this generator is said to have type {k0 , k1 , . . . , ke−1 }. It is immediate that a code C with this generator matrix has |C| = Pe−1 |R/m| i=0 (e−i)ki elements. Things become more complicated over an arbitrary principal ideal ring which may not be a chain ring. Consider the ring Z6 , this ring is a principal ideal ring but is not a chain ring. Over Z6 , the code h(2, 3)i = {(0, 0), (2, 3), (4, 0), (0, 3), (2, 0), (4, 3)}. This single vector generates the ! code and so this must be a minimal generating set. This code is also generated 2 0 by . This matrix looks like it should be in the form which would give minimality, 0 3 however it is not minimal. It is more difficult in this case to determine the minimality of the generators by simply putting them in a desired form. We shall give definitions which will determine when a generating set for a code is minimal. These definitions were given in [23] and are generalizations of the definitions given in [50]. For all of these definitions we are assuming that R is a finite commutative ring that is isomorphic via the Chinese Remainder Theorem to R1 × R2 × · · · × Rs , where each Ri is a local ring. Note that since R is assumed to be Frobenius then each Ri is also Frobenius. The definition of linear independence is essentially split into two parts, modular independence and independence. We begin with the definition of modular independence, first in terms of local rings. Definition 1. Let Ri be a local ring with unique maximal ideal mi , and let w1 , · · · , ws be P vectors in Rin . Then w1 , · · · , ws are modular independent if and only if αj wj = 0 implies that αj ∈ mi for all j. Next we extend the definition to arbitrary rings. Definition 2. The vectors v1 , · · · , vk in Rn are modular independent if Φi (v1 ), · · · , Φi (vk ) are modular independent for some i, where R = CRT (R1 , R2 , . . . , Rs ) and Φi is the canonical map. We can now give the definition of independence. Definition 3. Let v1 , · · · , vk be vectors in Rn . Then v1 , · · · , vk are independent if 0 implies that αj vj = 0 for all j. 25



P



αj vj =



We can now extend the definition of a basis to an arbitrary ring. We will show that all linear codes have a basis. Definition 4. Let C be a code over R. The codewords c1 , c2 , · · · , ck are called a basis of C if they are independent, modular independent and generate C. In this case, each ci is called a generator of C. The following is shown in [23]. Theorem 8.1. All linear codes over a Frobenius ring have a basis. This theorem allows us to construct generating matrices for the code and its orthogonal in a standard form. That is, we can now say that every code over a Frobenius ring has a minimal generating set that satisfies certain properties.



9



Self-Dual Codes



As an example of how the transition from classical coding theory to codes over rings is made, we shall examine self-dual codes. Self-dual codes are an interesting and important class of codes. They have numerous connections to lattices, designs, and invariant theory.



9.1



Classical Self-Dual Codes



P As usual, we equip the ambient space with the inner-product [v, w] = vi wi and define ⊥ C = {v | [v, w] = 0, ∀w ∈ C}. We assume that wi = wi unless otherwise stated. In the case when the involution is not the identity we refer to it as the Hermitian inner-product. A code is said to be self-orthogonal if C ⊆ C ⊥ and it is said to be self-dual if C = C ⊥ . The following is an easy theorem about self-dual codes. We include it to show that later, when studying codes over rings, we notice that this elementary result is no longer true for self-dual codes over rings. Theorem 9.1. If C is a self-dual code of length n over Fq then n must be even. Proof. We have dim(C) = dim(C ⊥ ) and dim(C) + dim(C ⊥ ) = n which gives dim(C) = and so n must be even.



n 2



The following is a well known theorem which tells when a self-dual code over a field can be divisible, that is have all weights divisible by some integer greater than 1. See Chapter 19 of [44] for the following theorem. Theorem 9.2. (Gleason-Pierce-Ward) Let p be a prime, m, n be integers and q = pm . Suppose C is a linear [n, n2 ] divisible code over Fq with divisor ∆ > 1. Then one (or more) 26



of the following holds: I. q = 2 and ∆ = 2, II. q = 2, ∆ = 4, and C is self-dual, III. q = 3, ∆ = 3, and C is self-dual, IV. q = 4, ∆ = 2, and C is Hermitian self-dual, V. ∆ = 2 and C is equivalent to the code over Fq with generator matrix [I n2 |I n2 ], where I n2 is the identity matrix of size n2 over Fq . A binary self-dual code with all weights congruent to 0 (mod 4) is said to be a Type II code. A binary self-dual code with a least one weight not congruent to 0 (mod 4) is said to be Type I. In this case all weights are congruent to 0 (mod 2). A ternary self-dual code with all weights congruent to 0 (mod 3) is said to be a Type III code. A quaternary Hermitian self-dual code with weights congruent to 0 (mod 2) is said to be a Type IV code. Note that we often extend this definition of Type IV to include any self-dual code over F4 with even weights. The following theorem is immediate from the definitions. Theorem 9.3. If C and D are self-dual codes over Fq of length n and m then C × D is self-dual of length n + m. We shall use this theorem to establish existence results for various families of self-dual codes. It is easy to show that if a set of k vectors v1 , . . . , vk are orthogonal to each other, i.e. P P [vi , vj ] = 0 for all i, j, then [ αi vi , βi vi ] = 0. Hence to construct a generating matrix for a self-dual code over a finite field, you must construct n2 linearly independent vectors that are orthogonal to each other.   Let A be the following binary matrix: A = 1 1 . This matrix generates a Type I self-dual code of length 2. The matrix A generates a Type I code of length 2. Hence by Theorem 9.3 Type I codes exists for all even lengths. Let B be the following binary matrix:   1 0 1 0 1 0 1 0  0 1 1 0 0 1 1 0    B= .  0 0 1 1 0 0 1 1  0 0 0 1 1 1 1 0 The matrix B generates a Type II code of length 8. Hence by Theorem 9.3 Type II codes exists for all lengths congruent to 0 (mod 8). This [8, 4, 4] code is formed by adding a parity check to the [7, 4, 3] Hamming code. Let C be the following ternary matrix: ! 1 1 1 0 C= . 0 1 2 1 27



The matrix C generates a Type III code of length 4. Hence by Theorem 9.3 Type III codes exists for all even lengths congruent to 0 (mod 4). Let D be the following ternary matrix:   D= 1 ω , where ω 3 = 1. The matrix D generates a Type IV code of length 2. Hence by Theorem 9.3 Type IV codes exists for all even lengths. These four types of self-dual codes over finite fields have been intensely studied. Numerous papers have been written about them involving their construction and enumeration. In particular, great strides have been made in enumerating Type I and Type II codes. For an encyclopedic account of their study see [52].



9.2



Invariant theory



We shall show some of the major results possible for codes using invariant theory. Specifically, we show how invariant theory is used to determine the possible weight enumerators for Type II codes. For a full description of this theory applied in classical coding theory see Chapter 19 of [44] If C is a binary self-dual code then the Hamming weight enumerator is held invariant by the MacWilliams relations and hence by the following matrix: ! 1 1 1 . M=√ 2 1 −1 1 WC (x + y, x − y). That is, since C = C ⊥ , we have WC (x, y) = |C| If, in addition, the code is doubly-even, then it is also held invariant by the following matrix: ! 1 0 A= . 0 i P The group G = hM, Ai has order 192. We define the series as Φ(λ) = ai λi where there are ai independent polynomials held invariant by the group G. We recall the well known theorem of Molien.



Theorem 9.4. (Molien) For any finite group G of complex m by m matrices, Φ(λ) is given by 1 X 1 Φ(λ) = (7) |G| A∈G det(I − λA) where I is the identity matrix. 28



This theorem gives a straight forward technique for computing the series. For our group G we get Φ(λ) =



1 (1 −



λ8 )(1



− λ24 )



= 1 + λ8 + λ16 + 2λ24 + 2λ32 + . . .



(8)



In particular, this shows that Type II codes exist only if the length is a multiple of 8, since ai is 0 when i 6≡ 0 (mod 8). The generating invariants in this case can be found. Specifically, we have: W1 (x, y) = x8 + 14x4 y 4 + y 8



(9)



W2 (x, y) = x4 y 4 (x4 − y 4 )4 .



(10)



and Notice that W1 is the weight enumerator of the [8, 4, 4] code given earlier. Then we have the well known Gleason’s Theorem. Theorem 9.5. [30] The weight enumerator of an Type II self-dual code is a polynomial in W1 (x, y) and W2 (x, y), i.e. if C is a Type II code then WC (x, y) ∈ C[W1 (x, y), W2 (x, y)]. n It follows that if C is a Type II [n, k, d] code then d ≤ 4b 24 c + 4. Codes meeting this bound are called extremal. Of particular interest are those codes with parameters [24k, 12k, 4k + 4] as they are extremal in terms of this bound. It is not known whether these codes exist until 24k ≥ 3720 at which a coefficient becomes negative. A great deal of study has gone into codes with these parameters. For k = 1 we have the well known Golay code. For k = 2 we have the Pless code. The case for k = 3 has been open for decades and has proved to be a very difficult problem. The case for Type I codes is easier since we replace the matrix that guarantees that the weights are 0 (mod 4) with one that guarantees that the weights are 0 (mod 2). Applying the same techniques of the invariant theory we have the following.



Theorem 9.6. (Gleason [30]) The weight enumerator of an Type I self-dual code is a polynomial in x2 + y 2 and W1 (x, y), i.e. if C is a Type I code then WC (x, y) ∈ C[x2 + y 2 , W1 (x, y)]. For Type III and Type IV codes similar techniques give the following results. See Chapter 19 of [44] for proofs and references. Theorem 9.7. The weight enumerator of an Type III self-dual code is a polynomial in x4 + 8xy 3 and y 3 (x3 − y 3 )3 , i.e. if C is a Type I code then WC (x, y) ∈ C[x4 + 8xy 3 , y 3 (x3 − y 3 )3 ]. The weight enumerator of an Type IV self-dual code is a polynomial in x2 + 3y 2 and y 2 (x2 − y 2 )2 , i.e. if C is a Type IV code then WC (x, y) ∈ C[x2 + 3y 2 , y 2 (x2 − y 2 )2 ]. 29



9.3



Self-Dual Codes over Rings



Unlike for codes over fields we no longer have the notion of dimension. Therefore it is no longer true that a self-dual code must have even length. For example, let C be the code of length 1 over Z4 , C = {0, 2}. Then C is a self-dual code of length 1. Similar examples exist for any chain ring where the index of nilpotency is even. That is, if γ e = 0 where hγi is the e unique maximal ideal of a chain ring, then γ 2 generates a self-dual code of length 1. Then using Theorem 9.3, which still applies, we have self-dual codes of all lengths in this case. We shall begin by examining the case for Z2k . This case was handled early in the study of self-dual codes over rings and gave justification for its study in that it was able to make connections to classical questions in mathematics where self-dual codes over fields were unable to reach. Specifically, the connection between self-dual codes over Z2k and real unimodular lattices is even greater than the connection between binary codes and these lattices. This is because under the standard connection, the minimum norm of the constructed lattices is bounded by the norm of the vector (2k, 0, 0, . . . , 0). Hence by allowing k to increase, the connection allows for lattices with higher norms to be reached. For example, no binary code can produce the extremal lattice at length 72. However, the lattice has been reached by a self-dual code over Z8 by recent works by Nebe, see [46], and Harada and Miezaki, see [36]. We begin with a theorem that is similar to the Gleason-Pierce-Ward theorem. We require the following definition first. The Euclidean weight wtE (x) of a vector (x1 , x2 , . . . , xn ) in P Zn2k is ni=1 min{x2i , (2k − xi )2 }. Theorem 9.8. [5] Suppose that C is a self-dual code over Z2k which has the property that every Euclidean weight is a multiple of a positive integer. Then the largest positive integer c with this property is either 2k or 4k. We can now generalize the definitions of Type I and Type II codes. A self-dual code over Z2k is said to be Type II if the Euclidean weights of all vectors is congruent to 0 (mod 4k). A self-dual code over Z2k is said to be Type I if the Euclidean weight of at least one vector is not congruent to 0 (mod 4k). In this case the Euclidean weights of all vectors is congruent to 0 (mod 2k). We have the following connection to lattices for these types, see [5]. Theorem 9.9. ( Bannai, Dougherty, Harada, Oura [5]) If C is a self-dual code of length n over Z2k , then the lattice Λ(C) = √12k {ρ(C) + 2kZn }, is an n-dimensional unimodular lattice, where ρ(C) = {(ρ(c1 ), . . . , ρ(cn )) | (c1 , . . . , cn ) ∈ C}. The minimum norm is min{2k, dE /2k} where dE is the minimum Euclidean weight of C. Moreover, if C is Type II then the lattice Λ(C) is an even unimodular lattice.



30



We can now consider the existence of codes of these types. Consider the matrix ( I4 , M4 ), where I4 is the identity matrix of order 4 and   a b c d  b −a −d c    M4 =  ,  c d −a −b  d −c b −a then M4 · M4 0 = (a2 + b2 + c2 + d2 )I4 over Z where A0 denotes the transpose matrix of a matrix A. We need a2 + b2 + c2 + d2 ≡ −1 (mod 4k). From Lagrange’s theorem on the sums of squares we have the solution for a, b, c, d. Hence this the matrix generates a Type II code over Z2k . As an example, over Z4 , a2 + b2 + c2 + d2 = 7 (mod 8) =⇒ a = 2, b = c = d = 1. This gives the following matrix:     



1 0 0 0



0 1 0 0



0 0 1 0



0 0 0 1



2 1 1 1



1 2 1 3



1 3 2 1



1 1 3 2



    



which generates a Type II code over Z4 . If a code C is Type II over Z2k , by Theorem 9.9 we have a Type II lattice which only exists if the length is 0 (mod 8). Thus we have the following theorem. Theorem 9.10. [5] There exists a Type II code C of length n over Z2k if and only if n is a multiple of eight. For Type I codes the existence depends on 2k. For example, if 2k is a square, then as noted before for 4, there is a Type I code of length 1 and hence for all k. If, for example, 2k = 10, then there is a self-dual code of length 2 which is the CRT of a the binary self-dual code of length 2 and the self-dual code of length 2 over F5 . However, over Z6 any self-dual code must be the CRT of a self-dual code over F2 and F3 . As seen earlier, self-dual codes only exist over F3 of length 0 (mod 4). Hence Type I codes over Z6 exist for all lengths divisible by 4. Since all cases fit into one of these three cases, we have that Type I codes exist over Z2k for either all lengths, all even lengths or all lengths divisible by 4 depending on the value of k. We can now generalize the definition of Type IV codes to the other rings of order 4. There are 4 commutative rings of order 4, namely the following: Z4 = {0, 1, 2, 3}, F4 = {0, 1, ω, ω 2 }, F2 + uF2 = {0, 1, u, 1 + u}, u2 = 0 and F2 + vF2 = {0, 1, v, 1 + v}, v 2 = v. The ring Z4 is a chain ring. The ring F4 is a finite field and so it is within the area of classical coding theory. The ring F2 + uF2 is a local ring with maximal ideal hui (it is 31



also a chain ring but its generalization is not). The ring F2 + vF2 is a principal ideal ring isomorphic to Z2 × Z2 . Each of these rings is equipped with a corresponding Gray map to F22 : Z4 F4 F2 + uF2 F2 + vF2 0 0 0 0 1 1 1 v 2 1+ω u 1 3 ω 1+u 1+v



F22 00 01 11 10



Over F2 + vF2 we have an involution: 0 = 0, 1 = 1, v = 1 + v, and 1 + v = v. Hence over this ring we can consider both Euclidean and Hermitian self-dual codes. We can now define a Type IV codes over these rings. Namely, a Type IV code over a ring of order 4 is one in which all of the Hamming weights are 0 (mod 2). For codes over Z4 there Type IV codes are particularly interesting, given their image under the Gray map as in the following theorem provein in [17]. Theorem 9.11. [17] If C is a Type IV Z4 -code of length n then all the Lee weights of C are divisible by four and its Gray image φ(C) is a self-dual Type II binary code. This theorem is of particular interest in that any construction of Type II binary codes is generally of interest, since this class of codes is so important. It is shown in [17] that a Type IV code over Z4 of length n exists if and only if n ≡ 0 (mod 4). For codes over F2 + uF2 there is an easy construction of Type IV codes, as given in the following theorem. Theorem 9.12. [17] Let C, D be a dual pair of binary codes with even weights and C ⊆ D. Then C + uD is a Type IV code over F2 + uF2 . This shows that it is quite easy to find Type IV codes over this ring. The ring F2 + vF2 is isomorphic, via the Chinese Remainder Theorem, to F2 × F2 . This fact makes it easy to construct self-dual codes over this ring as in the following theorem. Theorem 9.13. [17] The code CRT (C1 , C2 ) is a Hermitian self-dual code if and only if C1 = C2⊥ . The code is Type IV if and only if C1 and C2 are even. It follows immediately that a Hermitian Type IV F2 + vF2 -code of length n exists if and only if n is even. The ring F2 + uF2 generalizes to Rk , Rk = F2 [u1 , v2 , . . . , uk ], u2i = 0, which is a local ring. For a description of self-dual codes over this ring see [19]. The ring F2 + vF2 generalizes to Ak , Ak = F2 [v1 , v2 , . . . , vk ], vi2 = vi , which is isomorphic to Fk2 . For a description of self-dual codes over this ring see [10]. 32



9.4



Self-dual codes over Frobenius Rings



As shown by Wood, the largest family of rings that we should consider for codes is the family of Frobenius rings. We shall show in this section how to construct self-dual codes over this ring and when they exist. Throughout the section, we shall assume that a Frobenius ring R is decomposed via the Chinese Remainder Theorem described earlier into R1 × R2 × · · · × R2 where each Ri is a finite local Frobenius ring. Moreover, we assume that all rings are commutative. Let C1 , C2 , · · · , Ck be codes of length n with Ci a code over Ri , and let C = CRT (C1 , C2 , . . . , Ck ). Then, it follows easily that Q • |C| = ti=1 |Ci |; • C is a free code if and only if each Ci is a free code of the same free rank. These facts lead easily to the following theorem. Theorem 9.14. [21] If Ci is a self-dual code over Ri then C = CRT (C1 , C2 , . . . , Ck ) is a self-dual code over R. It follows immediately from the fact that |C||C ⊥ | = |R|n that if |R| is not a square and C is a self-dual code of length n then n must be even. This restricts the length of self-dual codes. The standard result about the product of self-dual codes also holds. Namely, let C be a self-dual code of length n over R and D be a self-dual code of length m over R then the direct product C × D is a self-dual code of length n + m over R. With these facts in mind, to determine when self-dual codes exist we need to find the smallest possible cases where we can construct self-dual codes. The following theorem does this when the characteristic of R/m has characteristic 1 (mod 4) or 2, when R is a local ring and m is its maximal ideal. We need only consider local rings at this point given Theorem 9.14. We shall include a proof of this theorem to illustrate the constructive nature of the proof. Theorem 9.15. [21] Let R be a finite local ring with maximal ideal m. If R/m has characteristic 1 (mod 4) or 2 then there exists a self-dual code of length 2 over R that is not free. Proof. We can assume e, the nilpotency index of m, is odd since if it were even we would have a self-dual code of length 2. We have that R/m is a field of characteristic order 1 (mod 4) or 2, then we know that there exists (1, α) which generates a self-dual code of length 2 over R/m. We think of 33



e−1



this element α as a square root of −1. Take the set A = {(a, aα) |a ∈ m 2 }. Then [(a1 , a1 α), (a2 , a2 α)] = a1 a2 + a1 a2 α2 = a1 a2 (1 + α2 ). We know that 1 + α2 ∈ m and a1 a2 ∈ e−1 e−1 m 2 m 2 = me−1 . This gives that a1 a2 + a1 a2 α2 ∈ me and then a1 a2 + a1 a2 α2 = 0. Thus we e−1 have that A is self-orthogonal and obviously linear with |A| = |m 2 |. e−1 e−1 e−1 Take the set B = {(0, b) | b ∈ (m 2 )⊥ = m 2 +1 }. It is immediate that |B| = |m 2 +1 |. e+1 e−1 e−1 It is evident that B ⊆ B ⊥ since b ∈ m 2 +1 = m 2 ⊂ m 2 so that b2 = 0. Take the code C to be generated by the sets A and B, namely let C = hA, Bi. The code C is self-orthogonal since [(a, aα), (0, b)] = abα and ab = 0. Next assume (a, aα + b) = (a0 , a0 α + b0 ). Then we have a = a0 by equating the first coordinate and then aα + b = aα + b0 . By equating the second coordinate we have b = b0 . e−1 e−1 e−1 e+1 This gives that |C| = |A||B| = |m 2 ||m 2 +1 | = |m 2 ||m 2 | = |R|. This gives that C is a self-dual code that is not free. It follows immediately from this theorem that if R is a finite local ring with maximal ideal m and if R/m has characteristic 1 (mod 4) or 2 then there exists self-dual codes over R of all even lengths that are not free. Similarly, we can produce an analogous result for the remaining case. The proof is fairly similar. Theorem 9.16. [21] Let R be a finite local ring with maximal ideal m. If R/m has characteristic 3 (mod 4) then there exists a self-dual code of length 4 over R that is not free. As before using the products of self-dual codes we have that if R is a finite local ring with maximal ideal m and if |R/m| ≡ 3 (mod 4) then there exist self-dual codes over R of all even lengths divisible by 4. We can summarize these results as follows. Theorem 9.17. [21] Let R be a finite Frobenius ring with maximal ideals m1 , . . . , mk whose indices of stability are e1 , . . . , ek and the corresponding residue fields are F1 , . . . , Fk . Then the following results hold. (1) If ei is even for all i then there exist self-dual codes of all lengths; (2) If for all i either Fi has characteristic 2 or 1 (mod 4), or the index of stability is even, then self-dual codes exist for all even lengths; (3) If Fi has characteristic 3 (mod 4) for some i then there exist self-dual codes over R of all lengths congruent to 0 (mod 4). We can now do similar things for free codes. We shall include the proof of the first theorem again as it is instructive. Let R be a finite local ring with maximal ideal m such that R/m is a field of characteristic p, an odd prime. If there exists an element a ∈ R/mi satisfying a2 = −1, then there exists an element a0 ∈ R/mi+1 with a02 = −1, where 1 ≤ i ≤ e − 1. This leads immediately to the 34



following. If R is a finite local ring with maximal ideal m such that |R/m| ≡ 1 (mod 4), then there exists an a ∈ R with a2 = −1. This leads to the following theorem Theorem 9.18. [21] Let R be a finite Frobenius local ring with maximal ideal m such that |R/m| ≡ 1 (mod 4). Then there exist free self-dual codes over R of all even lengths. Proof. We know that there exists an element a ∈ R such that a2 = −1. Then we let C be the code generated by (1, a). This gives that |C| = |R|, C is free, and C is self-orthogonal. We know that |C|·|C ⊥ | = |R|2 , since R is a Frobenius ring, which gives that that |C ⊥ | = |R|. Hence C is a self-dual code of length 2. Then by taking the product of self-dual codes we have that self-dual codes of all even lengths. We have a similar result for the 3 (mod 4) case. We use that fact that if R is a finite local ring with maximal ideal m such that |R/m| ≡ 3 (mod 4), then there exist α, β ∈ R with α2 + β 2 = −1. Then the following result as a similar proof as was given for the previous theorem. Theorem 9.19. [21] Let R be a finite local ring with maximal ideal m such that |R/m| ≡ 3 (mod 4). Then there exist self-dual codes over R of all lengths a multiple of 4. We summarize the results as follows. Theorem 9.20. [21] Let R be a finite local ring with the unique maximal ideal m and the nilpotency index e. Then (i) if |R/m| ≡ 1 (mod 4), then there exist free self-dual codes over R of all even lengths; (ii) if |R/m| ≡ 3 (mod 4), then there exist free self-dual codes over R of all lengths a multiple of 4. This gives the following corollary. Corollary 9.21. [21] Let R be a finite Frobenius ring whose residue fields (with respect to the maximal ideals) are F1 , . . . , Fk . Then (i) if for each i, |Fi | ≡ 1 (mod 4), then there exist free self-dual codes over R of all even lengths; (ii) if for each i, |Fi | ≡ 1 or 3 (mod 4), then there exist free self-dual codes over R of all lengths congruent to 0 (mod 4).
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9.5



Generalizations of Type II codes



The notion of a Type II code can be further generalized to include codes over a large family of rings. We begin with a definition of even rings, these are precisely the rings over which we can define codes that are the generalized notion of Type II. We say that a ring R is even if there exist a ring S and a surjective homomorphism η : S → R such that if s ∈ Ker(η) then 2s = 0 and s2 = 0 in S. It is immediate that S/Ker(η) ∼ = R. We denote this isomorphism by η¯. Namely η¯ : S/Ker(η) → R, s + Ker(η) 7→ η(s). Given a ∈ R, there exist s ∈ S such that a = η(s) = η¯(s + Ker(η)). If s0 ∈ s + Ker(η), then s0 = s + z, where z ∈ Ker(η). Then we have that s02 = (s + z)2 = s2 + 2sz + z 2 . Because z ∈ Ker(η), it follows that 2sz = z 2 = 0 in S, and this gives that s02 = s2 . Then for any a ∈ R, although we may have that s 6= s0 , where both s and s0 correspond to a, we must have that s02 = s2 in S. This is the key notion that allows us to define Type II codes. As an example, consider the rings Z3 and Z6 . The choice of Z6 is a natural choice for the Euclidean weight of Z3 . There is a natural surjective homomorphism η : Z6 → Z3 with Z6 /Ker(η) ∼ = Z3 . Notice that 3 ∈ Ker(η) and 2 · 3 = 0 in Z6 , but 32 = 3 6= 0 ∈ Z6 . This gives the following important implication. The vector (1, 1, 2) has Euclidean weight 0 in Z6 but (1, 1, 2) + (1, 1, 2) = (2, 2, 1), which has Euclidean weight 3 in Z6 and hence the sum of two doubly-even vectors is not necessarily doubly-even. So Z3 is not an even ring. In fact, similar things can be said for Z2k+1 . This prevents us from defining Type II codes over these rings. We shall show how to construct the desired ring S for a class of finite chain rings. Let R be a finite chain ring with nilpotency index e such that R/(γ) ∼ = F2r , where F2r r denotes the finite field with 2 elements. We construct the ring S by using R as follows: S = R + Rγ = {a + bγ | a, b ∈ R}, where γ e is not zero in S, but γ e+1 is zero in S. This allows us define Type II codes over this class of chain rings. We need to define the notion of Euclidean weight in even rings. Let a be an element of an even ring R, the Euclidean weight of a, denoted by Euc(a), is defined to be ((a))2 = s2 , where a = η¯(s + Ker(η)). For a vector v = (v1 , · · · , vn ) ∈ Rn the Euclidean weight of v is P Euc(v) = ni=1 Euc(vi ). Now we can define Type II codes. A code C of length n over an even ring R is called P Type II if C is self-dual and Euc(c) = ni=1 Euc(ci ) = 0 ∈ S, for all c = (c1 , · · · , cn ) ∈ C. Notice that this corresponds to the notion of Type II codes over F2 and Z2k . The next theorem describes how the Chinese Remainder Theorem relates to even rings. Theorem 9.22. [24] Let R = CRT(R1 , · · · , Rt ), where Ri are finite rings. If there exists i, 1 ≤ i ≤ t, such that Ri is even, then R is even. Note that this is evident in terms of Zn . That is, as long as n is even, the ring is an even ring, even if in its decomposition via the Chinese Remainder Theorem there are rings which are not even. 36



Finally, we show how Type II codes can be constructed via the Chinese Remainder Theorem. Theorem 9.23. Let R = CRT(R1 , . . . , Rt ) with Ri even for some i. If Cj is self-dual over Rj for all j and Ci is Type II over Ri , then CRT(C1 , . . . , Ct ) is a Type II code over R.
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Generalizations for Hamming Weight



In this last section, we shall show how the notion of MDS codes and the MacWilliams relations can be generalized to codes when the Hamming distance is replaced by another metric. This shows that the underlying structure of coding theory can be applied in a wide variety of situations. For a full description of these codes see [27], [28], and [59]. We let M atn,s (Fq ) denote the linear space of all matrices with n rows and s columns with entries from the finite field Fq . A code is simply a subset of this space. We say that a code is linear if it is a subspace of M atn,s (Fq ). We define the following non-Hamming metric. Let ρ be the metric on M atn,s (Fq ) defined as as follows. Let n = 1 and ω = (ξ1 , ξ2 , . . . , ξs ) ∈ M at1,s (Fq ). Then, we put ρ(0) = 0 and ρ(ω) = max{i | ξi 6= 0} for ω 6= 0. Let Ω = (ω1 , . . . , ωn )T ∈ M atn,s (Fq ), ωj ∈ M at1,s (Fq ), P 1 ≤ j ≤ n, and (·)T denotes the transpose of a matrix. Then, we put ρ(Ω) = nj=1 ρ(ωj ). We now can define the weight spectrum and weight enumerator for a code. Let C ⊂ M atn,s (Fq ), the following set of nonnegative integers wr (C) = |{Ω ∈ C | ρ(Ω) = r}|, 0 ≤ r ≤ ns



(11)



is called the ρ weight spectrum of the code C. The ρ weight enumerator is defined by W (C|z) =



ns X



wr (C)z r =



r=0



X



z ρ(Ω) .



(12)



Ω∈C



To have MacWilliams relations we must first define an inner-product on the space. We define the following inner product on M atn,s (Fq ). At first, let n = 1 and ω1 = (ξ10 , . . . , ξs0 ), ω2 = (ξ100 , . . . , ξs00 ) ∈ M at1,s (Fq ). Then we put hω1 , ω2 i = hω2 , ω1 i =



s X



00 ξi0 ξs+1−i



(13)



i=1 (1)



(n)



(j)



Let Ωi = (ωi , . . . , ωi )T ∈ M atn,s (Fq ), i = 1, 2, ωi ∈ M at1,s (Fq ), 1 ≤ j ≤ n. Then we put n X (j) (j) hΩ1 , Ω2 i = hΩ2 , Ω1 i = hω1 , ω2 i. (14) j=1
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For C ⊂ M atn,s (Fq ), the code C ⊥ ⊂ M atn,s (Fq ) is defined by C ⊥ = {Ω2 ∈ M atn,s (Fq ) | hΩ2 , Ω1 i = 0 for all Ω1 ∈ C}.



(15)



As usual, it is immediate that C ⊥ is a linear code, and (C ⊥ )⊥ = C. Moreover, as is standard we have that d + d⊥ = ns, |C||C ⊥ | = q ns , |C| = q d , |C ⊥ | = q ns−d ,



(16)



where d is the dimension of C and d⊥ is the dimension of C ⊥ . We shall show an example, which gives that there are no MacWilliams relations for the ρ weight enumerator. See [27] for details. Let ! ! ! ! 0 0 1 0 0 0 0 0 C1 = { , }, C2 = { , }. (17) 0 0 1 0 0 0 0 1 Both codes have ρ weight enumerator 1 + z 2 . However, ! ! ! ! 0 0 0 1 1 1 1 1 C1⊥ = { , , , , 0 0 0 1 1 1 0 1 ! ! ! ! 0 1 1 0 0 0 1 0 , , , } 1 1 0 0 1 0 1 0 and C2⊥



! ! ! ! 0 0 1 0 0 1 0 0 = { , , , , 0 0 0 0 0 0 0 1 ! ! ! ! 1 1 1 0 0 1 1 1 , , , }. 0 0 0 1 0 1 0 1



The ρ weight enumerators for C1⊥ and C2⊥ are: W (C1⊥ | z) = 1 + 4z 4 + 2z + z 2 , W (C2⊥ | z) = 1 + 2z 4 + z 3 + 3z 2 + z.



(18)



Note that these weight enumerators are different, given that they are not given by a MacWilliams type relation. It is easy to show, see [27], that changing the inner-product to resemble more closely the standard inner-product does not change the fact that no MacWilliams relations exist for this weight enuemrator. However, we can find MacWilliams relations for the following expanded weight enumerators. Define X T (C | Z1 , . . . , Zn ) = Υ(Ω | Z1 , . . . , Zn ) (19) Ω∈C
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(1) (2)



(n)



where Υ(Ω) = za1 za2 . . . zan and ρ(ωi ) = ai , 1 ≤ i ≤ n. Note that the first weight enu(j) merator is a polynomial of degree at most one in each of n(s + 1) variables zi , 0 ≤ i ≤ s 1 ≤ j ≤ n, while the second weight enumerator is a polynomial of degree at most n in each of s + 1 variables zi , 0 ≤ i ≤ s. Note also that W (C | z) = H(C | 1, z, . . . , z s ). To construct MacWilliams relations we introduce a linear transformation Θs : Cs+1 → Cs+1 by setting Z 0 = Θs Z, where z00 = z0 + (q − 1)z1 + q(q − 1) + q 2 (q − 1)z3 + · · · + q s−2 (q − 1)zs−1 +q s−1 (q−1)zs , z10 = z0 +(q−1)z1 +q(q−1)+q 2 (q−1)z3 +· · ·+q s−2 (q−1)zs−1 +−q s−1 zs , 0 0 . . . zs−2 = z0 + (q − 1)z1 + q(q − 1) − q 2 z3 , zs−1 = z0 + (q − 1)z1 − qz2 , and zs0 = z0 − z1 . We assume that Z = (z0 , z1 , z2 , . . . ) is an infinite sequence with zi = 0 for i > s. This gives that the s + 1 by s + 1 matrix Θs = ||θlk ||, 0 ≤ l, k ≤ s, has the following entries  1 if l = 0,     q l−1 (q − 1) if 0 < l ≤ s − k, θlk =  −q l−1 if l + k = s + 1,    0 if l + k > s + 1. Now we can state the generalized MacWilliams relations for these codes. Theorem 10.1. [27] The T -enumerators of mutually dual linear codes C, C ⊥ ⊂ M atn,s (Fq ) are related by 1 T (C | Θs Z1 , . . . , Θs Zn ). T (C ⊥ | Z1 , . . . , Zn ) = |C| The H-enumerator of mutually dual linear codes C, C ⊥ ⊂ M atn,s (Fq ) are related by H(C ⊥ |Z) =



1 H(C | Θs Z). |C|



Next we can show how the Singleton bound is generalized which allows us to define MDS codes. The minimum weight of a code C is given by ρ(C) = min{ρ(Ω, Ω0 ) | Ω, Ω0 ∈ C, Ω 6= Ω0 }. If the code is linear then ρ(C) = min{ρ(Ω) | Ω ∈ C} where ρ(Ω) = ρ(Ω, 0). We can now generalize the Singleton bound. We include the proof to show its similarity with the standard Singelton bound. Theorem 10.2. [28] Let A be any finite alphabet with q elements and let C ⊂ M atn,s (A), be an arbitrary code, then |C| ≤ q ns−d+1 . Proof. Mark the first d−1 positions of the ns positions lexicographically. Then two elements of C cannot coincide in all other positions since otherwise the distance between them would be less than d. Hence |C| ≤ q n−d+1 . We define a code meeting this bound as a Maximum Distance Separable Code with respect to the ρ metric. Note again that this bound is a purely combinatorial bound. We have the following theorem proven by Skriganov in [59], which corresponds to the usual theorem for MDS codes. 39



Theorem 10.3. [59] If C is a linear MDS code in M atn,s (Fq ), then C ⊥ is also an MDS code. MDS codes in this space correspond to optimum distributions, see [59] for a complete description.
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