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Abstract. We generalize and give new proofs of four limit theorems for quadratic functionals of Brownian motion and Brownian bridge, recently obtained by Deheuvels and Martynov ([3]) by means of Karhunen-Loeve expansions. Our techniques involve basic tools of stochastic calculus, as well as classic theorems about weak convergence of Brownian functionals. We establish explicit connections with occupation times of Bessel processes, Poincar´e’s Lemma and the class of quadratic functionals of Brownian local times studied in [7].



1 Introduction Throughout this paper, {Wt : t ≥ 0} denotes a standard Brownian motion initialized at zero, and {Bt : t ∈ [0, 1]} a standard Brownian bridge from 0 to 0. Both are defined on a suitable probability space (Ω, F, P). In their recent paper [3, Proposition 1.1 and 1.2], P. Deheuvels and G. Martynov 2 2 R1 R1 obtained four limiting results for 0 dt tβ Wt and 0 dt tβ Bt , as β ↑ +∞ and β ↓ −1, as follows Z 2 (β + 1)



1



Law



t2β Wt2 dt → W12 β↑+∞



0



(DM1)
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2 (β + 1)



1



Law



t2β Bt2 dt →



β↑+∞



0



1 2



Z



1



0



Wt2 dt t



(DM2)



1



Z



P



t2β Wt2 dt → 1



2 (β + 1)



β↓−1



0



Z 2 (β + 1)



(DM3)



1 P



t2β Bt2 dt → 1 β↓−1



0



(DM4)



A proof of (DM1)-(DM4) is obtained in[3] by means of the Karhunen-Loeve β expansions  β of the weighted Brownian motion t Wt : t ≥ 0 and weighted Brownian bridge t Bt : t ∈ [0, 1] . In this note, we shall obtain these results and, more importantly, achieve second order results for (DM1), (DM3) and (DM4), by using elementary stochastic calculus, i.e. the basic relations Z t 2 Wt = 2 Ws dWs + t 0 Z t Bt2 = 2 Bs dBs + t, 0



as well as some stochastic version of Fubini’s theorem (see [2]), and asymptotic results for Brownian functionals, in the same spirit as [9, Ch. XIII]. The paper is organized as follows. Sections 2 and 3 are devoted respectively to the generalization of (DM1)-(DM2) and of (DM3)-(DM4). In Section 4 we deal with related limit theorems involving iterated stochastic integrals. In Section 5 we explain the relations between (DM3)-(DM4), occupation times of Bessel processes and Poincar´e’s Lemma, whereas in Section 6 we apply our results to the asymptotic study of quadratic functionals of Brownian local times. Acknowledgment – The authors thank P. Deheuvels for showing them the paper [3] prior to publication, and several stimulating discussions. 2 Proofs and refinements of (DM1) and (DM2) The results of this section stem mainly from the following Lemmas. Lemma 2.1 Let the above notation and assumptions prevail. Then, (i) np o βBe−u/β : u ≥ 0 ; Bt : t ∈ [0, 1] n o Law fu : u ≥ 0 ; Bt : t ∈ [0, 1] → W β↑+∞



f is a standard Brownian motion independent of B. where W (ii) np o β (We−u/β − W1 ) : u ≥ 0 ; Wt : t ≥ 0 n o Law fu : u ≥ 0 ; Wt : t ≥ 0 → W β↑+∞



f is a standard Brownian motion independent of W . where W
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Proof Thanks to the identity np o βBe−u/β : u ≥ 0 ; Bt : t ∈ [0, 1] n   o Law p = β We−u/β − e−u/β W1 : u ≥ 0 ; Wt − tW1 : t ∈ [0, 1] it is sufficient to show point (ii). We will use the following result, that can be proved ct be by standard arguments for the weak convergence of Gaussian processes. Let W a standard Brownian motion on [0, 1], then, as β → +∞, the process np o c1−e−u/β : u ≥ 0 ; W ct : t ∈ [0, 1] βW converges in distribution to n o fu : u ≥ 0 ; W ct : t ∈ [0, 1] W f is a standard Brownian motion independent of W c . Point (ii) now follows where W easily, by writing, for u ∈ [0, 1], c1−e−u/β We−u/β − W1 = W ct = W1−t − W1 , t ∈ [0, 1] . where W Lemma 2.2 With the above notation, the following equality holds Z 1 2 Z 1 Wt Law 2 dt = Wlog(1/t) dt t 0 0 Proof This is a very particular case of the Fubini-Ciesielski-Taylor identities in law, developed for instance in [2] and [11, Chapter 2]. The next result is the announced amplification of (DM1). R1 (1) Proposition 2.1 For β > 0, denote Lβ := 2 (β + 1) 0 t2β Wt2 dt. Then, the following holds (1) a.s. Lβ → W12 , (2.1) β↑+∞



and also  f2 p  (1) W12 − W Law 1 f1 Law β Lβ − W12 → W1 W = , β↑+∞ 2



(2.2)



f is a standard Brownian motion independent of W . where W Proof We start by writing (1)



Lβ − W12



=



Z 1  2 (β + 1) t2β Wt2 − W12 dt 0   2 (β + 1) + − 1 W12 . 2β + 1



Now, since Z



1



 t2β Wt2 − W12 dt



Z =



0



=



∞



e−u(2β+1) (We−u − W1 ) (We−u + W1 ) du 0 Z ∞ 2β+1 1 e−v 2β (We−v/2β − W1 ) (We−v/2β + W1 ) dv 2β 0
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due to the changes of variables t = exp (−u) and u = v/2β, we obtain immediately both (2.1) and (2.2), the second result being justifiedby Lemma The  2.1-(ii). √ f1 / 2 and N e = final identity in law is obtained by recalling that N = W1 + W   √ f1 / 2 are two independent N (0, 1) variables. W1 − W The next step is a refinement of (DM2). (2)



2



Proposition 2.2 For β > 0, write Lβ = 2 (β + 1) ( Z n o fu2 1 1W Law (2) du ; Lβ ; (Bt : t ∈ [0, 1]) → β↑+∞ 2 0 u



R1 0



t2β Bt2 dt. Then, )



(Bt : t ∈ [0, 1]) ,



f is a standard Brownian motion independent of B. where W Proof Use once again the changes of variables t = exp (−u) and u = v/2β to write 2 Z ∞  2β+1 2 (β + 1) (2) e−v( 2β ) Be2−v/2β dv Lβ = 2β 0 so that, from Lemma 2.1-(i), we obtain  Z ∞  n o 1 Law (2) −v f 2 Lβ ; Bt : t ∈ [0, 1] → e Wv dv ; Bt : t ∈ [0, 1] , β↑+∞ 2 0 and the conclusion follows from the relations Z Z Z 1 1 ∞ −v f 2 1 1 f2 Law 1 ft2 dt , e Wv dv = Wlog(1/t) dt = W 2 0 2 0 2 0 t that can be proved by means of Lemma 2.2. 3 Refinements and generalizations of (DM3) and (DM4) In this section, we mainly use the following Lemma 3.1 Let {hε : ε > 0} be a collection of real valued and Borel measurable functions on [0, 1], satisfying the following two conditions: (i) for every ε > 0 Z 1 2 hε (u) du < +∞; u 0 (ii) there exist 0 < c ≤ C < +∞ such that, for du - almost every u, |hε (u)| ≤ C and lim |hε (u)| = c. ε↓0



Then, as ε converges to zero, the family (Z − 12 Z 1   1 2 hε (u) Wu du hε (u) dWu ; u u 0 0



) (Wt : t ≥ 0)



converges in distribution to {N (0, 1) ;



(Wt : t ≥ 0)} ,



where N (0, 1) indicates a standard Gaussian random variable independent of W .
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Proof Fix ε > 0. Then, the Dambis-Dubins-Schwarz theorem (see [9, Ch. V]) yields the existence of a standard Brownian motion W (ε) such that Z 1 2 − 12 Z 1   Wu hε (u) (ε) . du hε (u) dWu = W R 1 2 du −1 R 1 Wu 2 2 ( 0 hε (u) u ) 0 ( u ) hε (u)du u u 0 0 Ru Now write Wu2 = 2 0 Ws dWs + u, so that Z 1 2 −1 Z 1  2 hε (u) Wu du h2ε (u) du u u 0 0 Z 1 2 −1 Z 1 Z u  2 hε (u) hε (u) du 2 dWs Ws du, = 1+ u u2 0 0 0 and use a stochastic version of Fubini theorem to obtain that  2 Z 1 2  Z 1 Z u Z 1 hε (u) hε (u) du = du . dWs Ws dWs Ws u2 u2 0 0 0 s Next, the isometry property of stochastic integrals yields "Z Z 1 2 2 # Z 1 2 2 Z 1 1 hε (u) hε (u) du = dss du E dWs Ws u2 u2 0 s 0 s Z u Z 1 2 Z 1 2 hε (u) hε (v) du dss dv = 2 u v2 0 0 s   Z 1 2 Z u hε (u) 1 2 ≤ C du dss −1 u2 s 0 0 Z 1 2 hε (u) ≤ C2 du, u 0 R − 12 R 1 1 (Wu /u) hε (u) dWu converges in distributhus implying that 0 h2ε (u) du/u 0 tion to a standard Gaussian random variable. To prove the asymptotic independence claimed in the statement, just observe that, for every t,  Z t  Z t √ ds ds |hε (s) Ws | ≤ CE |Ws | = C 0 t < +∞ E 0 s 0 s and use an asymptotic version of Knight’s Theorem, such as the one stated e.g. in [9, Chapter XIII.2]. Now we present some important consequences of Lemma 3.1. The first one already appears in [7, Section 5]. Proposition 3.1 As ε tends to zero, the family ( ) − 12 Z 1 2 1 Wu − u log du ; (Wt : t ≥ 0) ε u2 ε converges in distribution to {2N (0, 1) ;



(Wt : t ≥ 0)} ,



where N (0, 1) indicates a standard Gaussian random variable independent of W .
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Proof Write Z ε



1



Wu2 − u du u2



Z =



2



1



du u2



u



Z



dWs Ws   Z 1 1 = 2 dWs Ws −1 s∨ε 0 ! r Z 1 1 1 log +2 dWs Ws , = o ε s ε ε



0



where the o (.) shall be interpreted in the sense of convergence in probability, so that Lemma 3.1 can be applied directly by setting hε (u) = 2 × 1[ε,1] (u) As announced, the following result yields a new proof of (DM3) and (DM4) . Proposition 3.2 As β ↓ −1, the family    Z 1 − 12 2β 2 (β + 1) 2 (β + 1) t Wt dt − 1 ;



 (Wt : t ≥ 0)



0



converges in distribution to {2N (0, 1) ;



(Wt : t ≥ 0)} ,



where N (0, 1) indicates a standard Gaussian random variable independent of W . In particular, (DM3) and (DM4) hold. Proof As a consequence of Fubini theorem, we may write Z 1 Z 1  2β 2 2 (β + 1) t Wt dt − 1 = 2 (β + 1) t2β Wt2 − t dt 0



0



4 (β + 1) 2β + 1



Z



1



 dWu Wu 1 − u2β+1 0   Z 4 (β + 1) 1 Wu dWu u2(β+1) , = o (1) − 2β + 1 0 u =



where o (.) is used again in the sense of convergence in probability, so that we can apply Lemma 3.1 by putting β + 1 = ε and hε (u) = u2ε . Relation (DM3) now follows easily. To deal with (DM4), just use the identity Law



{Bt : t ∈ [0, 1]} = {Wt − tW1 : t ∈ [0, 1]} .



We conclude by presenting a further generalization of the main argument in the proof of Proposition 3.2. Proposition 3.3 As β ↓ −1, the process     Z 1 p Wu p(β+1) β+1 u dWu : p > 0 ; (Wt : t > 0) u 0 converges to Z ∞   f exp (−pu) dWu : p > 0 ; (Wt : t > 0) , 0



f is a standard Brownian motion independent of W , in the sense of finite where W dimensional distributions in the p parameter.
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Proof Since, for every p, q > 0, Z 1     Z 1 Wu Wu p(β+1) q(β+1) E u dWu u dWu u u 0 0 Z 1 = u(p+q)(β+1)−1 du 0



= =



1 (p + q) (β + 1) Z ∞ 1 exp [− (p + q) u] du, β+1 0



we shall only prove that the process    Z 1 p Wu p(β+1) β+1 u dWu : p > 0 u 0 converges to a Gaussian family in the sense of finite dimensional distributions, the asymptotic independence being justified by standard arguments. To this end, fix n n n ≥ 1 and arbitrary vectors, Pp = (p1 , ..., pn ) ∈ 


converges to a Gaussian random variable as β converges to −1. To see this, set ε = β + 1, and observe that the function n X hε (u) = λj uεpj , u ∈ [0, 1] , j=1



satisfies straightforwardly the assumptions of Lemma 3.1. Moreover, there exists a positive constant κ = κ (n, λ, p), depending exclusively on n, λ and p, such that R1 2 h (u) du/u = κε−1 . We can therefore apply Lemma 3.1, and the conclusion is 0 ε completely achieved, as λ has been chosen in a dense subset of 


0



0



as well as the sequence of Hermite polynomials {hn : n ≥ 0}, through the relation  X un exp ux − u2 /2 = hn (x) , u, x ∈  0, Hn (x, a) = a 2 hn (x/ a) (see e.g. [5] for a discussion about these, and related, polynomials). It is well known (see e.g. [9, Chapter IV]) that iterated integrals such as Wu⊗n , are linked to the family {Hn : n ≥ 1} by the relation 1 Wu⊗n = Hn (Wu , u) , u ≥ 0, n ≥ 1. n!
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Then, we have the following Lemma 4.1 Fix n ≥ 2, and let {kε : ε > 0} be a collection of real valued and Borel measurable functions on [0, 1], satisfying: (i) for every ε > 0 Z 1 2 kε (u) du < +∞; un 0 √ (ii) for du - almost every u, |kε (u)| ≤ C un−1 , where C > 0, and √ lim |kε (u)| = c un−1 , ε↓0



with 0 < c ≤ C. Then, as ε converges to zero, the following family, indexed by ε, (Z ) − 12 Z 1  ⊗n  1 2 Wu kε (u) du kε (u) dWu ; (Wt : t ≥ 0) n un 0 n!u 0 converges in distribution to {N (0, 1) ;



(Wt : t ≥ 0)} ,



where N (0, 1) indicates a standard Gaussian random variable independent of W . Proof Again, for a fixed ε > 0, the Dambis-Dubins-Schwarz theorem implies the existence of a standard Brownian motion W (ε) such that Z 1 2 − 12 Z 1  ⊗n  kε (u) Wu (ε) du kε (u) dWu = W R 1 2 . −1 R 1 2 du n Wu⊗n ) kε2 (u) udu ( 0 kε (u) n!u n) un 2n 0 ( 0 n!u 0 Now we use the relation n−1



2 Wu⊗n



un X + cn,r ur Wu⊗2(n−r) , = n! r=0



2 where cn,r = (r!/n!) nr (2 (n − r))! (such a formula can be deduced e.g. from [6, Proposition 1.1.3], but see also [5]), that yields Z 1 2 Z 1 Z 1  ⊗n 2 n−1 X kε (u) k 2 (u) Wu 2 k (u) du = du + c Wu⊗2(n−r) ε2n−r du. n,r ε n n u u 0 n!u 0 0 r=0 Fubini theorem gives Z 1 2  Z 1 Z 1 k 2 (u) kε (u) Wu⊗2(n−r) ε2n−r du = dWs Ws⊗2(n−r)−1 du , 2n−r u 0 0 s u and moreover simple calculations show that for every r < n "Z Z 1 2 2 # Z 1 Z s 1 ds 2 du n−r kε (u) ⊗2(n−r)−1 E dWs Ws du ≤ k (s) u 2n−r 2n−r ε u s 0 0 u 0 s Z 1 1 k 2 (s) = ds ε n n−r 0 s thus implying the desired conclusion. The asymptotic independence is obtained by an argument analogous to the one that ended the proof of Lemma 3.1. The following two results are direct consequences of Lemma 4.1, and extend Proposition 3.1 and 3.2 above.
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Proposition 4.1 For every n ≥ 1, as ε tends to zero the family ( ) − 12 Z 1 ⊗(n+1) 1 Wu n! log du ; (Wt : t ≥ 0) n+3 ε u 2 ε converges in distribution to  n+1 N (0, 1) ; 2



 (Wt : t ≥ 0) ,



where N (0, 1) indicates a standard Gaussian random variable independent of W . Proposition 4.2 For every n ≥ 1, as ε tends to zero the family (r Z ) ⊗(n+1) ε 1 Wu du ; (Wt : t ≥ 0) n! 0 u n+3−ε 2 converges in distribution to  n+1 N (0, 1) ; 2



 (Wt : t ≥ 0) ,



where N (0, 1) indicates a standard Gaussian random variable independent of W . Example – Take the case n = 2, and recall that Wu⊗3 = Wu3 − 3uWu . Then, Proposition 4.1 implies that, for ε tending to zero, the family Z 1  Z 1 1 − 52 3 − 32 p u Wu du − 3 u Wu du log(1/ε) ε ε converges to a centered Gaussian random variable with variance equal to 9/2. The same conclusion holds, due to Proposition 4.2, for Z 1  Z 1 √ − 5−ε 3 − 3−ε 2 2 ε u Wu du − 3 u Wu du , ε > 0. 0



0



5 Relations with occupation times of Bessel processes as δ → ∞ (Poincar´ e’s Lemma), δ → 2, and δ → 0. We recall that one of the main motivations to establish identities in law such as the one given in Lemma 2.2 was to explain the Ciesielski-Taylor identities (originally proved in [1]), Z ∞



1(Rδ+2 (s)≤1) ds = T1 (Rδ ) 0



where Rγ denotes a γ-dimensional Bessel process starting from zero, and Ta (Rγ ) := inf {t : Rγ (t) = a} . In this section, we show how the preceding asymptotic results agree with the behavior for large dimensions of the quantity  √ Law Jn := nT1 (Rn ) = inf t : Rn (t) = n . In particular, in [12, p. 56] it is proved that if, Vn denotes either Jn or  √ Law Kn := nL1 (Rn ) = n sup {t : Rn (t) = 1} = sup t : Rn (t) = n , then P



Vn → 1 n↑+∞



(5.3)
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and √



Law



1



Z



n (1 − Vn ) → 2 n↑+∞



√



Law



sdWs =



√



2W1 .



(5.4)



0



Observe that, as originally remarked by Gallardo (see the discussion contained in [12, p. 55]), formula (5.3) implies the so-called Poincar´e’s Lemma. We now show that the asymptotic relation √ Law √ n (1 − Jn ) → 2W1 , (5.5) n↑+∞



and therefore (5.3) for V = J (and therefore Poincar´e’s Lemma), follows from Proposition 3.2 above. We recall that one consequence of the Ray-Knight Theorem for local times of diffusions is the following result (see [10] and [11, Chapter 4] for a complete discussion), Theorem 5.1 Let the above notation prevail, and, for any δ ≥ 0, write {lta (Rδ ) : a ∈ 



t ≥ 0}



for the local times process associated to {Rδ (t) : t ≥ 0}. Then, for γ > 0   a Law 1 2 lT1 (R2+γ ) : 0 < a ≤ 1 = |Baγ | : 0 < a ≤ 1 γaγ−1 where B is a 2-dimensional standard Brownian bridge, and T1 = T1 (R2+γ ) . Moreover, for 0 < γ ≤ 2,   a Law 1 2 |Waγ | : 0 < a ≤ 1 , lT1 (R2−γ ) : 0 < a ≤ 1 = γaγ−1 where W is a 2-dimensional standard Brownian motion. Indeed, we have Z



1



da 2 |Baγ | (5.6) γ−1 0 γa where B is a 2-dimensional standard Brownian bridge. Thus, the change of variables b = aγ , yields Z 1 1 Law 2 T1 (R2+γ ) = γ −2 b2( γ −1) |Bb | db. Law



T1 (R2+γ ) =



0



Now write β = γ −1 − 1, so that (DM4) implies that, as γ → +∞ and therefore β ↓ −1, the family Z 1   2 Law 2 T1 R2+(β+1)−1 = 2 (β + 1) b2β |Bb | db β+1 0 2 2 2 converges in probability to 2, since |Bb | = Bb1 + Bb2 , where B 1 and B 2 are two independent, standard one dimensional Brownian bridges. Moreover, Proposition 3.2 yields also the second order result     2 Law −1 (β + 1) 2 T1 R2+(β+1)−1 − 2 → 2 [N (0, 1) + N 0 (0, 1)] , β↓−1 β+1 where N (0, 1) and N 0 (0, 1) indicate two independent standard Gaussian random variables, thus giving (5.5).
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Also (DM2) can be interpreted as a limit Bessel processes, when the dimension tends to same notation as before, and thanks to (DM2), Z 1 1 Law 1 Law 2 T1 (R2+γ ) = 2 b2( γ −1) |Bb | db → γ↓0 γ 0



theorem for the hitting times of 2. As a matter of fact, with the 1 4



1



Z 0



dt 2 Law |Wt | = T1 (R2 ) , t



where the last relation comes from Z Z 1 Z T1 (R2 ) 2 1 1 dt ds Law Law 1 2 Law 1 |Wt | = dt Wlog 1t = = T1 (R2 ) 4 0 t 4 0 4 0 R2 (s) (to justify the last equality, use for instance [9, Ch. XI, Proposition 1.11]). Remark 5.1 Analogous calculations show the well known result (see [8]) Law



δT1 (Rδ ) → E, δ↓0



where E stands for a standard exponential variable. As a matter of fact, we have Z 1 da Law 2 |W1−aγ | (2 − γ) T1 (R2−γ ) = (2 − γ) γ−1 γa 0 Z ∞ −b(2−γ) e db 2 a.s. 1 2 = (2 − γ) |W1−e−bγ | → |W1 | . γ↑2 2 γ 0 Further relations between the results of this paper and Brownian local times are given in the next section. 6 Application to the study of Brownian local times Throughout this paragraph, {Lat : t ∈ 


Z



a



Z q LbT dξb +



a



Kb db, R where K is E (T ) - adapted and such that, a.s.- P, 


0



0



as a tends to zero. Recall that, for instance, according to well known results due to Jeulin, Ray and Knight, LaT admits a regular semimartingale decomposition for T equal to a deterministic time, or T = τt , where t > 0 and τt (ω) := inf s : L0s (ω) > t (see [7] and the references therein for a complete discussion). In [7], we proved the following result
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Proposition 6.1 Suppose that a random time T is such that a 7→ LaT admits  a regular semimartingale decomposition, and that moreover, for some η ∈ 0, 12 , " b # L − La T T E sup < +∞. η 0≤a


1



LaT − L0T aα



2



! da = +∞



(6.7)



equals zero or one according as α < 2 or α ≥ 2. Moreover, as ε tends to zero, the sequence Z 1   1 da a 1 0 2 0 p L − L − 4L log , (6.8) T T T ε log(1/ε) ε a2 converges in distributions to 8L0T N (0, 1), where N (0, 1) indicates a standard Gaussian random variable independent of L0T . We recall from [7] that the first part of Proposition 6.1 is a consequence of the so called Jeulin’s Lemma (see [4, Lemma 1, p. 44]), whereas (6.8) follows mainly from Proposition 3.1 above. We now present an extension of Proposition 6.1 based on Proposition 3.2. Proposition 6.2 With the same assumptions and notation as in Proposition 6.1, as ε converges to zero, the sequence "Z # 2 1 √ LaT − L0T 4L0T ε da − (6.9) a2−ε ε 0 √ converges in distribution to 32L0T N (0, 1), where, as before, N (0, 1) is independent of L0T . Proof Write ξ for the Brownian motion determining the semimartingale decomposition of a 7→ LaT . We can straightforwardly adapt the arguments contained in the proof of [7, Proposition 3.2], to show that Z 1 i 2 da h a LT − L0T − 4L0T ξa2 2−ε 0 a converges a.s.-P to a finite limit. As a consequence, the weak limit of (6.9) coincides with that of  Z 1  √ da 2 1 √ 4L0T ε ξ − . 2−ε a ε 0 a Now write ε = 2 (β + 1), where β ↓ −1, so that   Z 1 Z 1 √ √ 1 da 2 1 − 12 2β 2 √ √ , 2 (β + 1) a ξ da − ε ξ − = (β + 1) a 2−ε a ε 2 0 0 a and Proposition 3.2 yields the desired conclusion. The independence comes from standard arguments. A consequence of Proposition 6.2 is that, for every t > 0, "Z # 2 1 √ Laτt − t 4t Law √ Law ε da − −→ t 32N (0, 1) = W32t2 . 2−ε ε→0 a ε 0
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