









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Frequency versus Depth: How Changing the Temporal Process of Promotions Impacts Demand for a Storable Good Matthew Osborne∗ April, 2010



Abstract Does varying the frequency and depth of periodic promotions, such as grocery store sales, have an appreciable impact on long run demand when mean prices are held fixed? Furthermore, does changing the frequency at which promotions occur have a different impact on demand from changing the depth of promotions? I estimate a forward-looking structural dynamic model of consumer stockpiling behavior in a storable product category, and use counterfactuals to determine the extent to which varying the frequency and depth of promotions impacts long term quantity sold and overall market elasticity. My model also builds on the existing structural econometric literature on stockpiling in three ways: first, my specification for consumers’ forecasts ∗
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of future prices is very flexible: consumers understand that promotions are brief and that prices will soon return to their previous regular price. Second, I allow consumption to be endogenous: consumers track their inventory of each brand of the product and optimally choose how much to consume every week. Third, I model continuously distributed unobserved heterogeneity in tastes and price sensitivities. My counterfactuals imply that changing promotion frequency and changing promotion depth have different effects on overall demand: increasing the overall depth of promotions increases quantity sold significantly. Increasing promotion frequency does the same, but has a much smaller magnitude.
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1



Introduction



How does changing the overall frequency and depth of promotional behavior impact overall demand in a product category? Does changing the frequency at which promotions occur have different implications than changing the depth? These are questions which are of vital importance to marketing brand managers who wish to understand the impact of different pricing policies on overall sales, revenues, and profits, but are relatively unexplored in quantitative marketing and industrial organization. In storable product categories, temporary promotions can occur as a result of firms responding to consumer stockpiling behavior (Sobel (1984), Pesendorfer (2002)). This behavior occurs when consumers understand that products periodically go on sale, and when they observe a low price, they stockpile the product for future consumption. After a firm has a promotion, demand accumulates as consumers run down their inventories, making it optimal to have a promotion at some point in the future. The product category that I examine, canned tuna, is storable and there is considerable evidence of consumer stockpiling behavior (Sun 2005). To answer the questions I have posed in this paper, I estimate a forward looking dynamic discrete choice model of consumer stockpiling behavior on household level panel data of canned tuna purchases, and then simulate the model under a number of price processes that differ from that observed in the data. My model incorporates a flexible specification for how consumers forecast future prices, endogenous consumption, and continuously distributed unobserved heterogeneity in consumer tastes and consumer price sensitivities. I find that making promotions 50 percent deeper, while holding fixed mean prices, almost doubles total sales of canned tuna, while decreasing the overall market elasticity by over 30 percent. The quantity increase occurs because making promotions deeper has two effects. First, consumers who already make purchases during promotions will purchase more canned tuna for present and future consumption. Second, the periodic promotions provide a means for the firm to price discriminate between price sensitive and price insensitive consumers. By making promotions better, the firm raises the value of waiting for a sale. Price sensitive consumers who were previously purchasing canned tuna during a nonsale week will instead wait for a pro-
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motion, and when the product goes on promotion they will purchase more. Because average prices are held fixed, nonpromotion prices will increase. However, they will increase to price insensitive consumers, who will tend to have a small quantity response. Overall demand elasticity drops because more consumers have timed their purchases to coincide with weeks when the product is on promotion; demand elasticity drops as prices do. Changing the depth of promotions is not the only way to vary the price process; an alternative is to vary the frequency at which promotions occur. In order to make an “apples-to-apples” comparison of these different changes to the price process, for each counterfactual I compute the elasticity of total quantity sold with respect to the total value of sales offered by the firm. The value of sales offered by the firm is the sum over time of the differences between promotional and nonpromotional prices.1 This elasticity incorporates the idea that changing the frequency or depth of sales are both ways for a firm to offer more promotions to consumers. When the value of sales is increased by offering more frequent sales, the elasticity is 0.05. In contrast, when the value of sales is increased by offering deeper sales, this elasticity is 0.37, suggesting that increasing the depth of sales is a more effective way to increase quantity sold by a factor of roughly 7. This finding likely due to the fact that firms understand that demand accumulates in between promotions, and will time them appropriately. Adding promotions will be unlikely to draw consumers into the market when they stockpiled recently.2 A final counterfactual I investigate is the result of reducing sales frequency while simultaneously increasing sales depth. This has a large effect on total quantity sold, because it allows the firm to better discriminate between price sensitive consumers who stockpile a lot and insensitive consumers who do not. Insensitive consumers are 1



For example, if during an eight week period a firm’s shelf price is 65 cents, and it offers three one week



sales where the price is 45 cents, the total value of sales offered by the firm is 60 cents. 2 As a concrete example, suppose that firms time their sales at the beginning and end of the month. My counterfactual might add a sale to the middle of the month. Since at the middle of the month most consumers would still be running down their inventories, they would be less likely to enter the market and purchase in response to a mid-month promotion.
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more likely to make purchases while the product is not on sale because sales are more infrequent, and the firm can charge lower prices to price sensitive consumers who wait for promotions. The elasticity of total quantity with respect to sales offered in this counterfactual is 0.58, making this the most effective strategy if the management objective is increasing quantity sold. Previous work which has estimated models of forward-looking stockpiling behavior (Hendel and Nevo (2006a), Erdem, Imai, and Keane (2003) and Sun (2005)) has not explored the implications of changing promotional frequency and promotional depth. My work builds on this previous work in other ways as well: I include a very flexible model of how consumers forecast future prices, I model continuously distributed unobserved heterogeneity in price sensitivities and tastes, and I endogenize consumption. Previous work has included one or two of these elements, but not all three at once: Hendel and Nevo (2006a)’s paper includes endogenous consumption and a flexible method for modeling consumer expectations, but cannot incorporate unobserved heterogeneity. Erdem, Imai, and Keane (2003)’s work incorporates unobserved heterogeneity, a price process which is flexible but does not directly account for promotions, and does not endogenize consumption.3 Sun (2005)’s work includes unobserved heterogeneity and endogenous consumption, but uses a model of consumer forecasts about future prices which does not incorporate the empirical regularity that promotions occur infrequently and are short.4 For many product categories, all three of these features are an important part of consumer behavior. Moreover, it is essential to include all three components in order to accurately compute the impact of changing the promotional process on quantities in the product category examined in this paper. The manner in which consumers forecast future prices is a critical part of modeling stockpiling behavior. In product categories where price promotions are common we typically observe a product having a regular price, which stays constant most of the 3



Erdem, Imai, and Keane (2003) assume that consumers have a constant consumption rate. For the



product category the paper focuses on, ketchup, this is a reasonable simplification. 4 Sun (2005) estimates the impact of current, temporary promotions on quantity purchased by consumers. Because the paper is not focused on longer term changes to the price process, Sun (2005)’s simplifying assumptions about consumer expectations are not likely to have a first-order impact on her results.
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time, interspersed with short-lived sales. It is during these sales that stockpiling occurs. Hence, consumers should expect promotions to occur infrequently, and when they do occur, they should expect prices to return to their previous levels quickly. I capture this by modeling promotions as discrete events, and estimate the probability of a product going on sale and subsequently returning to its shelf price from the data. In contrast to my approach, Sun (2005) models consumer expectations as following a continuous AR(1) process, which will not likely capture the discreteness and short length of promotions. Erdem, Imai, and Keane (2003) include a more general process, but do not explicitly model prices during promotional periods as following a different process than non promotional prices. Using a simulation exercise, I show that the process I use fits the temporal process of promotions well, predicting the probability of a sale almost exactly; more restrictive processes overpredict this probability by as much as 15%. Furthermore, because the price processes used in earlier work do not differentiate between promotional and non-promotional prices, it would be difficult or impossible to use them to answer the questions that my work tackles. Modeling continuously distributed unobserved heterogeneity is important because of its implications for firm pricing. As I described above, periodic promotions can be a method for firms to price discriminate between price sensitive and insensitive consumers. Because price sensitivity is at least in part driven by unobserved heterogeneity, it will be important to model this flexibly. Indeed, my model estimates show that there is a significant amount of unobserved heterogeneity in both tastes and price sensitivities. Because of this, I cannot apply the method developed by Hendel and Nevo (2006a), which assumes that all product differentiation occurs at the time a consumer makes a purchase; in other words, the composition of a consumer’s inventory does not matter. This assumption is valid in markets where there is little unobserved heterogeneity in tastes, but prior work in quantitative marketing has shown that unobserved heterogeneity plays an important role in many product categories.5 Allowing for endogenous consumption is important because a promotion may result in a quantity increase due to stockpiling, but households may also consume more out of 5



For example, see Erdem (1996) or Roy, Chintagunta, and Haldar (1996).
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their inventories in response to a sale. A model which makes consumption exogenous will not capture this response and may underestimate the impact of promotions. Because my model is more computationally complex than those estimated in earlier work, my estimation procedure uses newly developed computational techniques by Imai, Jain, and Ching (2009) and Norets (2009). These methods use the Bayesian procedure of Markov Chain Monte Carlo, rather than the simulated maximum likelihood techniques used in earlier work. Simulated maximum likelihood is used to incorporate unobserved heterogeneity; however, this method produces biased estimates and the size of the bias decreases as the number of simulations increases (see Train (2003) for an overview). Because dynamic model are so complicated to estimate, when simulated maximum likelihood is used not many simulation draws can be taken to integrate over the distribution of unobserved heterogeneity. In contrast, Bayesian techniques easily incorporated unobserved heterogeneity and are not subject to criticisms relating to simulation bias. Although the examination of promotion frequency and depth on demand are not as well-studied in quantitative marketing or industrial organization, the impact of these different instruments has been examined in behavioral work. In particular, there is evidence that a consumer’s perception of a product’s average price can be affected by the frequency at which discounts are observed, the depth of discounts, and the number of different values that sale prices take.6 Current research has not yet found a general relationship between temporal price distributions and consumer biases in price forecasts (Lalwani and Monroe 2005). My paper takes a rational expectations approach, where I assume that consumer forecasts of prices correspond to the observed distribution of prices. This approach is standard in industrial organization and quantitative marketing. My work is complementary to the work in behavioral marketing in that it offers an alternative explanation for why frequency and depth may have differing effects on demand: even when consumers’ beliefs about the price process are accurate, changing the price process has dynamic impacts which can have a large impact on demand. The questions tackled by my paper are also relevant for policy work done by an6



See Krishna and Johar (1996), Alba, Mela, Shimp, and Urbany (1999) and Lalwani and Monroe (2005).
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titrust agencies such as the Federal Trade Commission or the US DOJ, where analysis is often done as though products have a single, static price. In reality, of course, price dynamics are observed in many product categories: most of the time a product has a high, “everyday” shelf price, but occasionally the product goes on sale, or on promotion, for a short period of time. If these promotions have an appreciable impact on demand in the medium or long term, then they are an element of strategic competition between firms and may change as a result of a merger in an industry. Policy work which neglects the impact of promotional behavior will generate incorrect conclusions. My work will also be of interest to policymakers concerned with national income accounting; understanding personal consumption volatility is an important part of such work and my results show that consumer stockpiling behavior and promotions play a role in explaining this.



2



The Data Set



The data set is household level Nielsen scanner data on canned tuna purchases from Sioux Falls, SD. I focus the analysis on the two most popular brands of canned tuna, Starkist and Chicken of the Sea. These two brands comprise over 90% of all purchases. Although canned tuna is available in different package sizes, the most popular size by far is the standard 6 ounce can. Thus, for computational simplicity the analysis focuses on households who only purchase the 6 ounce can size. Some summary statistics on the market are shown in Table 1. The two brands have roughly equal market shares by volume. Additionally, prices are very similar, although Starkist is slightly more expensive than Chicken of the Sea. Starkist has a lower standard deviation of prices than Chicken of the Sea, indicating it goes on sale less often, and its sales are less deep than those of its competitor. In this paper, promotions are defined as dips in the observed shelf price. Coupons may also be a part of a firm’s promotional strategy; however, in this market there is very little observed coupon use. Coupons are used in less than 10% of purchases. Thus, in my analysis below I do not include coupons. The type of promotional behavior this paper examines can be seen in Figure 1. The top panel of the graph shows the time series movement in price for Starkist at a
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single store. Notice that most of the time, the price stays relatively flat at around 60 cents, but periodically it drops significantly for a short period of time. The bottom panel shows the quantity sold, measured in the number of 6 ounce cans. The quantity sold is on average about 100 cans per week, but when promotions occur it jumps significantly to over 300 cans. This behavior is consistent with consumer stockpiling behavior: stores keep the price high most of the time, but recognize that price sensitive consumers will run down their inventories. To draw these consumers into the market, a sale eventually occurs. Some evidence that the two brands may be using temporary promotions as a method of competition is shown in Figure 2. This figure shows the price of Starkist in black for the same store as the previous figure, and the price of Chicken of the Sea as the red dotted line. Notice that it is rarely the case that both brands go on promotion at the same time. Often when Starkist has a sale, Chicken of the Sea has a promotion soon afterwards, and vice versa. Household store visits are observed for 51 weeks, so the model is estimated on a year of data. I remove some households from the sample before estimating the structural model. First, households for whom I observe less than 25 store visits during the 51 weeks are removed. It is likely that households for whom the frequency of store visits is low were forgetting to use their card, or frequently shopping at a smaller store that was not included in the Nielsen data. Additionally, to keep the model’s state space tractable I limit the sample to households who purchase at most ten cans of tuna in a week. This is not a strong limitation: among household-week observations where a purchase is observed, purchases of 11 cans or more comprise about 0.2%. After these cuts, I am left with a sample of roughly 1500 households. Because my model is so computationally intensive, when I estimate the model I randomly select 20% of these households resulting in a final sample of 299 households. Note that the numbers in Table 1, the graphs in Figures 1 and 2, and the statistics in the next section are computed over the entire sample of households, rather than the reduced sample of households used to estimate the structural model. The data set tracks roughly 3 years of purchase and store-level information - all three years of data are used to construct the figures and Table 1.
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Evidence of Stockpiling Behavior



The time-series patterns of price and quantity in Figure 1, while suggestive of inventory behavior, are not totally conclusive of its presence. Alternative explanations have been put forward to explain periodic sales (such as variation in store inventories). The large spikes in demand may just reflect the overall price sensitivity of consumers in the market; stockpiling is not necessary to explain them. To offer more evidence of stockpiling, I run a regression of the total quantity a household purchases during a given week on a measure of the household’s inventory, the price, a dummy variable for whether a sale occurs, the interaction of that dummy variable with price, and feature and display variables.7 In reality, a household’s inventory is unobserved, so I estimate household inventories by assuming that household consumption rates are constant. One can construct an estimate of the household’s inventory during a given week as the sum of quantity purchased prior to that time, minus total consumption, plus initial inventories. I estimate a household’s consumption rate by dividing the total quantity consumed by the number of weeks the household is observed. Initial inventories are also unobserved, so a household fixed effect is included to control for them. Quantity is measured in ounces, while inventory is measured in ounces divided by 100. Price is measured in dollars per ounce. Table 2 shows the estimates of this regression. Inventory is negative and significant, which suggests that when a household’s inventory increases, the quantity they purchase decreases. Further, when a product goes on sale, households purchase more of the product, and have a larger price coefficient, which is consistent with stockpiling. A sale is a dummy variable that is one when the price is observed to be 5% or more lower than the modal price of the product in the store. The regression also includes store and product dummy variables. A reduced form regression like the one just presented is suitable for determining whether or not stockpiling occurs, but not for policy simulation. For example, one of the exercises I perform is to vary the frequency of discounts. Stockpiling is forward-looking behavior, so consumers will react not only to current prices, but to what they expect prices to look like in the future. Since I do not model consumer price expectations in 7



This type of regression analysis follows similar work in Hendel and Nevo (2006b).
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the regression, the regression parameters will be functions of policy variables such as the parameters of the price process. To use the regression model for predictions, one would need to account for how the price process impacted the regression parameters.



4



Econometric Model of Consumer Stockpiling



In each period t, J different brands of a product are available. Consumers can purchase up to Nu units every period. A period is assumed to be a one week interval. Consumer i’s choice of what to purchase in period t is a J-vector of quantities, xit = (x1it , ..., xJit ), P such that 0 ≤ Jj=1 xjit ≤ Nu . Consumer i has a taste for each product j, γij . In addition to deciding what to purchase, consumers have to decide what to consume every period. I assume that consumption is integral, that is, consumers cannot eat fractions of a unit in a period. This is a reasonable assumption for canned tuna, since the fish cannot easily be stored if only part of a can is used. Consumption is expressed as a vector cit = (c1it , ..., cJit ). Any units that are not consumed are be stored in inventory for future consumption. Inventory is an integer vector iit = (i1it , ..., iT it ). I assume that consumers have a maximum storage space of 2Nu , which means that PJ j=1 ijit ≤ 2Nu . It will be convenient to denote the consumer’s total inventory as P Iit = Jj=1 ijit . Iit evolves as follows: Iit = Iit−1 +



J X j=1



xjit −



J X



cjit



(1)



j=1



Each consumer observes a choice specific error, qit , prior to making a purchase; q indexes each of the Nu (Nu − 1)/2 possible values of xit . The per unit price of each product (note: there seems to be no evidence of quantity discounts in the tuna data) in period t is pjit . In each period, a consumer’s flow utility from consuming cit and purchasing xit is



U (cit , xit , iit , pit ) =



J X



γij u(cjit ; β)



j=1



− αi



J X



xjit pjit − sc0 Iit − sc1 Iit2 − CC 1{



j=1



J X j=1
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(2) xjit > 0} + qit .



In this function, the utility from consuming a given product is γij u(cjit ; βi ), where βi is a parameter that impacts the shape of this subutility. I assume that flow utility for each product is quadratic, so that u(c; β) = c + βc2 .



(3)



The parameter αi is consumer i’s price sensitivity. The consumer’s inventory holding costs are assumed to be quadratic, with sc0 on the linear term and sc1 on the quadratic. The term CC is a carrying cost, and it represents the disutility of purchasing and carrying the product. Consumers are assumed to be forward-looking with rational expectations, and they discount the future at a discount rate δ > 0. Thus, at time t, a consumer chooses her consumption and purchases in order to maximize her current flow utility plus her expected discounted future utility. There are three state variables which each consumer keeps track of every period. One is the current price vector, pit . Related to this is a state variable that tracks whether a promotion occurs in period t, sit ; this is a vector of length J containing 1 in position j if product j is on promotion, and 0 otherwise. I assume that a product is on promotion if its price is observed to be below some level pj . Promotions evolve over time according to a discrete Markov process, S(sit |pit−1 , sit−1 ). The probability of a promotion occurring today is a function of whether or not the product was on sale in the previous week, whether its competitors were on sale in the previous week, and what last week’s prices were. Given that sales occur sporadically and are usually short, one would expect that the probability of a sale occurring given no sale last week would be low, and the probability of no sale occurring given a sale last week would be higher. Conditional on a sale occurring today, prices evolve over time according to a Markov process P (pit |pit−1 , sit−1 , sit ). In my work below, I will find it simpler to specify the price process conditional on the current promotion state. This is because if a sale occurs, the price distribution is truncated at pj . The last state variable is the consumer’s inventory, iit . Inventories for individual brands evolve analogously to Equation (1):
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ijit = ijit−1 + xjit − cjit



(4)



Denote the set of state variables as Σit = (pit , sit , iit ), and denote the vector of utility parameters as θi = (γi1 , ..., γiJ , βi , αi , sc0 , sc1 , CC). The consumer’s expected discounted utility in purchase event t is " V (Σit ; θi ) = max E Πi



∞ X



# δ



τ −t



U (cit , xit , iit , pit )|Σit , Πi ; θi ,



(5)



τ =t



where Πi is a set of decision rules that map the state in purchase t, Σit , into actions, which are how to purchase, xit , and how much to consume, cit . The parameter δ is a discount factor, which is assumed to equal 0.95.8 The expectation is taken over the error term , and the evolution of future prices. The function V (Σit ; θi ) is a value function, and is a solution to the Bellman’s equation



V (Σit ; θi ) = E,v [ max {U (cit , xit , iit , pit ) + δEP (pit+1 |pit ) V (Σit+1 ; θi )}]. cit ,xit
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(6)



Estimation Technique



I estimate the inventory model described in the previous section using Markov Chain Monte Carlo techniques developed by Imai, Jain, and Ching (2009) and Norets (2009). Estimating this model is made more difficult by the fact that because consumption is unobserved, initial inventories are also unobserved. However, these can easily be incorporated in the Gibbs sampler: I treat initial inventories as latent unobservables which are integrated out during the estimation of the model. Conditional on a draw of initial inventories, it is easy to calculate a consumer’s optimal purchase quantity and optimal consumption quantity. One can then easily compute the probabilities of observed choices. More specifically, the Gibbs chain for this model is constructed as follows. Some utility coefficients are treated as random across the population, while some are modeled 8



The discount factor is usually difficult to identify in forward-looking structural models, so it is common



practice to assign it a value.
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as fixed. The set of utility coefficients being estimated is θi = (γi1 , ..., γiJ , βi , αi , sc0 , sc1 , CC). Split the vector θi into two subvectors, one that varies across the population, θ˜i , and ˜ I assume θ˜i is lognormally distributed across the population with one that is fixed, θ. mean b and diagonal variance matrix W . In many of the Gibbs steps, it is necessary to compute the probability of a consumer’s sequence of observed choices conditional on a set of draws on initial inventories, ii0 , observed prices, pi0 , ..., piT , and consumer utility coefficients θi . An observation here is a household-week, and the household’s purchase decision, xit , is observed. We need to construct the probability of each household’s sequence of purchase decisions. Household quantity decisions are unobserved, but conditional on a value of xit , and all the previous parameters, these can easily be calculated as



cit ∗ = arg max cit



 J X 



j=1



  2 γij u(cjit ; βi ) − sc0 Ijit − sc1 Ijit + EV (Σit ; θi ) . 



(7)



An approximation to EV (Σit ; θi ) is computed using a nearest neighbor algorithm which is described below. Inventories are unobserved in period t, but they can be computed conditional on the initial inventories in period 0. In other words, conditional on all possible choices in period 1, one can compute period 1’s consumption. Then the inventory at the beginning of period 2 is the period 0 inventory, plus period 1’s observed purchase, xi1 , minus the optimal consumption, c∗i1 . Period 2’s inventory can be constructed similarly, and so on. Denote the utility from the optimal consumption in period t as



ν(xit ) = max cit



 J X 



j=1



  2 γij u(cjit ; βi ) − sc0 Ijit − sc1 Ijit + EV (Σit ; θi ) 



J J X X − CC 1{ xjit > 0} − αi xjit pjit j=1



(8)



j=1



I assume that the choice specific error term, qit , is logit. Denote the observed xit in q period t as xobs it , and denote each possible value of xit , indexed by q, as x . Then a



consumer’s sequence of choices can easily be computed as
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P ri (θi , ...) =



T Y t=1



exp(ν(xobs it ))



PNu (Nu −1)/2 x=1



exp(ν(xq ))



(9)



The Gibbs steps are, in short summary: 1. Jointly draw θ˜i , initial inventories ii0 , and a series of vit ’s for each household using the Metropolis-Hastings algorithm. I use a random walk MH for this, with a parameter ρ that periodically updates to keep the acceptance rate at 30%. This ˜ ), and θ˜0 is the means that the current iteration’s value of θ˜i is θ˜i1 ∼ N (θ˜i0 , ρW i previous iteration’s θi ; similarly, for ii0 I draw a candidate draw from a N (i0i0 , ρ) and take the integer part of this draw. The new values of θ˜i , ii0 and the vit ’s are accepted with probability P ri (θ˜i1 )φ(θ˜i1 |b, W )ki (i1i0 )kv (vi1 ) . P ri (θ˜i0 )φ(θ˜i0 |b, W )ki (i0i0 )kv (vi0 ) where φ(·|b, W ) is the normal pdf with mean b and variance W , and the k’s are priors on ii0 and vi .9 2. Draw b and W using the draws on θ˜i . This is standard. ˜ This is done using Metropolis-Hastings. θ˜1 is drawn 3. Draw the fixed parameters θ. Q from N (θ˜0 , ρ2 ). It is accepted with probability Ii=1 P ri (θ˜1 )/P ri (θ˜0 ). The ρ2 parameter is updated every 20 iterations to keep the acceptance rate at 0.30. 4. Compute an update on the value function, EV (Σit ; θi ), as described in the next section.
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Value Function Computation



The most computationally intensive part of the estimation procedure is the final step of computing the update to the value function. One could compute the value function exactly by way of value function iteration, but this would be extremely slow. The procedure I use is to start with a guess of the value function, and compute one update 9



One could also draw θ˜i and the ii0 ’s separately, although the addition of more metropolis steps could



slow down convergence.
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to the value function every Gibbs iteration. In each update, it is necessary to compute an estimate of the value function at the current Gibbs draw. This is done by averaging over value functions saved in previous Gibbs draws. In order to ensure the average is taken over draws that are close to the current draw, a nearest neighbor technique is used. Assume that we are at step g of the Gibbs sampler, and suppose that we have N (g) saved draws on θi , indexed {θin }gn=g−N (g) . We also need N (g) saved estimates of the value functions at each state space point. Because inventories are discrete, it is possible to store the value function for each inventory state. However, prices are not discrete so an approximation must be used. In every Gibbs draw, a set of Np N



p prices, {pgs }s=1 are drawn from an importance distribution h(·). These weights are



also saved for N (g) iterations, and the expected value function at a price state pit is constructed using importance sampling. Thus, the estimate of the value function is constructed by average over importance-weighted prices, and previously saved value functions. Rather than averaging over all previously saved value functions, I use a nearest neighbor approach as proposed by Norets (2009). In particular, I loop through ˜ (g) draws that are closest to θig . Denote the N (g) saved draws on θin , and choose the N this set of draws as Θ(N (g)). The expected value function is then



ˆ (iit , pit ; θig ) = EV



X



PNp



ˆ (iit , pns ; θin ) P (pns |pit ) h(pns ) . PNp P (pns |pit )



s=1 EV



s=1



θin ∈Θ(N (g))



(10)



h(pns )



An alternative procedure to the nearest neighbor procedure is to use a kernel-weighted average. The nearest neighbor approach is computationally faster, however, because the sum above does not need to be calculated over all N (g) previously saved draws.
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Price Expectations



Consumer price expectations are a crucial component of a stockpiling model. We do not actually observe price expectations in the data, so we have to make an assumption about how they look. I assume that consumers are rational: their expectations about future prices correspond to the actual evolution of prices. My approach is to estimate a
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price process from the data, and to assume that process corresponds to how consumers expect future prices to evolve. There are several important features of the observed price process which the estimated price process should capture. First, as can be seen in Figure 1, the price series is relatively flat for most of the time, but periodically promotions occur for a short period of time. It is easy to see from the figure when a promotion occurs, but it is more difficult to define a rule which splits prices into promotional and regular prices. I find that defining a promotion as any price below the median price works well - if one overlays the median price (which is 59 cents) on the price series graphs, the flat areas all lie above it and the promotions lie below it. The price process that I propose models the probability a promotion occurs using a discrete Markov process. A second important feature is that, when a product is not on promotion, its price is flat for long periods of time. I model the price process during these periods using a discrete- continuous Markov process that is similar to that of Erdem, Imai, and Keane (2003). Conditional on no promotion occurring in weeks t − 1 and t, there is a probability that the price changes. If the price does change, a truncated regression is used to predict that change. The third feature that my price process captures is the existence of competitor reactions: when one firm’s price drops, the competitor drops shortly afterwards. This can be seen in Figure 2, which shows the price paths for Starkist and Chicken of the Sea in one store. My price process allows the probability of promotions to depend on the competitor’s prices and promotional behavior. The state variable governing promotions, sjt is one when product j is on promotion in week t, and 0 otherwise. I estimate the Markov transition process on the probability of a sale occurring using a logit model:



P (sjt = 1|sjt−1 = k) =



exp(α0jk + α1jk pjt−1 + α2jk p−jt−1 + α3jk s−jt−1 + α4jk sjt−1 p−jt−1 ) . 1 + exp(α0jk + α1jk pjt−1 + α2jk p−jt−1 + α3jk s−jt−1 + α4jk sjt−1 p−jt−1 )



(11)



The probability of transitioning from the nonsale state into the sale state, or viceversa, is governed by the competitor’s previous price, the product’s own previous price,
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and whether the competitor’s product was on promotion. Estimated parameters are shown in the first two panels of Table 3. Table 4 shows the predicted probabilities of transitioning into the sale or nonsale state. Notice that the average probability of moving to the sale state is fairly low - it is 16% for Starkist and 29% for Chicken of the Sea. The probability of transitioning out of the sale state is much higher - it is on average about 50% for both products. This captures the most important aspect of the price process: sales occur infrequently, and when they do occur, they do not last a long time. This is important for capturing stockpiling behavior because need to realize that when promotions occur, they should stockpile before the price goes up again. When a product is not on sale for two consecutive weeks, its price will often stay constant for a few weeks. To account for this, I model the probability the pjt = pjt−1 using a logit process as



P (pjt = pjt−1 |sjt = 1, sjt−1 = 1) = exp(β0j + β1j pjt−1 + β2j p−jt−1 + β3j s−jt−1 + β4j sjt−1 p−jt−1 ) . 1 + exp(β0j + β1j pjt−1 + β2j p−jt−1 + β3j s−jt−1 + β4j sjt−1 p−jt−1 )



(12)



The estimates from this model are shown in Table 3. When the price of a product changes, I assume that the change is distributed according to a censored or truncated normal distribution. If the product is transitioning into the non-sale state, then its distribution is censored at the median price, mj . I model this using a Tobit model, where I allow the parameters to depend on whether the product was previously on promotion (sjt−1 = k): yjt = γ0jk + γ1jk ln(pjt−1 ) + γ2jk ln(p−jt−1 ) + γ3jk s−jt−1 + γ4jk sjt−1 ln(p−jt−1 )   yjt (13) ifyjt > ln(mj ) ln(pjt ) =  ln(m ) ify ≤ ln(m ). j



jt



j



A similar specification is run when the product transitions to a sale state, except a truncated regression is used because the price of the product never takes the value ln(mj ) when transitioning to the nonsale state. The inclusion of the competing brand’s prices and promotions allow for competitor reactions. The parameter estimates for this part of the process are shown in Table 5.
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To summarize, the specification of the price process used in this paper builds on prior work by Erdem, Imai, and Keane (2003) and Sun (2005). Sun (2005) specifies the price process as a linear AR(1) process in which the log of current prices are linear functions of each brand’s previous price, accounting for observed serial correlation in prices. Erdem, Imai, and Keane (2003) specify a price process which accounts for the fact that prices are often the same from one week to the next. However, neither of these papers explicitly model short term promotional behavior which is commonly observed in consumer packaged goods. That is, the price processes capture serial correlation in prices well, but do not capture the stylized fact that promotions are infrequent and short. To show this, I have estimated both price processes on the data set I use and I compare the predicted probabilities of a product going on promotion and subsequently returning to its everyday shelf price to those predicted by my process. Table 6 summarizes the results of a simulation study which compares how well the different processes match the observed price series, using both the average predicted probabilities and the root mean squared error. The first row of the table shows the average probability of Starkist staying on sale given it was on promotion in the previous week. In the data, this probability is 0.49, and my process predicts this to be 0.49. The predicted probabilities are constructed through simulation: for each consumer-week observation, I draw a uniform random number, and compare that to the predicted probability of Starkist going on sale given it was on sale last week. If the number is less than the fitted value, then the model predicts a sale event occurs. The process of Sun (2005) overpredicts this probability at 0.51, while the process of Erdem, Imai, and Keane (2003) predicts this probability to be 0.64.10 The root mean squared errors are 10



The probabilities from these price processes are simulated as well. Because these price processes do not



directly model the probability of a price moving from sale to sale, or nonsale to sale, I simulate the predicted prices under each process, and then compute the fraction of time the product is predicted to go on sale, given the previous week was not a sale week. Because each price process involves a regression, I draw the error for the regression nonparametrically from the error’s empirical distribution. It is notable that even though the Erdem, Imai, and Keane (2003) model of the price process is more flexible than that of Sun (2005), its predictions are often worse. This is occurring because when I construct the fitted probability of a promotion occurring in the Erdem, Imai, and Keane (2003) price process, I have to make some out
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similar for this particular probability, although my process has lower RMSE for other probabilities. The probability of a sale occurring in Starkist is about 0.16, which my price process matches very well. In contrast, the price processes of Erdem, Imai, and Keane (2003) and Sun (2005) significantly overpredict this probability as well. The root mean squared error is lowest for my price process. The results look quite similar for Chicken of the Sea.
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Model Identification



In this section I present an informal argument for the identification of the inventory model. Most of the argument is similar to that laid out in Erdem, Imai, and Keane (2003), which presents a qualitatively similar model. First, consider the identification of the parameters on inventory costs. An decrease in the linear parameter on inventory costs, sc0 , will cause consumers to purchase smaller quantities more often: the overall incentive to stockpile will decrease. An increase in the quadratic term will cause consumers to avoid making large increases in inventory. Thus, if a consumer just purchased a large amount of a product, and the product is observed to go on sale again, we should observe the consumer to be unlikely to stockpile in response. Next consider the identification of the taste parameters. Conditional on a given amount in inventory, increasing the quadratic term will decrease the amount of tuna consumed.11 This parameter is analogous to a consumption rate. Changing this parameter will impact the duration dependence of the purchase hazard. The impact of changing this parameter is nonlinear: if βj is high, then duration dependence increases - the time between purchases drops. If it is low, the time between purchases rises. Erdem, Imai, of sample predictions. In particular, in the Erdem, Imai, and Keane (2003) price process the price level is only estimated for observations where the price is observed to change. To see why, denote the probability of a price change as Pc , the predicted price conditional on the price changing as pˆ, and the current observed price as p. The predicted value of the price from this process is PC pˆ + (1 − PC )p. In observations where no price change is observed, I must predict pˆ using out of sample prediction. Predicting out of sample raises the variance of the prediction error. 11 To see this, consider the case where consumers are not forward-looking, and there are no inventory costs. A consumer’s optimal consumption of cj will be −(1 + 2βj v)/2βj .
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and Keane (2003) show that the multiplicative taste parameter (γj ) increases overall demand, but does not affect duration dependence. Thus, market shares will drive this parameter. The heterogeneity in the price coefficient will be driven by heterogeneity in consumer response to promotions. In the data, we observe consumers making purchases over a year. Since different consumers shop at the same stores and observe the same prices, we will see if some consumers tend to be more likely to enter the market during promotions than other consumers. The initial conditions will be identified by consumer response to the first sales that occur after the data collection begins. If one observes some promotions occurring immediately after the beginning of the data set, and a large amount of purchase response, that suggests that most consumers will have depleted inventories at the beginning of the data. Identification of the carrying cost parameter follows from the overall purchase frequency. The higher is the carrying cost, the less frequently will consumers make purchases. It is separately identified from the stockpiling costs because it does not impact the spacing between purchases - a consumer’s disutility due to carrying costs from making five purchases is the same whether the five purchases occur in five consecutive weeks, or over five months, each occurring once per month. However, making five consecutive purchases will drive up stockpiling costs more than five purchases which spaced further apart.
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Model Estimates



I estimate the model with random coefficients on the taste coefficients for Starkist and Chicken of the Sea, γij , and the price parameter, α. The other coefficients are assumed to be fixed across the population. Because the taste coefficients should be positive and the price should be negative, I assume these coefficients are lognormally distributed across the population. I assume that β, the curvature parameter, is the same for both products. Due to the complexity of solving the model, I randomly select 298 households from
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the data. The Gibbs sampler is run for 10,000 iterations, where the first 1,000 draws are removed to reduce dependence on the starting values. To reduce autocorrelation across draws, I save every tenth draw. I save 30 previous value function draws, choosing the 3 closest previous value function draws. I draw 20 new prices every iteration. These parameters seem to work well in artificial data experiments that I have run. Estimates of the model parameters are shown in Table 7. Because all of the parameters have restrictions on their signs (for example, the taste coefficients cannot be negative), they are exponentiated when the are entered into the utility function. The first column of the table shows the mean of the underlying parameters. Because I am using MCMC to estimate my model, my output is a simulated posterior distribution for the model parameters. The mean column shows the mean of this posterior distribution. These can be interpreted in the same way as the parameter estimates produced by a likelihood or moments-based estimation approach. The standard deviation of the posterior distribution is shown in the second column; like the means, these can be interpreted in the same way as the standard error of the estimates produced by classical procedures. All of the parameters are precisely estimated. The third column shows the mean of each parameter across the population of households. I exponentiate some of the fixed parameters when they enter the utility function to enforce sign restrictions; for these parameters, the population mean is simply the exponential of the parameter, averaged across draws. The fourth column shows the population variance in tastes for random parameters. There are a number of points worth noting about the parameter estimates. First, there is a significant amount of heterogeneity across the population in tastes and price sensitivities. The population variances of these parameters are large relative to their means. Second, the carrying costs are significant: the cost of holding a single can of tuna is about 13 cents per week, increasing to 38 cents for two cans, and 77 cents for three. Carrying costs are also significant, when scaled by the price coefficient the cost of taking canned tuna from the store home is about $1.20.
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Model Implications



Comparisons of the model’s predicted shares and actual shares, and the model’s implied elasticities, are shown in Table 8. The first row of the table shows the predicted and actual inside shares two tuna fish products. The inside share is the number of predicted purchase events of at least one can of tuna fish during a week, divided by the total number of consumers multiplied by 52 weeks. Most of the time, consumers choose the outside option rather than choosing to buy tuna fish. These consumers may consume out of inventory, or consume nothing. The model currently underpredicts the inside share somewhat. The second row shows the market shares of the inside products, measured in ounces. As is the case in the data, the shares of Starkist and Chicken of the Sea are roughly equal. The third and fourth rows show the own and cross-elasticities of each of the products. Note that the elasticities here are long term elasticities, which means that they incorporate consumer response to a small decrease in the price of a product over the course of the year. The results suggest that the demand for tuna is elastic, although the cross elasticities are somewhat low. The overall market elasticity is shown in the last row.12 Another measure of fit that is important in models where products are storable is the interpurchase timing. Figure 3 shows the actual distribution of interpurchase timing in black, which is defined as the number of weeks from one purchase to the next. The red dotted line shows the interpurchase timing that is predicted by the model. Overall, the model fits interpurchase timing behavior very well. The modal interpurchase time in the data is 3 weeks, while the model’s predicted modal interpurchase time is 2 weeks. 12



These elasticities are computed by simulating consumer purchases. First, I draw a set of prices out from



the process that generates prices. Then, I solve for consumer value functions and simulate purchases at those prices. Next, to compute the own price elasticities I cut the prices of one product by 10 percent in every week. This means that I change the parameters of the underlying price process, resolve for consumer value functions, and resimulate purchases. For the market elasticities, I cut the prices of both products by 10 percent. I do not present the prices in the data because in my next counterfactuals, I will be changing the parameters of the price process and drawing new prices. The price elasticities at the prices in the data look identical to the ones presented here.
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The model predicts a steady decrease in interpurchase time after the modal value, consistent with the data. The heart of this paper is to show that long term demand for canned tuna can vary significantly with overall promotional behavior. I investigate six different ways of changing the price process by varying the frequency of promotions, the depth of promotions, competitor reactions, and frequency and depth simultaneously. The impact of these changes on quantities and revenues are shown in the first four columns of Table 9. The first line of the table shows the impact of making all promotions 50 percent deeper: for example, if the price of a product is observed to be 40 cents, I make the sale price 20 cents. Because I am interested in holding mean prices fixed, I increase nonsale prices of each product enough to keep the average prices of each product unchanged.13 Making sales deeper significantly increases the total quantity sold of each product, and also results in overall revenue increases. The next two rows of the table show the impact of increasing the frequency of promotions in different ways. The second row shows the result of adding a new promotion to a non-promotion week with probability 10 percent (this results in increasing the overall number of promotions by about 16%).14 Increasing the frequency of promotions has little impact on quantities and revenues. The third row shows the impact of increasing the frequency of competitor reactions. To do this, I increase the coefficient on the competitor sale in the regressions by 50 percent, so that if Starkist has a sale one week, Chicken of the Sea becomes more likely to have a sale the next week, and vice-versa. The fourth row of the table shows the impact of removing promotions with probability 10%. Decreasing promotional frequency has a larger impact than increasing it. The fifth row of the table shows the impact of making promotions shallower. When the depth of the promotional price is decreased, it needs to stay below the median price of 59 cents. In the fifth counterfactual, each sale price is set to be the convex combination of the median price and the sale price, where the weight used is 0.5. Doing this also results 13



Consumer price expectations will also change as a result of changing the price process. When I adjust



the observed prices, I re-estimate consumer price expectations from the data and resolve their dynamic programming problems using the new price expectations. 14 The values of the sale prices are drawn from the observed distribution of sale prices
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in significant decreases to the quantity sold and revenues. The final counterfactual, shown in the last row of the table, shows the impact of simultaneously removing ten percent of all promotions while making promotions 50% lower. This generates large increases in the quantity sold and revenues. The magnitude of the effect of this change on quantities and revenues appears to be similar to the effect of changing depth alone. However, this strategy may be a better deal for the firm, in that it is able to generate a similar quantity increase while offering promotions less frequently. A complication with making comparisons across these counterfactuals is that a percent change in the frequency of promotions may not be directly comparable to a percent change in the depth of promotions. To make comparison across the counterfactuals easier to interpret, in the last two columns of the table I show the elasticity of category quantity and revenue with respect to the total value of all promotions offered by the firm under each counterfactual. The counterfactuals all represent different ways of increasing or decreasing the value of sales offered by the firm, ensuring this is an “apples to apples” comparison. To understand how this is computed, suppose the firm offers two promotions, each of 40 cents, and I increase promotional depth by reducing prices to 20 cents. Suppose further that the nonsale price of the good is 60 cents. The total value of sales offered by the firm before the counterfactual computation is 40 cents, and after it is 80 cents, meaning my counterfactual increases the value of promotions by 100 percent. Similarly, if I increase promotional frequency by adding a new promotion, the value of sales offered by the firm increases to 60 cents, which is a 50 percent increase.15 My results show that a 1% increase in the value of sales due to lowering promotional prices results in a 0.37 percent increase in quantity and a 0.06 percent increase in revenue. Increasing the value of sales by 1% by adding new promotions only increases quantity sold by 0.05%, more than 7 times smaller than the impact of changing promotional depth. Increasing the frequency of competitor reactions has an elasticity of 0.14, which is also smaller than that of increasing promotional depth. Why does increasing the depth of promotions have a much larger impact on quantities than increasing the 15



In computing the denominator to the elasticity, the baseline nonsale price I use is the average nonsale



price.
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frequency of promotions? When promotion depth is increased, quantity goes up even though nonsale prices have risen, because most consumers wait until a sale occurs to purchase. Making sales deeper will exaggerate this effect, because consumers will expect better sales and will be more likely to wait for them. In contrast, changing the frequency of promotions has much less effect, because consumers were already stockpiling during sales. Recall that firms should be timing sales to occur when demand has accumulated enough so that the impact of the sale is large. If one adds in more sales to the price process, the impact of this should be small, because consumers will have stockpiled during sales which already occurred; adding in more sales will be less likely to draw consumers back into the market. For the same reason, increasing the frequency of competitor reactions has little effect on overall quantity or revenue. The counterfactuals which decrease the frequency and depth of promotions have qualitatively similar implications to those which increase these metrics, but the magnitudes of the effects are closer together. Two factors lie behind this finding. First, decreasing promotional frequency will have a larger impact than increasing it, because some price sensitive consumers who were purchasing during promotional periods will now be forced to purchase during nonpromotional periods, and will purchase less. Second, the magnitude of the changes in the metrics is different when they are increased as opposed to when they are decreased. The way the fifth counterfactual is constructed implies a smaller overall decrease in depth than what is used to generate the increase. Because an elasticity is a secant approximation to a slope, the size of the secant used to make the approximation will impact the magnitude of the elasticity. Nevertheless, the difference in magnitude between these two counterfactuals is still large: decreasing the depth of promotions has an effect over 30% larger than decreasing the frequency. The final counterfactual has an elasticity of 0.58, which is the largest by far. What this shows is that the firm can better price discriminate among consumers by making promotions further apart while making promotions lower. Consumers who are more price insensitive will be less likely to wait for the next promotion, and will make their purchases at higher prices. Meanwhile, consumers who are price sensitive will wait for promotions, and since promotions are better deals, they will purchase more during them.
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The impact of changing the price process on quantities and revenues highlight the managerial implications of this research. Manipulating the depth of promotions is a more effective strategy for impacting quantity sold than manipulating the frequency. Additionally, firms may gain from making promotions less frequent while simultaneously making them lower. Some comments are in order. First, so far I have remained agnostic about who is actually setting prices: the retailer or the manufacturer. In my counterfactuals, I manipulate the prices of both products simultaneously. Such a situation would be more likely to occur when a retailer sets prices, which occurs in many grocery product categories. Retailers will often have contracts with manufacturers where the manufacturer gives the retailer a budget for promotions, and allows the retailer to control the timing and depth of promotions. Second, a caveat to this exercise is that in the absence of cost information I can only examine quantities and revenues. Increasing the depth of promotions by 50%, for instance, could increase profits if marginal costs are low enough. One situation where this could occur would be where the agent setting prices was the retailer, and the cost of shelf space was high relative to the wholesale price of the product. Another situation where my results could be beneficial to managers would be situations where the manager’s incentive is to promote a new product. My results suggest that a few very deep sales may be better at inducing new purchases than having a lot of shallow promotions.16



11



Discussion



This paper estimates a stockpiling model where consumers have expectations about the frequency at which promotions occur. I find that varying overall promotional behavior, holding fixed mean prices, can significantly impact overall demand. Moreover, the impact of changing promotions depends on whether one changes the frequency of promotions or the depth of promotions. Changing the depth of promotions has a much larger impact on demand than changing the frequency. There are many avenues for future exploration of demand response to different long term price processes. One would be to relax the rational expectations assumption 16



A caveat is that consumers may purchase smaller sizes when they experiment.
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taken in this paper, and to incorporate features of more behavioral models of price formation into the structural model. One such model is that of reference prices (Winer 1986). Another would be to incorporate other forms of dynamics into the model. Currently, papers which have estimated models of stockpiling behavior have assumed that stockpiling behavior is the only type of dynamics present. However, in some product categories other types of dynamics such as consumer learning or habit persistence may be present. Osborne (2008) shows that misspecifying demand dynamics can result in large biases to estimated quantities such as price elasticities.
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Table 1: Summary of Data Starkist



Chicken of the Sea



Market Shares



48.2 %



51.8 %



Average Prices



$ 0.63



$ 0.61



Std Dev of Prices



$ 0.9



$ 0.11



Table 2: Test for Inventory Behavior: Household Level Regression of Quantity on Inventory Regressor



Estimate



Std Err



Inventory



-2.60



0.119



Price



-0.985



0.046



Sale



6.48



0.525



Price*Sale



-0.583



0.053



Display



0.113



0.134



Feature



0.141



0.115



Regression includes household, store, and brand fixed effects.
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Table 3: Estimates of Price Process:Logit of Transition Probabilities Starkist Coefficient



COS



Est



Std Err



Est



Std Err



Intercept



-0.246



0.1184



1.4933



0.1101



ln(ownprice)



-0.0267



0.0018



-0.0012



0.0013



ln(compprice)



0.0083



0.0018



-0.0347



0.0019



Comp sale



3.3676



0.2766



0.6005



0.36



Comp sale*ln(compprice)



-0.0709



0.0051



-0.0179



0.0069



Intercept



-1.8985



0.2586



3.8002



0.1783



ln(ownprice)



0.0434



0.0053



-0.0372



0.0028



ln(compprice)



-0.0057



0.002



-0.0252



0.0019



Comp sale



0.2498



0.2699



-3.1356



0.4874



Comp sale*ln(compprice)



-0.0086



0.0046



0.0605



0.0087



Intercept



1.9435



0.1034



2.0892



0.1212



Own price



-0.0228



0.0015



-0.0251



0.0015



Competitor price



4e-04



0.0015



0.0032



0.0021



Comp sale



8.7057



0.2637



9.8878



0.4545



Comp sale*comp price



-0.1529



0.0047



-0.1939



0.0086



Prob(sale|nonsale)



Prob(sale|sale)



Prob(pt = pt−1 |nonsale)
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Table 4: Predicted Transition Probabilities between Sale and Non-Sale Weeks Starkist: Prob(sale|nonsale) Min.



1st Qu.



Median



0.06448 0.12670 0.16840



Mean 3rd Qu.



Max.



0.16070



0.18860



0.25700



COS: Prob(sale|nonsale) Min.



1st Qu.



Median



Mean



3rd Qu.



Max.



0.2048



0.2114



0.2939



0.2909



0.3492



0.4206



Starkist: Prob(sale|sale) Min.



1st Qu.



Median



Mean



3rd Qu.



Max.



0.3915



0.4729



0.4946



0.4924



0.5094



0.6186



COS: Prob(sale|sale) Min.



1st Qu.



Median



Mean



3rd Qu.



Max.



0.4053



0.5097



0.5472



0.5622



0.6198



0.8468
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Table 5: Estimates of Price Process:Price Change Regressions Starkist Coefficient



COS



Est



Std Err



Est



Std Err



Intercept



6.9949



0.0446



3.9949



0.0725



ln(ownprice)



-0.6269



0.0101



0.0422



0.0119



ln(compprice)



-0.0334



0.0097



-0.0012



0.0182



Comp sale



0.3395



0.1107



-1.4427



0.228



Comp sale*ln(compprice)



-0.0851



0.0274



0.3547



0.0567



Intercept



3.5571



0.03



4.2129



0.2009



ln(ownprice)



0.0133



0.0102



0.337



0.045



ln(compprice)



0.0829



0.0096



-0.3122



0.06



Comp sale



-0.8294



0.0721



-7.0747



0.6972



Comp sale*ln(compprice)



0.2177



0.0181



1.7706



0.1761



Intercept



-1.2067



0.1864



-3.8271



0.1559



ln(ownprice)



0.9108



0.0465



0.6966



0.0279



ln(compprice)



0.402



0.021



1.2341



0.0248



Comp sale



1.4988



0.1788



5.3981



0.3553



Comp sale*ln(compprice)



-0.3657



0.0441



-1.31



0.0883



6.3288



0.2998



3.545



0.4189



ln(ownprice)



-0.66



0.07



-0.0061



0.0663



ln(compprice)



0.0983



0.0451



0.2787



0.0909



Comp sale



-0.1693



0.2075



2.3464



0.8613



0.034



0.0501



-0.6656



0.217



Nonsale-Nonsale



Nonsale-Sale



Sale-Nonsale



Sale-Sale Intercept



Comp sale*ln(compprice)
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Table 6: How Well do Different Processes Predict Promotions? Process



Statistic



Data



Osborne (2010)



Sun (2005)



EIK (2005)



SK Sale-Sale



Mean



0.49



0.49



0.57



0.64



0.71



0.71



0.71



0.16



0.22



0.21



0.52



0.55



0.55



0.56



0.56



0.64



0.69



0.69



0.69



0.29



0.35



0.32



0.64



0.65



0.64



RMSE SK NonSale-Sale



Mean



0.16



RMSE COS Sale-Sale



Mean



0.56



RMSE COS Nonsale-Sale Mean



0.29



RMSE



Table 7: Model Estimates (Moments of Estimated Posterior) Coefficient



Mean



Std Dev



Variance Std Dev



Pop Avg



Pop Var



SK Taste



-2.686



0.659



4.032



1.526



0.388



0.830



COS Taste



-2.213



0.367



2.711



0.917



0.390



0.726



Curvature



-1.386



0.150



-



-



-0.253



0



Inv Cost Linear



-2.152



0.690



-



-



-0.146



0



Inv Cost Quadratic



-2.233



0.901



-



-



-0.154



0



Price



-3.902



0.059



0.287



0.039



0.0236



0.0125



Carrying Cost



-2.430



0.078



-



-



-2.430



0
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Table 8: Model Predicted Shares and Elasticities Tuna Share



Pred



Actual



Fraction of Purchases



0.075



0.112



SK Pred



SK Actual



0.486



0.493



SK



COS



SK



-2.55



0.109



COS



0.041



-2.31



Market Elasticity:



-2.12



Market Shares Fraction of Units Sold Elasticities



Table 9: Counterfactual:Impact of Varying Promotions on Quantity, Revenue Quantity ∆ Counterfactual



SK % COS %



Revenue ∆



Elasticity



SK % COS % Quant. Rev.



1) 50% off current sales



85.5



119.8



11.9



20.6



0.37



0.06



2) 10% prob of new sale



-0.9



3.2



-1.3



2.7



0.05



0.03



3) +50% comp. resp.



10.5



-1.5



3.6



-2.4



0.14



0.02



4) 10% prob remove sale



-4.5



-5.4



-2.6



-1.9



0.12



0.10



5) Sales 50% closer to med.



-36.6



-15.8



-26.6



-0.07



0.16



0.08



6) 1) and 4) combined



78.4



116.2



10.7



23.5



0.58



0.10



The elasticity shown here is the elasticity of the category quantity or category revenue with respect to the change in the total value of sales offered by the firm. Thus, the fifth column of the first row of the table shows that quantity increases by over 0.37% when the value of sales offered by the firm increases by 1%, and that increase is attributed to lower sale prices.
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Table 10: How Elasticity Varies as a Function of the Price Series Elasticities



% Change



All promotions 50% deeper SK



COS



SK



COS



SK



-1.66



0.072



-34.97



-33.43



COS



0.045



-1.56



11.23



-32.42



Market Elasticity:



-1.41



-33.57



10% prob of new promotion SK



COS



SK



COS



SK



-2.77



0.13



8.58



0.209



COS



0.065



-2.36



0.595



0.022



Market Elasticity:



-2.47



0.166



50% more competitive response SK



COS



SK



COS



SK



-2.32



0.187



-15.89



47.68



COS



0.0048



-2.48



-0.907



0.071



Market Elasticity:



-2.23
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Figure 1: Prices and Quantities of Starkist for a Single Store
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Figure 2: Prices of Starkist and Chicken of the Sea for a Single Store



38



Data Predicted



0.15



Frequency



0.10



0.05



0.00



0



10



20



30



40



50



Interpurchase Time (Weeks)



Figure 3: Predicted vs Actual Interpurchase Times
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