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Game Theoretic Equilibria and the Evolution of Learning∗ Rory Smead December 14, 2011



Abstract Equilibrium concepts in game theory can be justified as the outcomes of some plausible learning rules. Some scholars have sought a deeper kind of justification arguing that learning rules which do not find equilibria of a game will not be evolutionarily successful. This paper presents and examines a model of evolving learning rules. The results are mixed for learning rules that lead to equilibria, showing that they are often successful, but not strongly stable. It is also shown that evolved learning rules, when taken in isolation, may not lead to equilibria. This is a case of reflexive modeling; where game theoretic models are used to assess other features of game theory. The use and significance of reflective modeling is discussed.



1



Introduction



The Nash equilibrium, NE, (Nash, 1950) is the central concept of game theory. The basic idea of the NE as a solution concept is intuitively appealing: if both players are playing components of a NE then neither can improve by changing their behavior, so we should expect them to remain there. NE has also been widely and successfully used in studying the evolution of the social contract (Binmore, 2005). But what justifies the assumption that we should expect players to play according to Nash behavior? This question becomes ∗



An earlier version of this paper was presented at the Epistemology of Modeling and Simulation Conference hosted by the University of Pittsburgh, 2011.
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more important when one begins to consider the abundance of results from empirical economics that seem to be inconsistent with Nash play and are often called “paradoxical” (Camerer, 2003). One way to provide a foundation for this solution concept is to conceive of NE as outcomes of a learning process. Many learning rules and their effectiveness at reaching NE have been studied in detail (Fudenberg and Levine, 1998; Young, 2004; Cesa-Bianchi and Lugosi, 2006; Sandholm, 2009). The learning processes usually take the form of gradual adjustment of behavior in the direction of higher payoffs. There are many varieties of learning rules that have this property and some are more successful than others at reaching Nash behavior. Some are more effective in some games than others, some can reach certain NE but not others, etc. The rules commonly considered in game theory include many varieties of reinforcement learning (Herrnstein, 1970; Beggs, 2005), of fictitious play (Brown, 1951; Fudenberg and Levine, 1998), and of best-response dynamics (Gilboa and Matsui, 1991). All of these rules, in some sense, tend toward best-responses and can reach NE in a large number of games. Much of what is true regarding learning and NE is also true of the evolutionarily stable strategy, or ESS (Maynard Smith and Price, 1973). An ESS is a (possibly mixed) strategy s∗ such that for any strategy s the following two conditions hold: 1. u(s, s) ≥ u(s0 , s) and 2. If u(s, s) = u(s0 , s), then u(s, s0 ) > u(s0 , s0 ) . ESS is widely used in the biological study of games and has some close relationships to evolutionary dynamics (Hofbauer and Sigmund, 1998). ESSs also represent possible outcomes for some learning processes (Weibull, 1995; Sandholm, 2010). It is possible, however, to demand more justification. One could ask: why should we expect individuals to learn in these ways? One possible answer cites the evolution learning. The idea is as follows: learning rules are a product of evolutionary processes and any learning rule which does not generate equilibria-like behavior will not be successful. This is the approach of Harley (1981) and Maynard Smith (1982) who extend ESS framework to think about the evolution of learning rules. They argue that the only evolutionarily stable learning rules are ones that generate ESS behavior. 2



The work of Harley and Maynard Smith is interesting for several reasons. First, the work is an example of an interesting circularity that can arise in assessing models: using models to reflect on models. In particular, they provide a sketch of a game theoretic model (or modeling framework) to investigate the foundation of one of the central game theoretic solution concepts (the ESS). Secondly, some more recent results in the evolution of learning (Smead and Zollman, 2009) suggest that learning rules of the kind Maynard Smith and Harley have in mind may not be evolutionarily successful. The aim of this paper is two-fold. First, I will present a basic model of the evolution of learning rules and discuss whether or not this model supports the argument that evolved learning rules will be those that generate equilibrium behavior. Our focus will be on the work of arguments from Harley (1981) and Maynard Smith (1982) in support of the ESS, but we will extend the analysis to the general argument in support of Nash equilibria. Second, I will discuss the significance of this model as an example of reflective modeling: using models to assess models.
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Evolution of learning rules



To investigate the questions presented above, one might think of a higherlevel evolutionary process. We will examine, not the process that determines an agent’s behavior, but rather, the evolutionary process that determines how agents are changing behavior over time. Rather than look at the evolution of behavior, we may look at the evolution of learning rules. It could turn out that learning rules which converge to certain equilibria, such as ESS, have an evolutionary advantage over learning rules which do not. This would provide a broader theoretical justification for the use of those equilibria in solving games. However, if it turns out that those rules have no special evolutionary advantages, we may have reason to doubt the applicability of those equilibria. Harley (1981) and Maynard Smith (1982) argue that the investigation of evolving learning rules does indeed vindicate the use of ESS: Learning evolves, and we can therefore ask what kinds of learning rules will be evolutionarily stable...the learning rules which will evolve are precisely those which will, within a generation, take a population to the ESS frequencies (Maynard Smith, 1982). 3



The model that Harley and Maynard Smith have in mind is one where learning rules are “playing the field,” or responding to the behavior of the population as a whole.1 Section 2.1 will describe a model similar to the one Harley and Maynard Smith were working with before returning to their claim regarding what learning rules will be evolutionarily successful.



2.1



A model of evolving learning rules



As mentioned above, some studies on the evolution of learning have suggested that learning rules that “best-respond” (a superset of learning rules that find the ESS) are not evolutionarily successful (see Smead and Zollman, 2009). However, many of these focus on settings where individuals can learn against other individuals, whereas the Maynard Smith/Harley model has individuals learning to play an entire population of individuals. Here, we will analyze a population-level model in detail, focusing on the conditions under which learning rules which converge to equilibria (ESS or otherwise) are evolutionarily stable. The model will consists of a population, x = (x1 , x2 , ..., xn ), composed of different types of learners (L1 , ..., Ln ).2 We will begin by assuming that learning is fast relative to the evolutionary process acting on learning rules and that the population converges to a well-behaved behavioral distribution. This allows us to generate fitness for each learning rule Li based on the average payoff from the resulting behavior.3 Then, using this fitness, we can provide an evolutionary analysis of the learning rules. To make things more precise, we are supposing there exists a set of functions, for all Li which generates a long-run average behavioral profile for each type of learner: ¯bi (x) which translate to an population-level behavioral profile ¯b(x) = σ.4 The fitness of a type Li is the fitness of the type played against the population F (xi , x) = u(¯bi (x), ¯b(x)), where u(·, ·) is the utility function derived from the underlying game. 1



For a numerical study of evolutionary stable learning rules in a setting somewhat similar, see Josephson (2008). Pn 2 Officially, a population is a point in the space P n = {(x1 , ..., xn ) ∈ Rn+ | i=1 xi = 1}. 3 Both of these assumptions involve large idealizations which may be significant when thinking of actual learning rules. These idealizations will be discussed in more detail in section 3. 4 It is important to note that this may not always be possible. Depending on the specific learning rules present in the population it is possible that long-run behavior is unpredictable or indeterminate.
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It is then possible to think about the evolutionary stability of the learning rules. Harley and Maynard Smith define an evolutionarily stable learning rule (ES learning rule) as follows: “a rule such that a population of individuals adopting that rule cannot be invaded, in evolutionary time, by mutants adopting different learning rules.” This too can be made more precise with the notation above and a definition of an evolutionarily stable state in a population: Definition 1. A population x is an evolutionarily stable state (ES state) if and only if 1. F (x, x) > F (x, x0 ) for all x0 6= x. or 2. F (x, x) = F (x, x0 ) and F (x, x0 ) > F (x0 , x0 ) for all x0 6= x within a neighborhood of x. With a single, infinite, and randomly mixing population, ESS and ES states are equivalent.5 This means that a population of all Li is an ES state if and only if Li is an ESS of the higher-level learning game. Given the multilevel evolutionary processes in these models, it is helpful to provide both notions. Thus, an ES learning rule Li is one such that x = (x1 , ..., xi , ..., xn ) = (0, ..., 1, ..., 0) is an ES state. In order to investigate a specific instance of this model, it will be necessary to specify what learning rules are present in the population. Of course, there may be a large number of possible learning rules. We will attempt to characterize learning rules very broadly. Our focus will be on learning rules that “bring the population behavior to an equilibrium” and whether or not this type of learning rules can be evolutionarily successful relative to learning rules that adapt in other ways (such as learning the minimax strategy, or simply adopting one behavior deterministically). It will be assumed that any pure behavior such as playing a single strategy deterministically, could be easily reproduced by some learning rule present in the population.6 Effectively, this assumption is that there are no pure strategies in the game that are not available to a number of different learning rules. Any evolutionary advantage for learning must come by being flexible in behavior, and not by exclusive access to some strategies. 5



For a discussion and analysis on when these two concepts come apart see Bergstrom and Godfrey-Smith (1998) and Thomas (1984). 6 These may be seen as non-learners, who do not adapt at all and simply play a single fixed strategy.
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Another notion that will be helpful later on is that of behavioral persistence: when a small change in the population will not make a large behavioral difference. Definition 2. A population of learners x is behaviorally persistent iff ¯b(x0 ) is as close as possible to ¯b(x) for all x0 nearby x. This definition requires a little more explanation. Consider a small number of individuals being introduced into population x. If these individuals adopt behaviors that are part of the support of ¯b(x) a behaviorally persistent population will adjust behavior so that the overall behavior continues to match ¯b(x). It these new individuals adopt a behavior that is not part of ¯b(x), a behaviorally persistent population will (we stipulate) behave as if these new behaviors were not present. A learning rule will be called behaviorally persistent if a population of those learners is behaviorally persistent.



2.2



Learning rule for ESSs



A learning rule might be such that it always learns the evolutionarily stable strategy of the game being played (if one exists). These are rules for ESSs. As mentioned above, Harley (1981) and Maynard Smith (1982) argue that any ES learning rule must be one that brings the population to the ESS frequencies (with respect to behavior). In other words: if Li is an ES learning rule, it is also a rule for ESSs. Harley’s “proof” of this claim, that an evolutionary stable learning rule will take the population to the ESS of the game, relied on a learning rule that does take the population to the ESS being able to invade one that does not. Suppose there was a population of Lj that did not take the population to the ESS of the game. Then, for some other Li that was able to do so, the population of Lj would seem like a frequency-independent choice setting and Li can simply adopt the strategy that is invasive with respect to the behavior of the population.7 But, on closer inspection, this reasoning is too quick. There are settings in which a rule for ESSs has no special claim to invasion of populations of 7



Harley (1981) also attempted to examine the limiting form of ES learning rules and the properties of the relative-payoff-sum learning rule. However, this study has been called into doubt. For a dialogue concerning the validity of these claims see Tracy and Seaman (1995) and references therein.
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learners that are not playing the ESS of the game. Consider an example game: Rock-Paper-Scissors with an outside option (shown below).8 Rock-Paper-Scissors with Outside Option r p s o



r 2, 2 4, 0 0, 4 0, 0



p 0, 4 2, 2 4, 0 0, 0



s 4, 0 0, 4 2, 2 0, 0



o 0, 0 0, 0 0, 0 1, 1



In this game there is only one ESS of the game: o. Let population x consist entirely of learners Lj that take the population to the mixed Nash (1/3r, 1/3p, 1/3s). Imagine that this population is also behaviorally persistent. The maximum possible payoff that can be achieved against this population is 2, which is exactly what the members of this population receive on average. This means that this population will be at least neutrally stable with respect to any other learning rule. So any learning rule that could bring the population to the all-o state, has no special claim to invasion. Of course, this is not a counter-example to Harley’s idea that only rules for ESSs are ES learning rules (a rule for the Nash equilibrium in the example is not an ES learning rule either since it is only weakly stable relative to other learning rules). The example simply calls Harley’s reasoning into doubt. It will be necessary to consider things more broadly before drawing any strong conclusions. Another possibility is that perhaps Harley went too far: the key to evolutionary success of learning rules is not convergence to an ESS, but rather to a Nash equilibrium. If a learning rule does not converge to a Nash equilibrium (and is behaviorally persistent), it could be invaded by any learning rule that simply adopts a best response to the population’s behavior. The connection between equilibria and the evolution of learning will be considered more generally in the next section. Whether or not Harley’s claims hold up against scrutiny, his investigation reveals an interesting use of game theoretic modeling. Effectively, Harley has turned evolutionary game theory on itself: he has used its ideas and general 8



My thanks to Brian Skyrms for suggesting this example.
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technique to investigate a justification of a central concept. This potential reflexive use of models will be discussed in section 4.
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Equilibria and the evolution of learning



There may be good reason to hold that any learning rule which brings the population to an equilibrium is also one that will be behaviorally persistent. The reason is that if a learning rule was not behaviorally persistent, then it would not return the population to an equilibrium if slightly perturbed. Any learning rule which brings always brings population to an equilibrium should return it to an equilibrium if behavior deviates away from an equilibrium. It turns out that no such learning rule can be evolutionarily stable. Propositon 1. If x is an ES state, then x is not behaviorally persistent. Proof: Suppose x is behaviorally persistent. Consider a potential invading type Li perturbing the population to x0 . There are 2 cases. 1. ¯b(x) is a Nash equilibrium. Because x is behaviorally persistent, any invading Li that adopts a behavior consistent with the Nash equilibrium will not change the population behavior: ¯b(x) = ¯b(x0 ). By assumption of the model, such an Li exists since this could be done by deterministically adopting one of the Nash strategies. Since ¯b(x) is a Nash equilibrium all behaviors present receive identical payoffs. Thus, F (x, x) = F (x, x0 ) = F (x0 , x0 ) and x is not an ES state. 2. If ¯b(x) is not a Nash equilibrium, any invading Li which adopts a strategy that is a best-response to the population behavior will do strictly better than the other types. Hence, F (x0 , x) > F (x, x) and x is not an ES state. It follows from Proposition 1 that no behaviorally persistent learning rule can be an ES learning rule. Thus, if a learning rule which “brings the population to an equilibrium” is behaviorally persistent, it cannot be an ES learning rule. This requires assuming that there are no strategies available to this learning rule that are not also available to other learning rules. Note however, that in the first case in the proof of Proposition 1, that the learning rule can only be invaded weakly. It would still be neutrally 8



stable with respect to the invading learning rules. Furthermore, the overall behavior of the population still remains at a Nash equilibrium. Therefore, we should be careful in interpreting the significance of Proposition 1. Although it may undermine the idea that only learning rules for equilibria will be evolutionarily stable, it does not undermine the idea that equilibria may be useful indicators of the resulting behavior in a population of learners. If a population is behaviorally persistent and not an a Nash equilibrium, it can be invaded by any learner that adopts a best response. Furthermore, while the behavior of a stable population may approximate a Nash equilibrium, it is not the case that the learning rules generating this behavior be able to (on their own) find the Nash equilibrium. In other words, it is possible that the population behavior could be generated as a simultaneous effect of many different learning rules, none of which, individually would lead a population to the Nash equilibrium. The other conclusion we might draw from Proposition 1 is that behavioral persistence may not be common in evolved learning rules. Some common learning rules studied in game theory, such as Herrnstein reinforcement learning are not behaviorally persistent in all games (e.g. cycles around the equilibrium in Rock-Paper-Scissors). Furthermore, some games present a large number of neutrally stable equilibria, where nearby points are also equilibria. Behavioral persistence in such games would not be common for many natural learning rules. Consequently, studying the nature of specific learning dynamics beyond their convergence to equilibria may be of great importance. This same methodological recommendation has been argued for by Huttegger and Zollman (2012) where they stress the importance of examining evolutionary dynamics.



3.1



Example: learning in Hawk-Dove



The general results from above are best illustrated with an example. Suppose we have a population of three kinds of learners. One type of learner Lh that maximizes possible payoff, irrespective of the past behavior of others. Another type of learner Ld that searches for the maximin strategy strategy and plays that irrespective of past behaviors. And, a third type of learner LE which calculates the ESS of the game and adopts a strategy that brings the population as close as possible to the ESS. If this population is facing the Hawk-Dove game, Lh will learn to play h, Ld will learn to play d, and LE will play h or d as necessary to bring the 9



Hawk-Dove h d h 0, 0 3, 1 d 1, 3 2, 2



population as close as possible to 50% h and 50% d behavior. In this case, if there are sufficient numbers of LE in the population, the behavior will approximate the unique ESS and mixed strategy NE of the game. Since mixed strategy NE are such that all actions in the support of that mixed strategy receive the same payoff, all behaviors in this population receive the same payoff. Consequently, it does not matter what learning rule an individual uses, the LE individuals will adjust to ensure that the ESS frequencies are reached and, consequently, everyone continues to receive the same payoffs. In this state, there is no selective pressure on the learning rules and hence, no evolution of learning. A population that will learn the ESS will nullify any underlying evolutionary process acting on the learning rules. This example reveals a general consequence of proposition 1, any learning rules which “bring the population to equilibrium” also eliminate any potential advantages they may have over other kinds of learning rules. Learning rules which seek out equilibria are only advantageous if the population is not at an equilibrium. And, since there are many ways a populations behavior may reach an equilibrium, including populations that do not learn at all but are biologically hard-wired to play certain strategies (as with the biological interpretation of the replicator dynamics), there is no reason to think that the underlying learning rules will be particularly good at finding the equilibria of games.



3.2



Example 2: learning in a bargaining game



As a second example, we will consider a simplified version of the Nash bargaining game. In this game, two players must simultaneously demand a share (4, 3 or 2) of a common resource (6 total). If the two demands are compatible (≤ 6), each gets their demand. If the two are incompatible, each gets nothing. When played by randomly matched individuals in a single population, there are two equilibria which are evolutionarily stable states. One is where everyone demands 3 (all fair), the other is when half the population demands 10



Bargaining game greedy f air modest



greedy 0, 0 0, 0 2, 4



f air 0, 0 3, 3 2, 3



modest 4, 2 3, 2 2, 2



2 (modest) and the other half demands 4 (greedy). Learning rules that bring the population to one of those two equilibria, such as LE (which we will stipulate brings the population to the nearest equilibrium in the space of possible population behaviors), cannot be evolutionarily stable. To see why, we must consider a population of all LE that is at one of the two equilibria. If the population is at the half-modest, half-greed equilibrium the situation resembles that of Hawk-Dove from the previous example: any learning rule which adopts one either a modest or a greedy strategy will receive an identical payoff to the native LE . If, on the other hand, the population is at the all-fair equilibrium any learning rule (or non-learning rule) which adopts the fair behavior (perhaps deterministically) will not alter the population’s behavior and hence do equally well as the natives. These individuals would be behaviorally equivalent to the LE individuals in this circumstance but may have used a different learning mechanism to reach their behavior. An example of such a mechanism would be one that dictates simply conformity to the most frequent behavior. This mechanism, however, on its own may not generally lead to equilibria of the game (a population of all conformists could easily lead to an all-greedy or all-modest state). In this case, none of the potential invaders will cause the population to deviate their average behavior away from the equilibrium of the game. The reason that LE is not an ES learning rule is because equilibria-like behavior can easily be generated by learning rules which do not, on their own, bring the population to an equilibrium of the game. As before, the model suggests we should expect to see equilibrium behavior, but that there is no reason to suspect it is generated by learning rules which actively seek out an equilibrium.
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3.3



Idealizations and limitaitons of the model



The model above has many strong idealizing assumptions. These idealizing assumptions make clear analytic results possible, but also render the model unrealistic in several ways. Non-random assortment, finite populations and signals between individuals are all realistic additions which can drastically alter the results of these kind of evolutionary models (Skyrms, 2004). Expanding the model to include these features, while very interesting to consider, is beyond the scope of this paper. Instead I will focus on the limiting assumption regarding the behavior of learners as it is directly relevant to the discussion above. The fitness of learning rules was determined by the (infinitely) long run behavior of the population. This is an important assumption behind the results above because only when the population is at an equilibrium (behaviorally speaking) are all payoffs among the individuals equal. If, however, it takes some amount of time to reach equilibrium there may be differences in fitness generated before the learners reach the equilibrium. This is best illustrated using the example from section 3.1. Consider a population that consists entirely of LE and a potential invader Lh . Suppose further that Lh learns to play h very quickly leading more occurrences of hbehavior in the population. Also suppose that it takes some time before LE returns the populations behavior to the equilibrium. If we drop the limiting assumptions about learned behavior, there may be a small difference in the fitness of the two learning rules generated by the short-run behavior. Suppose that, before reaching a behavioral equilibrium there are  more occurrences of h behavior than there would be at equilibrium, all by the mutant Lh . Then the average fitness of the LE types is (1 − )1.5 + 1, whereas the average fitness of Lh is only (1 − )1.5. This would be similar with Ld if that rule learns substantially faster than LE . In this case, LE generates an advantage over potential invading learning rules from the time spent outside of equilibrium behavior when these other types are introduced into the population. In other words, a slow-learning LE would be stable against any invader that leads the population away from equilibrium. This suggests that various learning rates may be important to consider in the evolution of learning, but not because it good to reach an equilibrium quickly. Reaching an equilibrium too quickly will eliminate any potential advantages an equilibria learning rule may have over learning rules that do 12



not lead to equilibria. Instead, fitness advantages may be gained by not quickly accommodating new behavior in the population. More generally, the model discussed above is agnostic about the specifics of the learning mechanisms. What information do the learning rules use and how does that information lead to behavior? If we are to drop the assumption about limiting behavior, it will be important to answer these questions and the specific character of the learning rules under consideration becomes very important. This is an area that warrants future investigation. While the model above does yield some useful and general results, it lacks the detail necessary for more precise analysis. Despite these obvious limitations there is some indication the general results do hold up in more realistic and detailed models. For instance, Dubois et al. (2010) examine a detailed model of a producer-scrounger game where some individuals use fixed strategies and others learn over time. They find that learning provides an initial advantage, but never evolves to fixation in the population. The reason is that the learners adapt to the non-learners which “buffers the selective pressure” on the non-learners. This is very similar to the effect seen in section 3.1 above and Proposition 1 suggests that it may be a general consideration regarding the evolution of learning. However, this is not always the case. In some studies, the results are more nuanced and difficult to connect to the model above. For instance, Moyano and S´anchez (2009) examine evolving learning rules in an agent based model where where individuals are spatially located and play the Prisoner’s dilemma with nearby agents. They find that the co-evolution of behavior and learning rules leads to a wide variety of possible results. Maynard Smith (1982) did not think that a learning rule which leads the population to the ESS frequencies would be very useful in the case where the ESS is a pure strategy. This is the case with LE finding the all-fair equilibrium in the bargaining game from section 3.2. The reason is that once the equilibrium is reached, a genetically fixed strategy (always play fair) will be just as successful (or more successful) as the learned behavior. Proposition 1 shows that there are similar difficulties with respect to the cases when the ESS is mixed, as is seen in the case of Hawk-Dove from 3.1. But Maynard Smith pursues the idea further, suggesting an addition that is not included in the model above: a variable or changing game. The game itself is fixed in the model and does not change over time. Maynard Smith (1982) was sensitive to the idea that learning may not be valuable in a static setting: “If learning has been retained, it is presumably because payoffs change in time 13



or space” (57). There is a sense in which payoffs are changing in a population at the Hawk-Dove mixed equilibrium because some interactions yield higher payoffs, some lower payoffs, depending on what individuals get paired together. But this variation was not enough to make LE an ES learning rule. A deeper sense of variation may be required, where the payoffs of the underlying game itself changes over time. A changing game is certainly something that would be important to consider regarding the evolution of learning rules. However, there is no general methodology for incorporating changing games at this point and such an investigation would is beyond the scope of this paper and must be left to future work.
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Reflexive use of game theoretic models



Relatively few modeling settings are capable of being used reflexively, where one part of the modeling framework (e.g. justification for game theoretic equilibria concepts) can be examined by applying that same modeling framework (e.g. game theory). Evolutionary game theory is rich enough to be capable of some limited reflexive uses. The model presented above, motivated by the work of Harley and Maynard Smith, is an example of a reflexive use of a modeling framework. It might seem, however, that there is an unsettling circularity in such an approach. In this case under consideration here, this circularity is in the use of the ESS, or ES states, in assessing a justification for the ESS notion. It seems that any justification we could find would simply be begging the question. What kind of support could this approach lend either ESS or some other equilibria notion? Furthermore, insofar as such an approach is justified, what implications does the above model have for the concepts of ESS or Nash equilibrium? Each of these questions will be considered below.



4.1



Reflexive justification and reflexive coherence



Given the circularity of the approach, it is implausible to think that the above reflexive use of models may be able to provide a strong justification for game theoretic equilibria concepts. If someone is deeply opposed to the ESS concept, or some other equilibria concept, any attempt to justify that concept by using that concept elsewhere will be unconvincing. This does not mean, 14



however, that such a reflexive use of models cannot offer any justification whatsoever. It may be possible to provide justification in a weaker sense, where the reflexive models reveal that some standard assumptions can be justified by other (more plausible) assumptions. Some game theoretic equilibria, such as the Nash equilibrium, are often justified by making strong assumptions about player knowledge and rationality (e.g. common knowledge of the game, strategy choices and rationality of players). These strong assumptions are often implausible in realistic scenarios. If, on the other hand, any evolutionarily successful learning rule is one that will tend toward Nash behavior one only needs to assume that learning rules are undergoing evolution and that behavior in games is a product of the operations of these learning rules. These two assumptions could then be seen as grounding the Nash equilibrium concept without the need of the stronger assumptions about knowledge and rationality. It is this weaker sense of justification that is possible with the reflexive use of a modeling framework: it allows us to work around or replace some of the stronger or implausible assumptions. Another potential reflexive use of models is as a kind of coherence test. There may be a number of learning processes that lead to equilibria, but if those learning processes are not better than other learning processes there is a higher-level question of why individuals might learn in that way. If the results are negative–if the successful learning rules are ones that do not lead to equilibria–the equilibria concepts can be called into question. For example, if the ES learning rules were always rules that did not lead to the ESS of the game, it would reveal that considerations of evolutionary stability at the level of learning processes undermine the notion of ESS at the level of behavior. In summary, a weak sense of reflexive justification is possible, where some strong or implausible assumptions can be grounded in (or replaced by) more plausible assumptions. Furthermore, a failure of reflective coherence regarding some aspect of a modeling framework can cast doubt on that part of the framework.



4.2



Evolving learning rules and equilibria



With these considerations in mind we can reflect on the specific model above regarding the ESS and Nash equilibrium concepts. We saw that learning rules which lead the population to a Nash equilibrium of the game (of which 15



ESS is a subset) eliminate the potential advantages they may have over other learning rules. On the other hand, learning rules which converge to points that are not Nash equilibria can be invaded by other learning rules. This means that there is reason to expect a population to play according to a Nash equilibrium, but that the learning rules used by individuals may not (on their own) take the population to a Nash equilibrium. Consequently, pointing to the evolutionary success of equilibrium-learning rules does not clearly support equilibrium behavior any more than more basic evolutionary processes (which act on the behavior directly). In other words, there does not seem to be any form of justification (even weak justification) for equilibrium concepts that can be gained by this particular model. Evolutionary processes may lead to learners that behave according to Nash equilibria, meaning there is no need to make strong assumptions regarding common knowledge. However, evolutionary processes that act more directly on behavior, such as the replicator dynamics, will produce the same results (Weibull, 1995). The model above does not provide any deeper justification for equilibrium behavior beyond what evolutionary dynamics can already provide. Furthermore, the model above calls into doubt the argument that evolved learning rules will be rules for equilibria. A specific individual’s learning process may not lead to equilibria at all, but only happens to generate behavior consistent with a population-level equilibrium. Hence, taken in isolation, evolved learning rules may not be rules for equilibria (ESS, Nash equilibria, or otherwise). While game theoretic equilibria like the ESS or the Nash equilibrium may be central to capturing the behavior of a population, there is no reason to think learning rules within that population will lead to equilibria if take on their own.
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Concluding remarks



Harley (1981) and Maynard Smith (1982) sought to expand the applicability of the concept of the ESS by arguing the ESS could be learned and that only learning rules which learn the ESS would be evolutionarily stable themselves. By examining a model of evolving learning rules, we have shown that this argument is too quick, that Nash equilibrium, not ESS is important for the evolution of learning. Furthermore, that any learning rules which generate Nash equilibrium, by the nature of the equilibrium, eliminate any advantage 16



they may have over other learning rules. Consequently, evolved learning rules may not (when taken in isolation) always lead to equilibrium behavior. The model examined in this paper is a case of a reflexive use of models. It is a game theoretic model which examines the assumptions behind game theoretic solutions. In this particular case, the results are mixed. The model does seem to support the expectation of equilibrium behavior (at a population level), but no more so than the use of standard evolutionary dynamics. It does reveal, however, that it may be possible to have equilibrium behavior generated by learning rules that would not lead to an equilibrium if taken alone. Admittedly, there are many limitations with the model above. Most notably, the many strong idealizing assumptions regarding limiting play of the learning rules, the lack of structure in the population, and a fixed or unchanging game. These additional features and de-idealizations would serve as interesting and fruitful areas for further research. Acknowledgements: I would like to thank Kevin J. S. Zollman, Brian Skyrms, Patrick Forber and the participants of the Epistemology of Modeling and Simulation conference for helpful discussion on various aspects of this paper.
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