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The Internet allows the process of ‘‘doing gender’’ (West & Zimmerman, 1987) to be examined in ways previously unavailable. In the studies presented here, dyads conversed online while (a) knowing or, (b) not knowing each other’s gender, or (c) with one participant feigning the opposite gender. Not knowing gender had a surprisingly small effect on the interaction. The results further suggested that successful detection of categorical gender when it is not known may be limited to circumstances in which conversational content is gender stereotypical, and particularly when it surrounds gendered interests or activities, yet these topics occurred infrequently in spontaneous conversation. The results have implications for a theoretically broad understanding of how gender manifests in social life.



A person interacting socially on the Internet may meet and communicate with someone whose gender is at least initially unknown. Because this situation occurs rarely in offline settings, psychology has historically had little to say about how the absence of gender information changes social experience. In the research reported here, we track participants’ efforts to detect and enact gender roles during an interaction in which gender is unknown. In this way, we gain new insight into the dynamic process of ‘‘doing gender’’ (West & Zimmerman, 1987) and whether sharing gender information is necessary for a successful interaction, as well as into lay theories of the cues to gender-group membership. In their classic critique of research on sex and gender, sociologists West and Zimmerman (1987) argued that scholars should move not only beyond categorical distinctions of ‘‘male’’ and ‘‘female’’ but also beyond the false dichotomy of (biological) sex versus (socialized) gender. Instead, they contended, gender should be construed as an interactive process rather than a category, as existing in the social space between individuals as they enact the roles, traits, and behaviors expected of their sex. This generative work has inspired a number of social scientists to investigate how people negotiate Correspondence should be sent to Melissa J. Williams, now at Graduate School of Business, Stanford University, 518 Memorial Way, Stanford, CA 94305. E-mail: [email protected]



and enact gender roles across contexts. For example, several studies have documented the myriad ways in which gender-role attitudes (Morier & Seroy, 1994; also see Zanna & Pack, 1975), gendered personality traits (Moskowitz, Suh, & Desaulniers, 1994; Smith, Noll, & Bryant, 1999), and gender-stereotypical behavior (Sinclair, Huntsinger, Skorinko, & Hardin, 2005; also see Skrypnek & Snyder, 1982) fluctuate according to situational demands, such as the perceived attitudes of interaction partners. Other work has demonstrated that established gender differences in communication or interactive styles are similarly moderated by situational variables such as the gender composition of the interaction group or the status of the interactants (see LaFrance, 2001, for a comprehensive review). Gender should be viewed as a ‘‘performance,’’ argued LaFrance, rather than as a category. Yet despite this extensive literature documenting both the significance of gender to social interaction and its malleability, there is effectively no research exploring the effects of gender in social interaction relative to its absence. That is, we understand little about the importance of gender in an absolute sense—whether it is indeed possible to interact socially with and form impressions of others without gender labels or categories (Deutsch, 2007). The arrival of the Internet as a widely used interaction medium makes it both possible and important
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to investigate this question empirically. On one hand, gender may be so central to our identities and so habitual a component of social interaction that not having access to it robs us of our conversational tools and prevents us from getting to know another person in conversation. On the other hand, although the unfamiliar absence of gender information may lead to discomfort, it may be possible nonetheless to proceed with communication and achieve acquaintanceship goals. We investigate these possibilities in two studies, as captured in our first research question. RQ1: How does the absence of gender information affect interactions and impressions? We tested this question by comparing the conversations of dyads who interacted online without knowing each other’s gender to those of dyads who knew each other’s gender, examining participants’ subjective responses, conversation topics, and impressions of their partners. In a second study, passive observers read transcripts of the dyads’ conversations, either with or without knowledge of target gender. In addition to increasing our understanding of the degree to which gender labels are essential to social interaction, our research also focused on people’s ability to detect the gender of their interaction partners. Because communicating with a genderless partner is a rare occurrence in everyday social life, it seems probable that people would, at a minimum, wish to determine their partner’s gender-group membership. What remains uncertain is whether they can. One line of research that speaks to this issue investigated whether gender differences in speech, writing, and other communication modes persist on the Internet. For instance, previous research has documented more opinionated message postings among men (Sussman & Tyson, 2000) and more formal language and emoticon1 use among women (Baron, 2004; Wolf, 2000). Savicki, Lingenfelter, and Kelley (1996) reported more factoriented language, more calls for action, less self-disclosure, and fewer attempts at tension reduction among chat groups dominated by men versus women. Although each of these findings is consistent with the overall pattern of gender differences in offline speech and text (Tannen, 1992, 1998), it must be noted that in each of the studies mentioned, no gender differences were found in at least some (if not the majority) of the predicted linguistic dimensions. More directly, a small number of studies have investigated whether men and women can be identified 1 Emoticons are textual representations of facial expressions used in Internet communication, such as these symbols to represent a smiling face :).
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as such in text-based communication. Again, the answer is not definitive. Two studies (Savicki, Kelley, & Oesterreich, 1999; Thomson & Murachver, 2001) demonstrated that the gender of e-mail authors could be identified at rates above chance. However, in both cases the e-mail messages were not selected randomly but rather were chosen as representative of genderstereotypic communication. It is not clear that male and female Internet users in everyday communication would necessarily use these stereotypical communication styles. Herring and Martinson (2004) found that participants were unable to successfully detect the gender of other online chatters. There was some evidence that male targets who were detected used more malestereotypic language than male targets who were not detected, but no such relationship was found for female targets. In summary, the question of whether gender can be reliably identified from everyday electronic discourse has no clear answer as yet, but existing data suggest that success at this task may require extreme exemplars of stereotypic linguistic styles. Earlier research looking at gender detection in a variety of offline contexts would suggest a similar prediction. Two articles explored participants’ ability to guess an unseen member of a conversational dyad from a video recording based on the visible member with whom the target was conversing. In one study, participants could accurately guess the conversational partners of men (but not of women), and only when the target had been instructed to behave in a genderstereotypic way (Cary & Rudick-Davis, 1979). In another, participants could detect target gender at an above-chance but modest (55%) rate, driven principally by their success at detecting the subgroup of male targets conversing with other men (Hall & Braunwald, 1981). More recently, Clopton and Sorell (1995) showed that gender could be detected from transcribed interviews of parents discussing moral dilemmas involving children. However, the dilemmas being discussed were those cited in the literature as particularly illustrative of gender differences in moral reasoning (Gilligan, 1982) and therefore may have elicited particularly stereotypical responses. Thus, the gender-detection issue seems to be unresolved, although some generalizations may be made, namely, that detection may be greater for male than female targets and for stereotype-consistent than stereotype-neutral communication. We explore these possibilities further in the present studies, guided by our second research question. RQ2: Can people determine gender from a text-based interaction? We tested RQ2 by asking participants to guess the gender of their online conversational partners (Study 1) and
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the gender of both members of a dyad based on the transcript of their conversation (Study 2). This work differs from previous studies in two important ways. First, we examined interactions in dyads (rather than in groups), an interaction configuration that is certainly a common form of online communication but that is understudied in this literature. Second, we used relatively natural, synchronous, minimally constrained conversations, allowing us to capture the nature and incidence of gender-relevant cues in a setting that simulates real social interactions. Because gender can be concealed or simply unknown on the Internet, it follows that gender may be falsified in ways that are impossible with other modes of communication. Anecdotal and empirical evidence suggests that people do use the Internet as an ‘‘identity playground’’ to explore identities that differ from publicly defined selves (Bargh & McKenna, 2004; Bargh, McKenna, & Fitzsimmons, 2002; McKenna & Bargh, 1998; McKenna, Green, & Gleason, 2002). What has been little investigated, however, is whether people are successful at representing themselves as something they are not, specifically in the domain of gender. Is gender like a uniform, to be donned at will? Or does one’s ‘‘true’’ gender leak out in social interaction, despite efforts to contain it? This idea is captured in our third research question. RQ3: Can people feign an opposite-sex role in a textbased interaction? Only one study has addressed this topic systematically. Herring and Martinson (2004) calculated the accuracy of judgments made by players of an online game in which fellow players represented themselves either as their real or feigned gender. However, players were unsuccessful at distinguishing the imposter from the genuine article. In our research, we expanded on this idea via an experimental manipulation, asking some participants to feign the opposite gender while conversing online, and testing whether they would able to successfully deceive their partners. Last, in addition to testing whether people can detect and feign gender, we also investigated how they do so. The conversational dimensions that participants associate with maleness and femaleness—whether accurate or not—provide critical insight into their stereotypes and lay beliefs about what it means to be a man or a woman. Much of the literature on gender stereotyping has focused, in the traditions of Bem (1974) and Spence (Spence & Helmreich, 1978), on personality traits— particularly the dimensions of communality (stereotypical of women) and agency (stereotypical of men; Ashmore, Del Boca, & Wohlers, 1986). However, it does not inevitably follow that laypeople view gender as composed primarily of trait differences, to the exclusion of nontrait differences.



Indeed, when Deaux and Lewis (1984) investigated the components of gender stereotypes, they found that participants perceived role behaviors (e.g., ‘‘is a financial provider’’) at least as central to gender stereotypes as personality traits. Subsequent work has demonstrated that gendered interests (e.g., sports), hobbies (e.g., car repair), and preferred occupations (e.g., engineering) are more central to lay conceptions of a bipolar masculinity–femininity continuum than are gendered traits (Helgeson, 1994; Lippa, 2001, 2005a,b; Lippa & Connelly, 1990). That is, laypeople believe that variability in men’s and women’s gender prototypicality is based on what they do, more than on what they are like. We tested this idea further, as captured in our fourth research question. RQ4: What cues do people use to guess and feign gender? The approach taken here—to allow individuals to spontaneously generate, articulate, enact, and employ their theories about gender (Myers & Gonda, 1982)—is relatively rare in the extensive literature on gender beliefs and stereotypes. To answer this research question, we asked participants to explain why they guessed their conversation partners to be male or female. Role-playing participants were further asked to explain the strategies they used to take on an opposite gender role. Both sets of explanations were coded for content. STUDY 1 In the first study, we investigated the four research questions outlined previously via a design that was laboratory based but allowed for relatively natural social interaction. Previously unacquainted participants had a 15-min conversation over the Internet, then provided impressions of their partners and guessed their partner’s gender. Prior to the conversation, participants were asked either to not reveal their gender or to pretend to be a member of the gender opposite to their own. Participants in the control condition were told their partner’s gender. Method Participants and Design One hundred seventy-four university students (87 dyads) participated in the study in exchange for partial course credit. The sample was 54% female. Thirty-eight percent of participants identified as being of Asian background, 28% of European background, 12% Latino, 9% Middle Eastern=South Asian, and 5% of African American background. The remaining 9% of participants were of mixed or other ethnic backgrounds. Gender pairing of dyads was uncontrolled and occurred randomly as participants signed up for experimental
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sessions, resulting in 30 female–female dyads, 23 male–male dyads, and 34 mixed-gender dyads. Pairs of participants were randomly assigned to one of three experimental conditions under which they conversed online. In the anonymous condition, participants were instructed not to explicitly reveal their gender. In the control condition, participants were told their partner’s gender (as well as his or her major and year in school) before the conversation began. Last, in the role-playing condition, participants were asked not to reveal their gender, just as in the anonymous condition, and one dyad member also was selected to be a roleplayer. Partners of role-players, hereafter termed RP partners, were not asked to play a role and were not told that their partners were doing so. Instead, RP partners received instructions identical to those of anonymous participants. Although the design comprised three experimental conditions, for purposes of data analysis, each participant was considered to have been a member of one of four groups: anonymous, role-playing, RP partner, or control. Although the instructions given to RP partners were the same as those given to anonymous participants, the RP partners, unlike the anonymous participants, were interacting with a partner who had been assigned a specific role. To reflect these different circumstances, we treated them as separate groups. Procedure Participants arrived for the study on separate floors and did not see each other at any point during the procedure. They were told that they were participating in a study on online communication. Participants were first asked to rate themselves on a list of 31 personality traits (described in the Materials section). Next, control participants, anonymous participants, and RP partners were asked to have a 15-min conversation via chat line with another participant, elsewhere in the building. Control participants were explicitly told their partner’s gender (along with his or her major and year in school), whereas anonymous participants and RP partners were asked not to reveal their gender (or their name, ethnicity, or age) to their partner in order to preserve anonymity. Role-playing participants were given the same initial information as the anonymous participants and RP partners, followed by these instructions: We would like you to engage in this chat conversation as if you were (opposite sex of the role-playing participant). It’s been argued that it is possible for people to adopt any role or identity they want when they are online, and we are interested in learning whether this is true. You may play your role however you like, as long as you don’t give any explicit or obvious cues, like ‘‘I am a guy’’ or ‘‘I have a girlfriend back home,’’ or try to drop hints that might be seen as obvious, like ‘‘I’ve
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played football all my life,’’ or ‘‘I’m really into ballet.’’ But your goal is to try to convince your conversation partner that you are really (opposite sex of the participant). Your partner is not playing a role and doesn’t know that you will be.



Participants were then left alone in their separate labrooms to converse with each other using desktop computers equipped with Internet connections and Yahoo! Messenger chat software. This software program allows for instant, real-time, text-based communication between two or more parties. During the conversation, messages typed and submitted by each conversant remained continuously visible, and participants were identified to each other only by their laboratory-room numbers. Participants in all conditions were encouraged to use the 15 min to ‘‘get to know your partner.’’ To facilitate the conversation, participants were provided a list of questions that they could use if they wished, such as ‘‘What do you like about going to school here?’’ and ‘‘Would you rather be rich or famous?’’ After 15 min had passed, the experimenter returned to the room and asked participants to conclude their conversations. The text of this conversation remained on the computer screen at the participants’ desks as they completed a postchat questionnaire packet. After the study, we retained this text for future use. In keeping with the synchronous nature of the chat medium, participants generally took one turn at a time. Mean conversational length was 578 words. Spelling, grammar, and punctuation rules were typically followed less rigidly than in other forms of text-based communication (e.g., ‘‘wut are ur plans for the summer’’). Topics of conversation varied, but many participants chose to discuss classes and coursework, school activities, and personal interests and background. Materials At the conclusion of the conversation, participants rated their partners on the same list of 31 personality traits that they had earlier used to describe themselves. These traits later were determined via factor analysis to fall into four adjective scales: (a) Communality (affectionate, sympathetic, warm, and unemotional [reverse scored]; aself-ratings ¼ .76, apartner ratings ¼ .76), (b) Agency (ambitious, capable, confident, enterprising, and self-controlled; aself-ratings ¼ .63, apartner ratings ¼ .68), (c) Self-Centeredness (argumentative, boastful, coarse, egotistical, immature, self-centered, and unselfish [reverse scored]; aself-ratings ¼ .74, apartner ratings ¼ .74), and (d) Negative Emotionality (irritable, moody, and worrying; aself-ratings ¼ .67, apartner ratings ¼ .61). Because of their particular pertinence to this study, the individual adjectives masculine and feminine were analyzed
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WILLIAMS AND MENDELSOHN TABLE 1 Categories for Coding of Open-Ended Responses, Studies 1 and 2



Coding Category
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Masculine traits High agency Low communality Low extraversion Feminine traits Low agency High communality High extraversion Masculine interests Sports Cars ‘‘Masculine’’ majors Feminine interests Shopping ‘‘Feminine’’ majors Social interaction Family Friends Language features Emoticons Exclamatory comments Joking Punctuation diligence Long responses



Sample of Coded Content ‘‘My partner . . . seemed to be taking charge in the conversation while I listened.’’ ‘‘I tried to be direct, and answer in ways that seemed tough and cynical.’’ ‘‘I didn’t talk very much. Females are thought of as being more talkative than males.’’ ‘‘I have learned that most women seem to be submissive in a conversation, and my chat partner did not explain much about her major, school life, nor did my partner change the topic.’’ ‘‘My partner was very responsive and cheery, like a girl would be.’’ ‘‘Seemed talkative and big on asking questions.’’ ‘‘To me a guy is a better representative of an ice hockey player which he is.’’ ‘‘They said they would buy a car if they came across money.’’ ‘‘Statistically speaking, not many women go into mechanical engineering.’’ ‘‘I said that I liked to walk down Market Street (which has a lot of shopping).’’ ‘‘I thought female because of the English major.’’ ‘‘I mentioned a fictional closeness with a fictional sister to imply that I was female.’’ ‘‘I hinted at a close bond between ‘my friends,’ giving off the image of a tight group of girl friends.’’ ‘‘I also made use of smiley faces ( ¼ )).’’ ‘‘His use of the phrase ‘oh crap’ seemed more like something a male would say.’’ ‘‘When this person answered, he=she would say ‘he he’ which is girl like, I think.’’ ‘‘This person seemed excited and perky with their exclamation marks.’’ ‘‘I think that my conversation partner was a male because they were not very interested in details and giving long answers.’’



Note. Examples of coded responses are selected from both role-playing strategies (participants’ descriptions of how they tried to take on a different gender role) and guess explanations (participants’ explanations of why they guessed their partner to be male or female).



separately. The remaining 10 traits did not clearly load on any factor and were excluded from subsequent analysis. Next, participants responded to a set of items describing various aspects of their conversation, using 7-point Likert scales. Specifically, they indicated how much they liked their partner (strongly disliked to strongly liked), how well they got to know their partner (not at all well to extremely well), and how much not knowing their partner’s name, gender, ethnicity, and age affected the conversation (made it far more difficult to made it far easier). Last, anonymous participants, role-playing participants, and RP partners guessed whether their partner was male or female, and provided the reasons for their guess in an open-ended format. Role-playing participants were also asked to describe the strategies they used to play their assigned role (open-ended format). Finally, participants provided demographic information about themselves. Coding Role-playing strategies and explanations for gender guesses. Participants’ open-ended descriptions of their role-playing and gender-guessing strategies were coded for content. To develop the coding scheme, the



authors began by comprehensively reviewing all the role-playing strategies and explanations for gender guesses while blind to both experimental condition and participant gender, attempting to document all themes or strategies mentioned by participants. In addition to those themes, we also included the Big Five trait categories2 (John, 1990), as well as the gender-relevant trait of agency. Next, a separate group of four judges, who were likewise blind to both experimental condition and participant gender, used this coding scheme while reviewing both the role-playing strategies and the explanations for gender guesses and noting the presence or absence of each content category. All categories had interjudge reliabilities, calculated by Cronbach’s a, of .68 or greater (average ¼ .84). Instances of disagreement among coders were resolved by the first author. After coding was completed, categories with very low frequency were dropped from further analysis, leaving 18 remaining categories, as presented in Table 1. Notably, these categories tended to map on to the distinction made in previous work between gendered 2



Neuroticism, openness to experience, and conscientiousness later were dropped because they appeared in very few of the role-playing strategies and explanations for gender guesses, leaving only extraversion and communality (a.k.a. agreeableness).
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traits and gendered interests (Helgeson, 1994; Lippa, 2001), with two additions not seen in previous literature: that of references to social interaction and to language features. Conversational transcripts. The text of participants’ online conversations was content coded by means of a well-established software program, Linguistic Inquiry and Word Count (LIWC; Pennebaker, Francis, & Booth, 2001). This program tabulates the use of words relative to total word count in 88 structural (e.g., pronouns, negations) and content (e.g., positive emotions, money) categories. To these we added 18 categories taken from the coding system described in the preceding section (e.g., shopping, cars). Of these 106 possible content categories, 64 were eliminated because they were used very infrequently, appearing in less than 0.1% of total words (e.g., death, grooming). Results To obtain baseline information about gender differences on the six trait dimensions, we first performed a series of analyses of variance (ANOVAs) with participant gender as the independent variable and trait self-ratings as the dependent variables. (See Table 2.) The results showed that women perceived themselves as lower on Masculine, compared to men, F(1, 173) ¼ 184.07, p < .01, but as higher on Feminine, F(1, 172) ¼ 312.15, p < .01; Communality, F(1, 173) ¼ 19.11, p < .01; and Negative Emotionality, F(1, 153) ¼ 11.16, p < .01. There
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were no gender differences in self-ratings of Agency, F(1, 173) < 1, or Self-Centeredness, F(1, 153) ¼ 1.21, ns. RQ1: How Does the Absence of Gender Information Affect Interactions and Impressions? To test the first research question, we examined four aspects of the online interaction as a function of whether gender was known or unknown: (a) the trait ratings that participants’ partners made about them, (b) the degree to which participants liked and felt they got to know their partners, (c) participants’ subjective impressions of the conversations, and (d) the topics they discussed. For these analyses, the anonymous condition (in which gender was unknown) was compared with the control condition (in which gender was known), as the most direct test of the consequences of not knowing gender. Role-players and their partners were excluded here. Trait ratings. Because the trait data were obtained from dyadic interactions, the first step in the analysis was to calculate the intraclass correlations (Gonzalez & Griffin, 1997), which indicate the relationship between partners’ ratings of each other, for the six trait dimensions. None of these correlations (range ¼ .23 to .15) was significant at the .05 level. Thus, with no evidence of nonindependence in the trait data, we conducted subsequent analyses at the individual rather than the dyad level. Using a series of 2 (participant gender)  2 (condition: anonymous or control) ANOVAs with partner trait ratings as the dependent variable, we found



TABLE 2 Trait Ratings by Condition, Gender, and Rater, Study 1 Role-Playing



Communality Self-ratings Ratings by partner Agency Self-ratings Ratings by partner Self-centeredness Self-ratings Ratings by partner Negative emotionality Self-ratings Ratings by partner Masculine Self-ratings Ratings by partner Feminine Self-ratings Ratings by partner



RP Partners



Anonymous



Control



Male



Female



Male



Female



Male



Female



Male



Female



4.85 (0.97) 5.00 (0.92)



5.67 (0.79) 4.69 (1.00)



5.18 (0.89) 4.66 (0.85)



5.67 (0.68) 4.83 (0.95)



4.96 (1.16) 5.00 (1.00)



5.44 (0.69) 5.06 (0.91)



5.12 (0.95) 4.42 (0.97)



5.63 (0.76) 4.97 (1.09)



5.33 (0.66) 4.80 (0.77)



5.24 (0.72) 4.80 (0.72)



5.38 (0.90) 5.05 (0.76)



5.57 (0.63) 4.85 (0.84)



5.22 (0.75) 5.06 (0.69)



5.37 (0.67) 5.32 (0.66)



5.55 (0.70) 5.17 (1.04)



5.39 (0.68) 4.91 (1.09)



3.48 (0.96) 2.95 (0.74)



3.02 (0.87) 3.23 (0.66)



3.61 (0.86) 3.25 (0.85)



3.28 (0.93) 3.13 (1.02)



3.08 (0.74) 3.00 (0.91)



3.11 (0.93) 2.79 (0.97)



3.40 (0.81) 3.09 (0.86)



3.58 (0.78) 3.10 (0.73)



3.65 (1.31) 3.22 (0.95)



4.13 (1.28) 3.25 (0.88)



3.75 (0.95) 3.18 (0.91)



4.39 (0.95) 3.33 (1.16)



3.36 (1.14) 3.39 (0.98)



4.27 (1.05) 2.94 (1.14)



3.96 (1.12) 2.93 (1.06)



4.33 (0.95) 3.14 (1.05)



5.35 (0.75) 3.50 (1.36)



2.61 (1.41) 4.00 (1.81)



5.33 (1.11) 4.24 (1.09)



2.36 (1.62) 3.82 (1.26)



5.11 (0.99) 3.26 (1.48)



2.26 (1.10) 3.35 (1.47)



4.95 (1.50) 4.50 (1.68)



2.73 (1.61) 3.08 (1.65)



2.40 (1.23) 4.65 (1.46)



5.30 (1.11) 3.87 (1.46)



2.71 (1.45) 3.24 (1.45)



5.77 (0.92) 4.55 (1.47)



2.74 (1.20) 4.26 (1.63)



5.74 (1.14) 4.57 (1.53)



2.25 (1.33) 2.75 (1.59)



5.80 (0.91) 5.15 (1.12)



Note. Values represent mean ratings on 1 to 7 scales. Standard deviations are shown in parentheses.
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significant interaction effects for Masculine, F(1, 84) ¼ 5.44, p ¼ .02, and Feminine, F(1, 84) ¼ 11.26, p < .01. Follow-up analyses of simple effects revealed that control men were seen as significantly more Masculine than control women, F(1, 44) ¼ 8.99, p ¼ .01, whereas anonymous men and anonymous women were perceived similarly, F(1, 41) < 1. Likewise, control women were seen as significantly more Feminine than control men, F(1, 45) ¼ 36.32, p < .01, whereas anonymous women and anonymous men were perceived similarly, F(1, 41) < 1. No significant main or interaction effects were found for Communality, Agency, SelfCenteredness, or Negative Emotionality, indicating that although women saw themselves as more communal and negatively emotional than men did, as evidenced by the self-ratings, they were not perceived this way by their partners, even when their gender was known. Liking and getting to know. We next compared the degree to which participants liked and felt they got to know their partners as a function of whether they knew their partners’ gender. Interpersonal liking has been shown to operate reciprocally within dyads (Miller, 1990). Thus, we began by examining the intraclass correlations for liking (r ¼ .31, p < .01) and got-to-know (r ¼ .19, p ¼ .11). Because these correlations indicated at least a moderate degree of dyadic interdependence, the data were analyzed at the dyad level. The results indicated that participants in anonymous (M ¼ 5.15) and control dyads (M ¼ 4.98) did not differ in how much they liked their partners, F(1, 43) < 1. Similarly, participants in anonymous (M ¼ 3.04) and control dyads (M ¼ 3.46) did not differ in how much they felt they got to know their partners, F(1, 43) ¼ 1.75, ns. (The use of individual-level analyses yielded the same results.) Perceived effects on conversation. We also examined the degree to which anonymous participants themselves believed that not knowing their partners’ gender affected their conversations. Using a 7-point scale ranging from made it much more difficult to made it much easier, where a response at the scale midpoint meant a perception of no effect, anonymous participants reported that not knowing the gender of their partner made the conversation more difficult (M ¼ 3.45), which differed significantly from the scale midpoint of 4, t(41) ¼ –2.79, p ¼ .01. The means for ethnicity (3.88), name (3.81), and age (3.69) did not significantly deviate from the midpoint of the scale. Conversation content. Finally, we tested whether participants’ topics of conversation differed as a function of whether they knew their partners’ gender. The 42 LIWC content categories were used as dependent



variables in a series of ANOVAs, with condition (anonymous vs. control) as the independent variable. These analyses were conducted at the dyad level (i.e., with the dyad-average LIWC content frequency as the dependent variable) because of the inevitable nonindependence of conversational topics. The results revealed that, with only three exceptions,3 the content categories appeared with comparable frequency in the anonymous and control conditions. Overall, then, conversational content was remarkably similar, regardless of whether gender was known to the conversants. Conclusions: RQ1. Differences between the experiences of anonymous participants, who were ignorant of their partners’ gender, and control participants, who knew each others’ gender, were minimal. Although control participants did perceive their partners somewhat more stereotypically as evidenced by between-conditions differences in the traits Masculine and Feminine, no differences were observed on the other four trait dimensions, and almost no differences emerged in conversational topics. Last, although anonymous participants reported that not knowing their partners’ gender made their social interaction slightly more difficult, this did not affect the degree to which they liked or felt they got to know their partner. RQ2: Can People Determine Gender from a TextBased Interaction? To investigate the second research question—whether participants could detect the gender of their partners on the basis of textual cues alone—we looked at gender detection by participants in the role-playing and anonymous conditions. The control condition was excluded here because gender was known to these participants. RP partners also were excluded because gender detection by these participants of their role-playing partners is a measure of role-playing success and is discussed as part of the third research question. Anonymous participants accurately guessed the gender of their partners in only 55% of cases, a rate that does not differ significantly from chance, v2(1, N ¼ 42) 


3 The exceptions were the categories of high agreeableness, which occurred more frequently in anonymous (M ¼ 2.68) than control (M ¼ 2.07) conversations, F (1, 42) ¼ 6.43, p ¼ .02; occupation, which occurred somewhat more frequently in control (M ¼ 3.74) than anonymous (M ¼ 3.09) conversations, F (1, 42) ¼ 3.08, p ¼ .09; and sports, which occurred somewhat more frequently in anonymous (M ¼ 0.85) than control (M ¼ 0.39) conversations, F (1, 42) ¼ 3.04, p ¼ .09.
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neither in the detection accuracy of male versus female participants nor in the detectability of male versus female partners. Likewise, there was no difference in detection for participants who had a same-sex versus an opposite-sex partner. In addition to a dichotomous male–female categorization, gender also may be indicated by the degree to which one is perceived as masculine or feminine. In the anonymous condition, point-biserial correlations between partner gender (coded as 1 ¼ male partner, 2 ¼ female partner) and participants’ ratings of their partners on the adjectives Masculine and Feminine were nonsignificant (rMasculine ¼ .03, rFeminine ¼ .10, both ns). In other words, anonymous participants who had male partners did not perceive them to be more masculine than did those who had female partners, and anonymous participants who had female partners did not perceive them to be more feminine than did those who had male partners, reinforcing the finding that the anonymous participants were unable to accurately determine their partners’ gender. However, role-playing participants’ ratings of their partners did tend to vary with the partners’ actual gender (rMasculine ¼ .18, ns, rFeminine ¼ .42, p < .01). In other words, role-playing participants who had female partners perceived them as more feminine than did those who had male partners. Conclusions: RQ2. In summary, the ability of participants to detect the gender of their partners varied between conditions. Participants in the role-playing condition successfully guessed their partners’ gender in terms of dichotomous gender category and discriminated accurately in their ratings of Feminine (although not Masculine). In contrast, participants in the anonymous condition failed to detect their partners’ gender by either criterion. RQ3: Can People Feign an Opposite-Sex Role in a Text-Based Interaction? We next investigated whether role-playing participants were successful in their efforts to feign being a member of the opposite sex. Only 56% of role-playing participants were guessed by their partners to be the gender that they were pretending to be, v2(1, N ¼ 42) < 1, ns. Further, there was no difference in detection rates between male versus female partners or between male versus female role-playing participants. Of interest, however, role-playing participants who had samegender partners (i.e., those enacting a gender role opposite to that of their partner’s gender) were successful in 73% of cases, whereas role-players who had oppositegender partners (i.e., those enacting a gender role matching that of their partner’s gender) were successful in only 38% of cases. The chi-square analysis of success rates as
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a function of gender matching was significant, v2(1, N ¼ 42) ¼ 5.23, p ¼ .03. Conclusions: RQ3. Overall, role-playing participants were not successful at presenting themselves as members of the opposite sex. The one exception to this was that participants were more likely to convince their partners if they were playing a role that differed from the partner’s gender. This suggests that it may be easier to pull off a different role with a person who has less familiarity with that role. RQ4: What Cues Do People Use to Guess and Feign Gender? In an effort to understand what cues our participants viewed as diagnostic of gender, we examined the participants’ coded open-ended responses. Their explanations for why they guessed their partners to be male or female were analyzed first, followed by the reports of role-playing participants regarding how they attempted to carry out their role. Explanations for gender guesses. For the first set of analyses, we explored the coding categories that participants used most frequently in explaining why they believed their partners to be men or women. Control participants were excluded here, because they knew their partners’ gender. As seen in Table 3, interests (particularly Masculine Interests) were mentioned in genderguess explanations somewhat more frequently than were traits, consistent with previous work demonstrating that interests or activities discriminate men and women more than do traits (Saragovi, Koestner, Di Dio, & Aube´, 1997). A series of chi-square analyses further revealed that participants mentioned Masculine Traits in their explanations more often when guessing their partners to be male than female, v2(1, N ¼ 121) ¼ 8.08, p < .01. This was particularly true for low extraversion, v2(1, N ¼ 121) ¼ 3.83, p ¼ .05, and low communality, v2(1, N ¼ 121) ¼ 3.82, p ¼ .05. They also mentioned Masculine Interests more often in their explanations when guessing their partners to be male than female, v2(1, N ¼ 121) ¼ 4.71, p ¼ .03, particularly sports, v2(1, N ¼ 121) ¼ 3.13, p ¼ .08. Feminine Traits and Feminine Interests tended to be mentioned more often by participants guessing their partners to be female than male, but this difference was not significant. However, participants did mention Social Interaction, v2(1, N ¼ 121) ¼ 2.74, p < .10, particularly friends, v2(1, N ¼ 121) ¼ 3.58, p ¼ .06, somewhat more when guessing their partners to be female. Finally, although nearly onefifth of participants mentioned language features in making their gender guesses, these categories were not reliably associated with either a male or female guess.
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Mentioned With Mentioned With Total Mentioned With Mentioned With Total a Male Guess (%) a Female Guess (%) Mentioning (%) a Male Guess (%) a Female Guess (%) Mentioning (%) Masculine traits High agency Low communality Low extraversion Feminine traits Low agency High communality High extraversion Masculine interests Sports Cars Masculine majors Feminine interests Shopping Feminine majors Social interaction Family Friends Language features Emoticons Exclamatory comments Joking Punctuation diligence Long responses



19 4 y 6 9 15 2 9 6 39 y 22 15 6 15 9 6 y 6 6 y 2 17 4 6 4 0 6



3 1 0 1 21 3 16 9 21 10 10 6 21 13 7 15 4 10 19 3 7 1 3 4



10 3 3 5 18 3 13 7 29 16 12 6 18 12 6 11 5 7 18 3 7 3 2 5



40 15 20 12 10 y 2 y 5  5 35 25 8 7 8 8 0 8 5 3 y 12 5 y 2  0 2 5



12 3 0 9 36 9 16 19 14 9 3 


26 9 10 10 23 5 10 12 25 17 6 4 11 8 3 12 6 6 18 7 5 3 3 5



Note. Values represent the percentage of participants mentioning each category in their explanations for gender guesses. Significance levels attached to frequencies associated with a male guess represent a significant difference relative to use frequency with a female guess. y p < .10.  p < .05.  p < .01.



Role-playing strategies. For the next set of analyses, we examined the categories that role-playing participants used most frequently in explaining how they took on an opposite-gender role. As seen in Table 4. interests (particularly Masculine Interests) were again mentioned in participants’ role-playing strategies somewhat more frequently than were traits, consistent with the analysis of explanations for gender guesses. Language Features also were frequently mentioned as roleplaying strategies. A series of chi-square analyses further revealed that participants discussed Feminine Traits more often in their role-playing strategies when enacting a female than a male role, v2(1, N ¼ 41) ¼ 21.68, p < .01. This was particularly true for high communality, v2(1, N ¼ 41) ¼ 14.73, p < .01, and high extraversion, v2(1, N ¼ 41) ¼ 5.66, p ¼ .02. Enacting a female versus a male role also was associated with more frequent mention of Feminine Interests, v2(1, N ¼ 41) ¼ 5.37, p ¼ .02, particularly shopping, v2(1, N ¼ 41) ¼ 3.90, p ¼ .05, and also with Language Features, v2(1, N ¼ 41) ¼ 3.59, p ¼ .06, particularly emoticons, v2(1, N ¼ 41) ¼ 3.90, p ¼ .05, and punctuation, v2(1, N ¼ 41) ¼ 4.14, p ¼ .04. Participants enacting a female role tended to mention Social Interaction more frequently, but this difference was not



significant. On the other hand, enacting a male versus a female role was associated with more frequent mention of Masculine Interests, v2(1, N ¼ 41) ¼ 8.13, p < .01, particularly sports, v2(1, N ¼ 41) ¼ 6.17, p ¼ .01, and cars, v2(1, N ¼ 41) ¼ 3.07, p ¼ .08. There was no significant difference in the overall frequency of mention of Masculine Traits, although low communality was mentioned as a strategy significantly more by participants enacting a male than a female role, v2(1, N ¼ 41) ¼ 4.46, p ¼ .04. Conclusions: RQ4. Participants’ explanations of how they tried to detect their partner’s gender and feign being of the opposite gender reveal elements of their lay theories about how men and women differ. In both sets of analyses, masculine and feminine interests were mentioned somewhat more often than masculine and feminine traits, with masculine interests such as sports and cars being among the most frequently mentioned categories. Participants used both traits and interests to discriminate between partners they believed to be male and female and between the portrayal of a male versus a female role. Social interaction was used as a cue to gender differentiation by guessers but not



GENDER DETECTION



287



Downloaded By: [Williams, Melissa J.][University of California Berkeley] At: 17:50 27 September 2008



TABLE 4 Categories Mentioned in Role-Playing Strategies, Study 1



Masculine traits High agency Low communality Low extraversion Feminine traits Low agency High communality High extraversion Masculine interests Sports y Cars Masculine majors Feminine interests Shopping Feminine majors Social interaction Family Friends y Language features  Emoticons Exclamatory comments Joking Punctuation diligence Long responses



Mentioned by Men (Role-Playing as Women) (%)



Mentioned by Women (Role-Playing as Men) (%)



Total Mentioning (%)



22 11 0 11 67 6 50 22 17 6 11 0 39 33 11 17 11 17 50 33 11 17 17 6



35 9 22 9 0 0 0 0 61 39 35 4 9 9 0 9 9 0 28 9 4 4 0 13



29 10 12 10 29 2 22 10 41 24 24 2 22 20 5 12 10 2 34 20 7 10 7 10



Note. Values represent the percentage of participants mentioning each category in their role-playing strategies. Significance levels represent differences in use frequency by male and female role-players. y p < .10.  p < .05.  p < .01.



role-players, whereas language features tended to be used by role-players more than by guessers. Discussion In this study, previously unacquainted pairs of participants interacted online while either knowing or not knowing each other’s gender, and in one condition while trying to portray themselves as a member of the sex not their own. Results indicated that participants perceived the conversation to be made slightly more difficult by the absence of gender information; however, not having this information was not shown to affect liking, perceived knowledge of partner, or, with the exception of ratings of Masculine and Feminine, personality impressions. The between-participants nature of the design, however, inevitably limits this test of the effect of lack of gender knowledge on social interaction. That is, participants who did not know each others’ gender (anonymous) and those who did (control) were in separate conditions. A more precise test of this question would involve the same conversations being evaluated both with and without gender information. We address this directly in Study 2. Second, anonymous participants were unable to accurately detect the gender of their anonymous partners.



Role-playing participants, on the other hand, were able to detect the gender of their partners at rates exceeding chance. One possibility is that there was something particular about the role-players’ situation that facilitated their gender-detection abilities. Before the interaction even began, role-players may have been sensitized to the question of how gender might be communicated, by virtue of the gender-feigning task they had been assigned. Anonymous participants, on the other hand, were not oriented toward gender in this way, and thus as the conversation proceeded may not have been adequately attending to cues to their partner’s gender. In Study 2, we investigate this possibility by manipulating the salience of gender. Third, although the role-players proved accurate at detecting their partners’ gender, they were largely unsuccessful at convincing their partners that they were members of the opposite sex. One possible reason for this failure is that gender is too deeply embedded in everyday behavior to be switched at will—that is, the role-players were unable to enact a different gender or to prevent their actual gender from leaking through their roleplaying efforts. Alternatively, the role-players may in fact have been enacting the role effectively, but their partners may have failed to identify or attend to the appropriate cues. We consider these possibilities further in Study 2.
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Finally, participants’ open-ended explanations about their efforts to guess and feign gender suggested that their lay theories of gender as it is enacted in daily life include information about gendered interests, particularly sports, cars, and shopping, and gendered traits, particularly communality and extraversion. Previous literature (Lippa & Connelly, 1990) has demonstrated that gendered interests are a core component of lay theories about individual variation among men (e.g., men interested in sports are perceived as more masculine than men not interested in sports) and among women (e.g., women interested in shopping are perceived as more feminine than women not interested in shopping). This work is the first to demonstrate the centrality of gendered interests to a different social perception task, that of discriminating between men and women when gender category is unknown. Further, cues based on social interaction (e.g., friendships) and features of language (e.g., emoticons), both of which have not appeared in previous research, were used differently by gender guessers and role-players, making them less effective than interests and traits as consensual cues to gender.



STUDY 2 In Study 2, transcripts of the conversations collected in Study 1 were read and assessed by passive judges. The central purpose of Study 2 was to address two specific questions raised by the results of the first study. First, we expanded upon the question of how the presence or absence of gender information affects impression formation by having two separate groups of judges rate the same conversation, one group with and the other without gender information. Second, we tested the hypothesis that the superior gender-detection ability of the Study 1 role-players was a consequence of their having been oriented toward gender before the conversation. This test was performed by providing two groups of judges with the same conversations, one group with and the other without a manipulation designed to increase the salience of gender. Study 2 also allowed for further exploration of the failure of the Study 1 role-players to successfully deceive their partners. If this failure was because of the roleplayers’ inability to enact a different gender role, the Study 2 judges who reviewed a transcript of the roleplayers’ conversations should likewise be unconvinced. On the other hand, the failure may have been due not to the inadequacy of the role-players’ efforts to encode cues to gender but to their partners’ inability to detect those cues, perhaps because of the demands of being an active participant. If so, the Study 2 judges, who were charged merely with passively reading the conversation rather than actively generating it, may prove



better at picking up the cues made available by the role-players. Method Participants and Design One hundred twenty-five university students participated in the study in exchange for partial course credit. This sample was 54% female, 41% of Asian background, 23% European, 8% Middle Eastern=South Asian, 9% Latino, and 6% of African American background. Nine percent of participants were of mixed or other backgrounds, and 4% did not indicate their ethnic background. To provide a more direct test of the effects of gender awareness on impression formation, one group of participants reviewed transcripts of control conversations from Study 1, either with the gender of the two targets explicitly stated at the outset of the conversation (gender specified condition, n ¼ 22), or without gender specified (gender unspecified condition, n ¼ 19). To test the effects of gender salience on gender detection, a second group of participants read transcripts of role-playing conversations from Study 1, either with the instruction to ‘‘keep in mind the question of whether each of the two conversation partners is male or female’’ (gender orientation condition, n ¼ 44), or without this instruction (no gender orientation condition, n ¼ 40). Transcripts of anonymous conversations were not included in this design. Materials and Procedure Participants completed the study in groups in a classroom setting. It was explained that other students had conversed online in a previous study and that each of the participants in this study was to review the transcript of one such conversation. Participants were allowed as much time as they needed to review the transcript before making their judgments, and they kept the transcript with them as they did so. The rating scales used by participants in Study 2 were identical to those in Study 1, except that each rating was made twice, once for each of the two targets represented in the transcript. The handling of this source of nonindependence is addressed in the presentation of results. Results Consequences of Absence of Explicit Gender Information In Study 2, we were able to address more directly the question of the consequences of the absence of explicit gender information by comparing participants’ ratings of identical targets in the gender specified and the
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gender unspecified conditions. Because each participant in Study 2 gave two ratings (one for each member of the dyad), and because, as before, the two members of the dyad were in interaction, there are two possible sources of nonindependence in the data. Note, however, that because each participant rated only one dyad, the two sources of nonindependence are confounded. To deal with this problem, ratings were calculated as a deviation from the dyad mean, and a 2 (condition)  2 (target gender) analysis was performed, with the Condition  Target Gender interaction being the effect of interest. A series of two-way ANOVAs with condition and target gender as the independent variables and trait scores (calculated as deviations from dyad means) as the dependent variables revealed no significant Condition  Target Gender interactions on any of the six trait dimensions, nor the degree to which they liked and got to know the targets, Fs(1, 81) ¼ .00–1.91, all ns. Thus, participants’ knowledge versus ignorance of targets’ gender affected neither their impressions of the targets’ personality nor their liking or knowledge of the male and female targets. Ability to Detect Gender Gender guesses. The next set of analyses explored whether the superior ability of role-players to detect the gender of their partners was due to their being oriented toward gender at the outset of the conversation. As in Study 1, the gender of RP partners was correctly identified overall at a level significantly above chance (62%), v2(1, N ¼ 85) ¼ 5.20, p ¼ .02. This result was not dependent on the gender salience manipulation. Indeed, the detection rate was somewhat, but not significantly, lower (54%) in the gender orientation condition (in which gender was made salient) compared to the no gender orientation condition (72%). Further, the gender of targets from the gender unspecified condition (i.e., targets who originally had been control participants in Study 1) was detected by participants at a rate that did not differ from chance, 53%, v2(1, N ¼ 38) ¼ 0.11, ns. These results fail to support the hypothesis that the superior detection ability of Study 1 role-players was because of something about the role-players— specifically, the fact that gender was more salient to them. The finding that Study 2 participants were able to detect the gender of the RP partners at a rate comparable to that of their original partners in Study 1 (the role-players) suggests instead that their detectability is attributable to something about the RP partners’ own behavior. One possibility is that the RP partners were discussing different conversational topics than were those in the other groups (anonymous and control participants). Specifically, the fact that the RP partners were paired with participants who were trying to make a
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gendered impression (as part of their role-playing efforts) may have elicited the discussion of particularly gendered topics as part of the social interchange. If so, this should be evident in the text of their conversation. To test this possibility, we conducted a post hoc comparison of the conversational topics of RP partners and control participants, using a series of ANOVAs with condition (RP partner or control) as the independent variable and the LIWC content categories as the dependent variables. Although conversational topics are necessarily nonindependent, as discussed previously, dyad values could not be averaged for the RP partners because their text was being examined separately from that of their role-playing partners. Instead, these analyses use as their dependent variables individual-level content frequencies for the RP partners (participant n ¼ 43) and dyad averages for the control participants (dyad n ¼ 23). The results showed that 13 of the 18 content categories occurred more frequently in statements made by RP partners than by control participants. The largest differences were seen in the gendered interest categories of sports, F(1, 65) ¼ 4.81, p ¼ .03; cars, F(1, 65) ¼ 3.38, p ¼ .07; shopping, F(1, 65) ¼ 3.13, p ¼ .08; and high extraversion, F(1, 65) ¼ 2.86, p < .10, all of which were discussed more often by the RP partners than by the control participants. No categories appeared marginally or significantly more often in the conversations of RP partners than control participants. (This pattern of results did not change when analyses were performed at the individual level.)



Explanations for gender guesses. Although not central to the original hypotheses of the second study, this data set also allowed for additional examination of participants’ (passive observers) explanations for why they guessed the targets to be male or female. Gender-guess explanations were coded simultaneously and by the same set of coders as those in Study 1, and all categories had inter-judge alpha reliabilities of .72 or greater (average ¼ .88). The results, presented in Table 3, show a very similar pattern of results to that of the gender-guess explanations provided by the original Study 1 participants. Chi-square analyses revealed that participants discussed Masculine Traits more often when guessing a target to be male than female, v2(1, N ¼ 118) ¼ 11.88, p < .01, particularly low communality, v2(1, N ¼ 118) ¼ 12.91, p < .01, and high agency, v2(1, N ¼ 118) ¼ 4.66, p ¼ .03, as well as Masculine Interests, v2(1, N ¼ 118) ¼ 7.16, p < .01, particularly sports, v2(1, N ¼ 118) ¼ 5.62, p ¼ .02. When guessing a target to be female rather than male, participants were more likely to discuss Feminine Traits, v2(1, N ¼ 118) ¼ 11.48, p < .01, including high extraversion, v2(1, N ¼ 118) ¼ 5.50, p ¼ .02; high communality, v2(1, N ¼ 118) ¼ 3.57,
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p ¼ .06; and low agency, v2(1, N ¼ 118) ¼ 2.96, p ¼ .09, as well as feminine majors, v2(1, N ¼ 118) ¼ 4.28, p ¼ .04. Finally, Language Features were generally associated with a female guess, v2(1, N ¼ 118) ¼ 3.14, p ¼ .08, particularly joking, v2(1, N ¼ 118) ¼ 4.28, p ¼ .04, and exclamations, v2(1, N ¼ 118) ¼ 2.96, p ¼ .09. The one notable difference between the two studies occurred with trait agency; high agency was significantly associated with a male guess and low agency with a female guess. In other analyses, agency has not been shown to play a central role in lay beliefs about how gender-group membership can be determined. Success of Role-Playing The final set of analyses explored whether the Study 2 participants were convinced by the efforts of the roleplayers to portray a different gender. These analyses, which looked only at participants in the no gender orientation condition, showed that, in fact, role-playing was successful in Study 2. Nearly three fourths (72%) of role-players were guessed by Study 2 participants to be of the gender that they were feigning, v2(1, N ¼ 39) ¼ 8.05, p ¼ .01. Role-playing success was unrelated to the gender of the role-player or the gender of the Study 2 participant, as well as to the match between role-player gender and Study 2 participant gender. Discussion Even when a more direct test of the effect of gender knowledge was used, by manipulating whether gender information was available or unavailable to participants reading identical conversational transcripts, gender knowledge did not affect ratings of the degree to which the participants liked and got to know the targets. Similarly, participants’ impressions of the targets’ personalities did not differ significantly between the two conditions. These results are consistent with those of Study 1. The conditions under which Study 2 participants were able to detect gender based on conversational transcripts was likewise consistent with that of the original conversants in Study 1. Gender detection of RP partners was significantly above chance, whereas detection of control (gender unspecified) targets did not differ from chance. Further, the level of detection of RP partners was not improved by orienting raters toward gender before they read the conversational transcript. This finding reduces the likelihood that, in Study 1, it was role-players’ awareness of the gender-related nature of the study that allowed them to detect the gender of their partners at superior levels. Subsequent analyses suggested instead that it was the nature of the participants’ conversations with their original role-playing



partners—which generally included more gendered content such as references to sports, cars, and shopping— that made the participants’ gender more detectable to those reading their conversation. Last, although the role-players were unable to deceive their partners in Study 1, they were judged to be of the opposite gender at an above-chance rate by the participants in Study 2. This finding indicates that the role-players were able to enact an opposite-gender role effectively, in that they evidently generated gendered cues sufficiently well to be detected by the Study 2 participants. But if so, why were the role-players’ partners in Study 1 unable to detect cues that apparently were visible to participants in Study 2? Although we are unable to answer this question definitively, one viable possibility is that the difference in role-playing success between the two studies is a function of the difference in task demands faced by each sample. In general, gender detection was not an easy task for our participants, as evidenced by their inability to detect gender at an above-chance rate (e.g., in the anonymous condition of Study 1). It may be that even when gendered cues are made available, full cognitive capacity is required to carry out this challenging detection task. The dimension of cognitive load is the primary one that distinguishes the Study 2 participants, who simply had to read a brief conversation, from those in Study 1, who were charged with creating it. A second question that arises from this finding is why the Study 2 participants picked up on gendered cues when reading role-playing conversations but not when reading control conversations. Here, we point again to the post hoc analyses suggesting that gendered topics overall may have been relatively uncommon in conversations that did not include gender role-playing. Study 2 participants may have detected cues to gender in role-playing but not control conversations because in the latter they were not there to detect. We acknowledge, however, that the present data do not allow for the ability to directly quantify the degree of cognitive load experienced by our two samples. Moreover, our specific design inextricably confounds the issue of ‘‘successful’’ detection of the role-players’ true gender with ‘‘successful’’ detection of the gender they were attempting to feign. As a result, this hypothesis must be viewed as preliminary until further research emerges.



GENERAL DISCUSSION Gender has been shown to be among the individual features most quickly and automatically identified in another person (Fiske, Haslam, & Fiske, 1991; Taylor, Fiske, Etcoff, & Ruderman, 1978). Further, the effects of gender labeling on social perception are manifold
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and profound: Whether an otherwise identical target is accompanied by the label ‘‘man’’ or ‘‘woman’’ has been shown to influence such diverse judgments as parenting effectiveness (Bridges, Etaugh, & Barnes-Farrell, 2002), emotions (Haviland, 1977; Plant, Hyde, Keltner, & Devine, 2000), salary (Eagly & Steffen, 1984), painting ability (Pheterson, Kiesler, & Goldberg, 1971), quality of professional writing (Goldberg, 1968), social skills (Rudman & Glick, 1999), and suitability for specialized medical procedures (Schulman et al., 1999). In this light, information about categorical gender can hardly be said to be a trivial matter in person perception and social interaction. But because gender is in normal circumstances so readily known and so easily observable, we have virtually no information about what would happen if social interaction were to take place in the absence of explicit knowledge of gender identity. With the emergence of the Internet as a widely used, text-based communication medium, it has become possible to take a fresh, ecologically valid look at how, and to what extent, gender affects interpersonal behavior. In Study 1, participants interacted via the Internet while either knowing or not knowing their partner’s gender. In general, comparison of impression formation in these two conditions showed few differences. Although participants reported a subjective impression that not knowing their partner’s gender made the conversation more difficult than it otherwise would have been, this did not affect the degree to which they liked or felt they got to know their partners, or the personality impressions they formed, in either study. These results raise questions about the importance of knowing gender identity for a smooth and meaningful social interaction. As creatures who interact largely face-to-face, we are unaccustomed to not having gender information and may doubt that effective, appropriate behavior is possible in its absence. Yet barring romantic goals, we may in fact be able to get along perfectly well without relying on gender categories to guide social interaction. The social consequences of gender anonymity may ultimately be more a matter of belief than of behavior. What does this mean for how people ‘‘do gender’’ on the Internet? The results of these studies suggest that we need not fear that changes in social media will negatively affect social interaction by distorting it or making it more difficult. As others have argued, social communication online may proceed differently but lead to similar endpoints (Kraut et al., 2002; Tyler, 2002). With respect to gender, it may strike us as unusual and even uncomfortable to interact socially with a genderless person, but it may well be possible and even enjoyable to get to know others that way. Moreover, the Internet may offer a reprieve from the daily requirement to ‘‘do gender’’ in face-to-face interactions. The research presented here shows that the ability
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of others to detect gender from text-based communication, when it is not explicitly revealed, is limited. Specifically, the only participants whose gender was successfully detected were those who had been partnered with role-players in the first study. Post hoc analyses suggested that this difference between conditions may be attributable to greater frequency of gendered topics in these conversations, no doubt in response to the efforts of the role-players to present themselves as male or female. In other words, those who wish to stay intentionally gender-anonymous may be successful at doing so, as long as the topic of conversation stays away from particularly stereotypical topics. This result may be particularly meaningful for individuals seeking to avoid perpetrating gender discrimination, such as employers. Just as a trend among American symphony orchestras toward blind auditions has increased the number of women musicians who are hired (Goldin & Rouse, 2000), job interviews conducted online—and without gender labels—may open up new opportunities for both men and women seeking employment in nontraditional settings. Although we found that only gender-stereotypical conversations allowed for gender detection, it was also the case that gendered topics such as sports were not raised spontaneously with great frequency. Instead, these undergraduate participants sought out topics in which they were likely to share a common interest— discussions of majors, classes, and postcollege plans. In other words, when left to their own devices in a relatively unstructured interaction, people may not naturally gravitate toward the type of conversation topic that allows their gender to be detected. This suggests that even those who are unintentionally gender anonymous on the Internet may be able to remain so. Further, this result is consistent with the small gender-detection literature discussed previously: Studies that demonstrated above-chance detection of gender tended to use stimuli selected for their gender stereotypicality (Savicki et al., 1999; Thomson & Murachver, 2001) or to demonstrate gender detection only in gender-stereotypic contexts (Cary & Rudick-Davis, 1979; Clopton & Sorell, 1995; Herring & Martinson, 2004; Postmes & Spears, 2002). Such studies might have had a different outcome had stimuli been chosen randomly from the vast pool of Internet-based communication. As a consequence, successful gender detection in text-based media like the Internet may prove to be limited to highly gendered domains, such as a chat room geared toward the NBA playoffs. ‘‘Everyday’’ social interactions may not, in fact, be extremely gendered. Other Internet users may use this communication medium not to avoid doing gender but instead to actively take on a different gender role for purposes of ‘‘identity play.’’ However, our results suggest that their ability to do so successfully may be limited. Participants
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in the role-playing condition were unsuccessful at convincing their conversation partners that they were members of the opposite sex (Study 1), yet they were successful at convincing those who passively read the transcript of their conversation (Study 2). This discrepancy merits careful consideration. The role-players’ efforts in Study 1 to deceive their partners arguably could have gone awry at several stages. First, they might have been unaware of the specific conversational cues that distinguish men and women. However, the fact that these same role-players were successful at detecting their partners’ gender (even while being unable to fake their own) suggests that they were indeed aware of these cues in that they were able to uncover them in their partners’ conversation. Second, the role-players may have been aware of the conversational cues that distinguish men and women but may have been ineffective at using them, therefore not making their adopted gender role ‘‘available’’ to their conversational partners. But this explanation does not account for the role-players’ success at deception in Study 2—if the participants in the second study were able to perceive cues indicative of (feigned) gender, those cues had to have been present in the conversation. This leaves a third possibility: that the role-players did express cues appropriate to their feigned gender role, but their partners in Study 1 did not attend to them. The presumably greater cognitive resources available to participants in the second relative to the first study may account for this difference in role-playing success, although it is not possible to conclude this definitively at the present stage. In summary, people may be limited in their ability to change, when online, a chronically held social role such as gender. This failure may lie not so much in the actors themselves but in the ability of interaction partners to pick up on their subtle identity cues while trying to engage in interaction tasks themselves. The social environment of the Internet may better serve as a place to explore aspects of one’s identity that remain concealed in the offline world (Bargh et al., 2002; McKenna & Bargh, 1998; McKenna et al., 2002), rather than as a place to feign an identity such as a gender role. In addition to investigating whether gender matters, whether it can be detected, and whether it can be faked, this project also considered the question of how gender is constructed. Theorists have long conceptualized gender as an intricate constellation of biology, personality, and behavior embedded in a social context (Cross & Markus, 1993; Deaux, 1984; Deaux & LaFrance, 1998; Deaux & Major, 1987; LaFrance, 2001; Spence, Deaux, & Helmreich, 1985). Yet within social psychology, the best-known research has focused on how men and women differ in personality traits as they are perceived in others and incorporated into the self. In the studies



presented here, we chose to take a step back from this tradition. In observing individuals as they enacted gender roles without guidance and explained their decisions about gender, we took a bottom-up approach to capturing what gender is. The results of this process, as illustrated in participants’ explanations for their gender guesses, their role-playing strategies, and their conversations, confirm that personality traits are indeed important in gender expression and detection but also point repeatedly to interests and activities as consensual cues to gender. This finding strengthens and extends previous work showing that laypeople use information about gendered interests to differentiate among individuals who are more versus less prototypical of their gender group (Helgeson, 1994; Lippa, 2001, 2005a,b; Lippa & Connelly, 1990; Saragovi et al., 1997), by further demonstrating that gendered interests are similarly central to differentiating between men and women as categorical groups. Of importance, although men and women were consistently perceived (by themselves as well as by others) to differ on the dimension of communality (agreeableness), this gender difference was rarely found for the dimension of agency, traditionally regarded as characteristic of men (Ashmore et al., 1986). This finding is consistent with recent literature capturing dynamism in gender stereotypes, particularly those of women. Eagly and colleagues argue that gender differences in personality traits originate in gender-based divisions of labor (Eagly & Steffen, 1984; Eagly & Wood, 1999); as women’s roles change (faster than men’s), they are advancing in the workplace and political spheres but not necessarily giving up their caretaking work (Hochschild, 1989). Consequently, men and women are becoming more similar in perceived agency but not in communality (Diekman & Eagly, 2000; Diekman, Eagly, Mladinic, & Ferreira, 2005; Moskowitz et al., 1994; Twenge, 1997). Moreover, Abele (2003) found that although career success was associated with increases in agency in a sample of college graduates, family involvement did not lead to corresponding increases in communality, suggesting among other possibilities that agentic traits may be more malleable or more tied to social role, relative to communal traits. This agency–communality asymmetry may be especially strong in a college-student population, such as the one sampled for these studies, a setting in which men and women regard themselves—and are regarded by their peers—as equally competitive and ambitious. An important goal of this project was to capture social interaction in a way that resembled as closely as possible how it might occur naturally via a text-based medium. However, some aspects of these conversations did differ from real-world Internet interactions. First, some constraints were placed on conversational content
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and length. Second, the conversation took place between strangers who had no agenda beyond mutual acquaintance, whereas interactions outside the laboratory are likely to include at least minimal goals, such as to solve a business problem or find social support. Such goals would inevitably affect conversational content and, therefore, gender roles and detectability. Finally, the college-student population used in this study may differ from nonstudents in important ways relevant to gender. Men and women in a relatively homogenous university setting may be more similar to each other, particularly on traits and behaviors related to agency, than men and women in the larger social environment. Nonetheless, this work represents an important development in our understanding and conceptualization of gender as it manifests in social life, particularly as that life comes to include for the first time a communication medium that allows for gender-group membership to be undeclared. This new means of interaction may not prove to fundamentally alter the core ways in which humans interact (Tyler, 2002) and certainly is not the only way in which gender can be feigned and detected (Altus, 1959). Even so, it has much to teach us about the complexity of ways in which individuals can enact, express, define, and defy their maleness and femaleness.
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