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Gene Ontology Hierarchy-based Feature Selection Cen Wan and Alex A. Freitas School of Computing, University of Kent, UK {cw439; A.A. Freitas}@kent.ac.uk This is an extended abstract of our recent work described in [1]. We address the classification task of data mining, where the model organism C. elegans' genes are classified into “pro-longevity” or “anti-longevity” genes. We created a dataset integrating data from Human Ageing Genomic Resources [2] and Gene Ontology (GO) [3] database. There is a type of “is_a” relationship among GO terms, which are used as features in our dataset. That means one GO term might have one or more parent GO terms. Due to this hierarchical relationship, there is redundancy between GO terms (features). Hence, we proposed a feature selection algorithm that is able to effectively alleviate the redundancy between features, as a pre-processing step for classifying the C. elegans' genes into “pro-” or “anti-longevity”. The proposed feature selection algorithm firstly evaluates the relevance of each feature based on its predictive power, then deletes features based on the hierarchical relationship among features. In more detail, when classifying a new instance, if the value of one GO term equals to “1” (i.e. the GO term is present in that instance), then we delete its ancestor GO terms whose relevance values are equal or lower than that GO term's relevance, since those ancestors are redundant. If the value of one GO term equals to “0” (i.e. the GO term is absent in that instance), then we delete its descendant GO terms whose relevance values are equal or lower than that GO term's relevance, since those descendants are redundant. The classification algorithm used in this work is Naive Bayes, which is known to be sensitive to redundant features. In our experiments, Naive Bayes using only the features (GO terms) selected by our feature selection algorithm obtained an average accuracy rate of 68.1%, sensitivity of 57.5%, and specificity of 72.6%. As a baseline, Naive Bayes using all original features (i.e. without feature selection) obtained average accuracy of 62.5%, sensitivity of 51.9%, and specificity of 69.2%. Hence, the proposed feature selection algorithm significantly optimizes the predictive performance of Naive Bayes. In conclusion, information on the hierarchical structure of GO terms (features) was valuable for alleviating feature redundancy and so improving the predictive performance of Naive Bayes, in our dataset of longevity-related C. elegans' genes. References [1] C. Wan and A. A. Freitas, “Prediction of the Pro-longevity or Anti-longevity Effect of Caenorhabditis Elegans Genes Based on Bayesian Classification Methods,” in proceedings of IEEE International Conference on Bioinformatics and Biomedicine, 2013, pp. 373-380. [2] J. P. de Magalhaes, A. Budovsky, G. Lehmann, J. Costa, Y. Li, V. Fraifeld and G. M. Church, “The Human Ageing Genomic Resources: online databases and tools for biogerontologists,” Aging Cell, vol. 8, no. 1, pp. 65-72, Feb. 2009. [3] The Gene Ontology Consortium, “Gene Ontology: tool for the unification of biology,” Nature Genetics, vol. 25. no. 1, pp. 25-29, May 2000.



























[image: Gene Ontology Hierarchy-Based Feature Selection]
Gene Ontology Hierarchy-Based Feature Selection












[image: Feature Selection for SVMs]
Feature Selection for SVMs












[image: Reconsidering Mutual Information Based Feature Selection: A ...]
Reconsidering Mutual Information Based Feature Selection: A ...












[image: Unsupervised Feature Selection for Biomarker ... - Semantic Scholar]
Unsupervised Feature Selection for Biomarker ... - Semantic Scholar












[image: Application to feature selection]
Application to feature selection












[image: Orthogonal Principal Feature Selection - Electrical & Computer ...]
Orthogonal Principal Feature Selection - Electrical & Computer ...












[image: Features in Concert: Discriminative Feature Selection meets ...]
Features in Concert: Discriminative Feature Selection meets ...












[image: Unsupervised Maximum Margin Feature Selection ... - Semantic Scholar]
Unsupervised Maximum Margin Feature Selection ... - Semantic Scholar












[image: Unsupervised Feature Selection Using Nonnegative ...]
Unsupervised Feature Selection Using Nonnegative ...












[image: Unsupervised Feature Selection for Biomarker ...]
Unsupervised Feature Selection for Biomarker ...












[image: Feature Selection via Regularized Trees]
Feature Selection via Regularized Trees












[image: Unsupervised Feature Selection for Biomarker ...]
Unsupervised Feature Selection for Biomarker ...












[image: Gene Selection via Matrix Factorization]
Gene Selection via Matrix Factorization












[image: SEQUENTIAL FORWARD FEATURE SELECTION ...]
SEQUENTIAL FORWARD FEATURE SELECTION ...












[image: Feature Selection Via Simultaneous Sparse ...]
Feature Selection Via Simultaneous Sparse ...












[image: Feature Selection via Regularized Trees]
Feature Selection via Regularized Trees












[image: Feature Selection for Ranking]
Feature Selection for Ranking












[image: An Ontology-based Approach for the Selection of ...]
An Ontology-based Approach for the Selection of ...












[image: Implementation of genetic algorithms to feature selection for the use ...]
Implementation of genetic algorithms to feature selection for the use ...












[image: A novel relational regularization feature selection ...]
A novel relational regularization feature selection ...












[image: AMIFS: Adaptive Feature Selection by Using Mutual ...]
AMIFS: Adaptive Feature Selection by Using Mutual ...















Gene Ontology Hierarchy-based Feature Selection






classification task of data mining, where the model organism C. elegans' genes ... [3] The Gene Ontology Consortium, â€œGene Ontology: tool for the unification of. 






 Download PDF 



















 76KB Sizes
 1 Downloads
 243 Views








 Report























Recommend Documents







[image: alt]





Gene Ontology Hierarchy-Based Feature Selection 

White-Box Classifiers. â–· Decision Tree. â–· Bayesian Classifiers. â–· K-Nearest Neighbours. Black-Box Classifiers. â–· Neural Networks. â–· Support Vector ...














[image: alt]





Feature Selection for SVMs 

Ð² AT&T Research Laboratories, Red Bank, USA. ttt. Royal Holloway .... results have been limited to linear kernels [3, 7] or linear probabilistic models [8]. Our.














[image: alt]





Reconsidering Mutual Information Based Feature Selection: A ... 

Abstract. Mutual information (MI) based approaches are a popu- lar feature selection paradigm. Although the stated goal of MI-based feature selection is to identify a subset of features that share the highest mutual information with the class variabl














[image: alt]





Unsupervised Feature Selection for Biomarker ... - Semantic Scholar 

Feature selection and weighting do both refer to the process of characterizing the relevance of components in fixed-dimensional ..... not assigned.no ontology.














[image: alt]





Application to feature selection 

[24] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions. N.Y.: Dover, 1972. [25] T. Anderson, An Introduction to Multivariate Statistics. N.Y.: Wiley,. 1984. [26] A. Papoulis and S. U. Pillai, Probability, Random Variables, and. Stoch














[image: alt]





Orthogonal Principal Feature Selection - Electrical & Computer ... 

Department of Electrical and Computer Engineering, Northeastern University, Boston, MA, 02115, USA. Abstract ... tures, consistently picks the best subset of.














[image: alt]





Features in Concert: Discriminative Feature Selection meets ... 

... classifiers (shown as sample images. 1. arXiv:1411.7714v1 [cs.CV] 27 Nov 2014 ...... ImageNet: A large-scale hierarchical im- age database. In CVPR, 2009. 5.














[image: alt]





Unsupervised Maximum Margin Feature Selection ... - Semantic Scholar 

Department of Automation, Tsinghua University, Beijing, China. â€¡Department of .... programming problem and we propose a cutting plane al- gorithm to ...














[image: alt]





Unsupervised Feature Selection Using Nonnegative ... 

trix A, ai means the i-th row vector of A, Aij denotes the. (i, j)-th entry of A, âˆ¥Aâˆ¥F is ..... 4http://www.cs.nyu.edu/âˆ¼roweis/data.html. Table 1: Dataset Description.














[image: alt]





Unsupervised Feature Selection for Biomarker ... 

factor analysis of unlabeled data, has got different limitations: the analytic focus is shifted away from the ..... for predicting high and low fat content, are smoothly shaped, as shown for 10 ..... Machine Learning Research, 5:845â€“889, 2004. 2.














[image: alt]





Feature Selection via Regularized Trees 

selecting a new feature for splitting the data in a tree node when that feature ... one time. Since tree models are popularly used for data mining, the tree ... The conditional mutual information, that is, the mutual information between two features 














[image: alt]





Unsupervised Feature Selection for Biomarker ... 

The proposed framework allows to apply custom data simi- ... Recently developed metabolomic and genomic measuring technologies share the .... iteration number k; by definition S(0) := {}, and by construction |S(k)| = k. D .... 3 Applications.














[image: alt]





Gene Selection via Matrix Factorization 

From the machine learning perspective, gene selection is just a feature selection ..... Let Â¯X be the DDS of the feature set X, and R be the cluster representative ...














[image: alt]





SEQUENTIAL FORWARD FEATURE SELECTION ... 

The audio data used in the experiments consist of 1300 utterances,. 800 more than those used in ... European Signal. Processing Conference (EUSIPCO), Antalya, Turkey, 2005. ..... ish Emotional Speech Database,, Internal report, Center for.














[image: alt]





Feature Selection Via Simultaneous Sparse ... 

{yxliang, wanglei, lsh, bjzou}@mail.csu.edu.cn. ABSTRACT. There is an ... ity small sample size cases coupled with the support of well- grounded theory [6].














[image: alt]





Feature Selection via Regularized Trees 

Email: [email protected]. Abstractâ€”We ... ACE selects a set of relevant features using a random forest [2], then eliminates redundant features using the surrogate concept [15]. Also multiple iterations are used to uncover features of secondary 














[image: alt]





Feature Selection for Ranking 

uses evaluation measures or loss functions [4][10] in ranking to measure the importance of ..... meaningful to work out an efficient algorithm that solves the.














[image: alt]





An Ontology-based Approach for the Selection of ... 

provide vocabularies (e.g. population class, data format). For example, the range of Molecular Biology Database ontology property data types refers to classes of. Molecular Biology Summary Data. The Molecular Biology Summary Data on- tology was creat














[image: alt]





Implementation of genetic algorithms to feature selection for the use ... 

Implementation of genetic algorithms to feature selection for the use of brain-computer interface.pdf. Implementation of genetic algorithms to feature selection for ...














[image: alt]





A novel relational regularization feature selection ... 

39.2. 77.6. 














[image: alt]





AMIFS: Adaptive Feature Selection by Using Mutual ... 

small as possible, to avoid increasing the computational cost of the learning algorithm as well as the classifier complexity, and in many cases degrading the ...


























×
Report Gene Ontology Hierarchy-based Feature Selection





Your name




Email




Reason
-Select Reason-
Pornographic
Defamatory
Illegal/Unlawful
Spam
Other Terms Of Service Violation
File a copyright complaint





Description















Close
Save changes















×
Sign In






Email




Password







 Remember Password 
Forgot Password?




Sign In



















Information

	About Us
	Privacy Policy
	Terms and Service
	Copyright
	Contact Us





Follow us

	

 Facebook


	

 Twitter


	

 Google Plus







Newsletter























Copyright © 2024 P.PDFKUL.COM. All rights reserved.
















