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Generalized compressive sensing matching pursuit algorithm Nam H. Nguyen, Sang Chin and Trac D. Tran In this short note, we present a generalized greedy approach, in particular the well-known compressive sensing matching pursuit (CoSaMP) algorithm [2], to consider a general loss function L(x). The problem is to minimize a loss function subject to a sparse constraint: min L(x)



subject to



kxk0 ≤ k.



(1)



This formulation can find applications in graphical model selection, sparse covariance matrix estimation. In the case of linear regression and compressed sensing where the observation vector is y = Ax? + ν, where A ∈ Rn×p is the sensing matrix, the objective function is often quadratic: L(x) = ky − Axk2 . The algorithm is presented as follows. This algorithm only differs from CoSaMP [2] in the step 4 where instead of taking the correlation between A and the error residual, we take the gradient of the loss function. In fact, when the loss function is quadratic, these two algorithms are the same. In this short note, we show that CoSaMP algorithm still offers efficient convergence for general loss function. 1: 2: 3: 4: 5: 6: 7: 8: 9: 10: 11: 12:



Initialization: x0 and t = 1 while not converge do u = ∇L(xt−1 ) Γ = supp(u2k ) b =Γ∪Λ Γ b = argminx L(x) subject to Λ = supp(bk ) xtΛ = bΛ , xtΛc = 0 t=t+1 end while Output: x b = xt



b supp(x) = Γ



Algorithm 1: Generalized CoSaMP algorithm To show the convergence of the algorithm, assumptions on the loss function are required. These assumption, called restricted strong convexity (RSC) [3] and restricted strong smoothness (RSS) [?], are defined as follow Definition 1 (Restricted strong convexity (RSC)). The loss function L satisfies restricted strong convexity with parameter ρ− k if 2 L(x + h) − L(x) − h∇L(x), hi ≥ ρ− k khk2



for every h ∈ Rp obeying | supp(h)| ≤ k. 1



(2)



We also specify another notion of restricted strong smoothness Definition 2 (Restricted strong smoothness (RSS)). The loss function L satisfies restricted smoothness with parameter ρ+ k if 2 L(x + h) − L(x) − h∇L(x), hi ≤ ρ+ k khk2



(3)



for every h ∈ Rp obeying | supp(h)| ≤ k. These RSC and RSM conditions imposed on the loss function are significant in showing the convergence of the algorithm. In fact, when the loss function is quadratic, these two assumptions returns to the well known restricted isometry property (RIP). Greedy algorithms such as CoSaMP [2] and ADMiRA [1] require δ4k ≤ 0.1 and δ4 < 0.05 respectively to guarantee exponential convergence. Theorem 1. Denote λ = k∇L(x? )k∞ , the error at the tth iteration is bounded by   √ √ 







t



x − x? ≤ γ xt−1 − x? + λ k  2 + 1 + q 3 . 2 2 − + ρ− 4k 2 ρ4k ρk



(4)



r + − ρ+ k (ρ2k −ρ2k ) where γ is defined as γ := 2 . − − 2ρ ρ 4k 4k



The following corollary is the consequence of Theorem 1 Corollary 1. Denote x0 as the initialization, with λ and γ defined in Theorem 1, we have  √ √ 







t λ 3 k 2 + 1



x − x? ≤ γ t x0 − x? +  . + q 2 2 1−γ ρ− 4k 2 ρ− ρ+ 4k k 



In particular, assuming that γ ≤ 0.5, then after t = log x0 − x? / iterations n √ o 



t



x − x? ≤ max 2 , cλ k 2 !



√



where c = 2



2+1 ρ− 4k



+



q3 + 2 ρ− 4k ρk



.



Remark. ∗ 1) When L(x) is the quadratic loss, ∇L(x? ) = A∗ (Ax? − y) q = A ν. For statistical noise ν ∼ N (0, σ 2 I), one can easily see that k∇L(x? )k∞ = kA∗ νk∞ ≤ logn p assuming that columns of A are normalized to be unit-normed. Thus, ( r )



t



k log p ?



x − x ≤ max 2 , c . 2 n This error bound is similar with we can obtain via Lasso program. n what √ o ? 2) If mini∈T |xi | > 2 max , cλ k , then after t iterations, xt has the same support as the original solution x? . 2



3) In compressed sensing, the measurement vector y = Ax and the loss function is often quadratic. An important assumption frequently made for the sensing matrix A is the restricted isometry property (RIP) which is defined as the smallest constant δk such that (1 − δk ) kxk22 ≤ kAxk22 ≤ (1 + δk ) kxk22 for all vectors x satisfying | supp(x)| ≤ k. As shown in the original paper of Needell and Tropp [2], for the CoSaMP algorithm to work, it is required that δ4k ≤ 0.1. If we replace ρ− k = 1 − δk and ρ+ = 1 + δ , then the condition γ ≤ 0.5 in Corollary 1 can be interpreted as δ ≤ 0.1. k 4k k To the rest of this section, we focus on proving the main theorem 1, we need the following two lemmas whose proofs are deferred to the end of this section. Lemma 1. We have s kb − x? k2 ≤



 



√ ρ+ 1 3 k ? .



xΓbc + λ k  − + q 2 − + ρ− ρ 4k 4k 2 ρ4k ρk



Lemma 2. Denote R as the support of the vector (xt−1 − x? ), we have s √ − 



t−1 



ρ+ λ 2k ? ? 2k − ρ2k t−1



(x



− x )R\Γ 2 ≤ x −x 2+ − . 2ρ− ρ4k 4k With these two lemmas at hand, now we prove the main theorem. We have 







t



x − x? ≤ kb − x? k + b − xt ≤ 2 kb − x? k , (5) 2 2 2 2 



where the last inequality is due to the construction of xt : 



xt − b 2 ≤ kx? − bk2 .



Applying Lemma 1, it now suffices to upper bound x?bc . From the algorithm procedure, the Γ



support of



xt−1



b Thus, xt−1 = 0. We have is in the set Γ. bc



2



Γ 















? 



xΓbc = (x? − xt−1 )Γbc 2 ≤ (x? − xt−1 )Γc 2 = (x? − xt−1 )R\Γ 2 , 2



(6)



where R is denoted as the support of xt−1 − x? . Applying Lemma 2 complete the proof of Theorem 1. Proof of Lemma 1. Furthermore, by the RSC we have ? 2 ? ? ? ρ− 4k kb − x k2 + h∇L(x ), b − x i ≤ L(b) − L(x )



≤ L(x?Γb ) − L(x? ) D E D E = L(x?Γb ) − L(x? ) − ∇L(x? ), x?Γb − x? + ∇L(x? ), x?Γb − x? 



2 



?



? ? ? ? x − x ≤ ρ+ x − x + k∇L(x )k 



b b ∞ Γ k Γ 2 1







2 √ 







? ? = ρ+ bc b c + λ k xΓ k xΓ 2 2 ! √ 2



λ k λ2 k



? x + = ρ+ − . 



bc k Γ 2 2ρ+ 4ρ+ k k 3



The left-hand side is lower bounded by − ? 2 ? ? ? 2 ? ? ρ− 4k kb − x k2 + h∇L(x ), b − x i ≥ ρ4k kb − x k2 − k∇L(x )k∞ kb − x k1 √ ? ? 2 ≥ ρ− 4k kb − x k2 − λ 4k kb − x k2 √ !2 λ 4k λ2 k ? = ρ− kb − x k − − . 2 4k 2ρ− ρ− 4k 4k



Combining these pieces together, after some simple algebras, we conclude that   s



+ √ ρk ?  1 + q3  kb − x? k2 ≤ bc + λ k − xΓ 2 − + ρ4k ρ− 4k 2 ρ ρ



(7)



4k k



as claimed. Proof of Lemma 2. Denote ∆ = x? − xt−1 and notice that supp(∆) = R. We have 



 2 t−1 ), ∆ L(xt−1 + ∆) − L(xt−1 ) − ρ− 2k k∆k2 ≥ ∇L(x 



 



 = ∇R∩Γ L(xt−1 ), ∆R∩Γ + ∇R\Γ L(xt−1 ), ∆R\Γ







 ≥ ∇R∩Γ L(xt−1 ), ∆R∩Γ − ∇R\Γ L(xt−1 ) ∆R\Γ 2



2 







It is clear from the construction of the subset Γ that ∇R\Γ L(xt−1 ) 2 ≤ ∇Γ\R L(xt−1 ) 2 . In addition, one can see that cardinality of the subset R is less than 2k while |Γ| = 2k. Thus, |R\Γ| ≤ |Γ\R|. Now, we define a vector g ∈ Rp whose entries outside the set Γ\R are zero and 







∇ L(xt−1 ) gΓ\R = − ∆R\Γ 2 ∇ Γ\RL(xt−1 ) . From this construction, we have gΓ\R 2 = ∆R\Γ 2 . Thus, k Γ\R k2 











− ∇R\Γ L(xt−1 ) 2 ∆R\Γ 2 ≥ − ∇Γ\R L(xt−1 ) 2 ∆R\Γ 2 



 = ∇Γ\R L(xt−1 ), gΓ\R , where the second identity follows from the construction of gΓ\R . Combining these pieces allows us to bound 



 



 2 t−1 ), ∆R∩Γ + ∇Γ\R L(xt−1 ), gΓ\R L(xt−1 + ∆) − L(xt−1 ) − ρ− 2k k∆k2 ≥ ∇R∩Γ L(x 



 = ∇Γ L(xt−1 ), zΓ 



 = ∇L(xt−1 ), z , T ]T . where z is a sparse vector whose support is Γ and zΓ = [∆TR∩Γ gΓ\R Furthermore, by RSC, the right-hand side is upper bounded by 



 2 ∇L(xt−1 ), z ≥ L(xt−1 + z) − L(xt−1 ) − ρ+ 2k kzk2 .



Combining these two pieces, we get 2 2 − t−1 ρ+ + z) − L(xt−1 + ∆) 2k kzk2 − ρ2k k∆k2 ≥ L(x



= L(xt−1 + z) − L(x? ). It is clear from the construction of z that kzk2 = k∆k2 . Thus, the left-hand side is equal to 2 − (ρ+ 2k − ρ2k ) k∆k2 . The right-hand side can be lower bound by RSC 2 L(xt−1 + z) − L(x? ) ≥ h∇L(x? ), z − ∆i + ρ− 4k kz − ∆k2



4



2 ≥ − k∇L(x? )k∞ kz − ∆k1 + ρ− 4k kz − ∆k2 √ 2 ≥ −λ 4k kz − ∆k2 + ρ− 4k kz − ∆k2 √ !2 λ 4k λ2 k − = ρ4k kz − ∆k2 − − . 2ρ− ρ− 4k 4k



Therefore, we have (ρ+ 2k



−



2 ρ− 2k ) k∆k2



≥



ρ− 4k



√ !2 λ 4k λ2 k kz − ∆k2 − − . 2ρ− ρ− 4k 4k



We notice that by the constructions of vectors g and z, 



2 



2 



2 kz − ∆k22 = ∆R\Γ 2 + gΓ\R 2 = 2 ∆R\Γ 2 .



(8)



Therefore, we conclude that s 



∆R\Γ ≤ 2



− ρ− 2k 2ρ− 4k



ρ+ 2k



√







k∆k2 + λ k  √



 1  1 . +q − 2ρ4k 2ρ− 4k



(9)
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