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Abstract We describe different ways of defining shadows for self-dual codes over rings, giving special attention to the rings of order 4. We determine their respective weight enumerators and give the corresponding shadow sum constructions. We also give a connection between the shadow of a code and its construction via the Chinese Remainder Theorem.
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Introduction



Self-dual codes over rings have become an important object of study. They are interesting as objects themselves, however they have added importance because of their relationship to real and complex unimodular lattices and their corresponding theta series, which are then used to construct modular forms. Self-dual codes over Z2k were introduced in [2] and have been studied extensively elsewhere, see [13]. Self-dual codes over Z4 have been widely investigated (see [11] and the references given therein). Self-dual code over F2 + uF2 were introduced in [1] and [5]. Three classes namely Type I, Type II and Type IV codes were introduced in [2] and [6]. We shall describe the theory of shadows applied to codes over the rings Zk and F2 + uF2 . Moreover we shall show how this theory can be applied in different manners. Shadows for binary codes were introduced in [4]. The definition was generalized for codes over Z4 in [7], for codes over Z2k in [2], and for codes over F2 + uF2 in [5]. In [9], a detailed study of these shadows and the corresponding shadows for lattices is given. There are two primary purposes for shadows: 1) Eliminate a putative code by examining the weight enumerator (Hamming, Symmetric, or Complete) of the shadow by finding a coefficient in the weight enumerator that is not a non-negative integer. 2) To build larger self-dual codes from existing self-dual codes. To accomplish 1, it must be possible to find the weight enumerator of the shadow from the weight enumerator of the putative code. To accomplish 2, all that is required is that you know the orthogonality relations and the glue group of the cosets. If you also know the respective weight enumerators then so much the better because then you can determine the weight enumerator of the formed code (parent code.) For a complete description of forming new codes from shadows see [10].



1.1



Definitions and Notations



The ring Zk is the commutative ring described by Z/(k) = {0, 1, 2, . . . k − 1} and the ring F2 +uF2 is described by Z[i]/(2) or Z[x]/(2, (x+1)2 ) and the elements are {0, 1, u, 1+u} with P u2 = 0. The Euclidean weight of a vector x = (x1 , x2 , . . . , xn ) in Zk is ni=1 min{x2i , (k−xi )2 }. Let R be finite commutative ring. A code over R is a subset of Rn and a linear code is a submodule of this space. To the ambient space Rn attach the inner product [v, w] =



X



vi w i



and define the orthogonal C ⊥ = {v ∈ Rn | [v, w] = 0 ∀w ∈ C}. We shall say that a code is self-orthogonal if C ⊆ C ⊥ and self-dual if C = C ⊥ . A self-dual code over Z2k is Type II if all vectors in the code have Euclidean weights which are 0 (mod 4k) and Type I otherwise. This definition is natural, given the connection to 2



unimodular lattices described below. The same definition is not applied to codes over Zk with k odd because the connection to unimodular lattices does not hold. The explicit connection is the A2k construction of a lattice from a self-dual code over Z2k . Define the reduction modulo 2k, by ρ : Zn → Zn2k , by ρ(x1 , . . . , xn ) = (x1



(mod 2k), . . . , xn



(mod 2k)).



Given a code C over Z2k we construct a lattice by (1)



1 Λ(C) = √ {x ∈ Zn | ρ(x) ∈ C}. 2k



In [2], it is proven that if C is a Type I code then Λ(C) is a Type I unimodular lattice, and that if C is a Type II code then Λ(C) is a Type II unimodular lattice and that the minimum norm of the lattice is min{2k, d2kE }, where dE is the minimum Euclidean weight of the code. Additionally, there is a connection between the shadows, that is, the image of the shadow under Λ is the shadow of the image, see [9] for a complete explanation of the connection between shadow codes and shadow lattices. The complete weight enumerator of a code C over Zk is defined by (2)



cweC (x0 , x1 , . . . , xk−1 ) =



X n0 (c) n1 (c)



x0



x1



n



(c)



k−1 · · · xk−1 ,



c∈C



where ni (c) is the number of coordinates of c that are i, i.e. ni (c) = |{j | cj = i}|. The symmetric weight enumerator is defined by (3)



sweC (x0 , x1 , . . . , x` ) =



X n0 (c) n0 (c) 0 1



x0



x1



n0



(c) n0 (c)



`−1 · · · x`−1 x` ` ,



c∈C



where n0i (c) is the number of coordinates that are ±i and ` = d k2 e. The Hamming weight enumerator is given by (4)



WC (x, y) =



X



xn−wt(c) y wt(c)



c∈C



where wt(c) is the number of non-zero elements of the code.



1.2



Rings of Order 4



We shall examine the weights given in Table 1 for codes over the rings of order 4, namely the Hamming, Euclidean and Lee weights. Specifically, the Hamming weight is the number of non-zero coordinates, the Lee weight is the Hamming weight of its binary image under a gray map, and the Euclidean weight is defined in the natural manner. We say that self-dual codes over F2 + uF2 with the property that all Lee weights are divisible by four are Type II. Self-dual codes which are not Type II are called Type I. This is a natural definition given the gray map defined below. 3



Table 1: Weights for Z4 and F2 + uF2 Z4 0 1 2 3



F2 + uF2 0 1 u 1+u



Hamming weight 0 1 1 1



Lee weight 0 1 2 1



Euclidean weight 0 1 4 1



We also consider the following distance preserving gray maps. ψ ψ(0) = 00 ψ(1) = 01 ψ(1 + u) = 10 ψ(u) = 11



φ φ(0) = 00 φ(1) = 01 φ(3) = 10 φ(2) = 11



Note that ψ is F2 -linear and φ is not linear.



2



Generalized Shadows



Usually, the shadow is defined by taking the subcode C0 of vectors whose Euclidean weight is 0 (mod 4k) for a self-dual code over Z2k and then the shadow S = C0⊥ − C. In this section we shall generalize this idea. In general, all that is required to build a shadow is to find a subcode of index 2. In particular, let C be a self-dual code over R with s a vector not in C, but s + s ∈ C. Define C0 to be the subcode of C orthogonal to s, i.e. C0 = {c ∈ C | [c, s] = 0}. Let t be a vector such that hC0 , ti = C, where hC0 , ti denotes the space generated by C0 and t, then C1 = C0 + s and C3 = C0 + s + t. The shadow is defined by S = C + s or equivalently S = C1 ∪ C3 . We know that [t, t] = 0 and so to determine orthogonality relations all that is required is to know [s, t] = τ and [s, s] = σ. More generally, the vector s can be chosen as any vector that is not in C. Then let Ψs : C → Zk by Ψs (c) = [s, c]. Then the kernel of the map is the code C0 and the image is a subgroup of Zk , denoted by G. Note that if Zk is a field then there are only two possible choices. i.e. the entire group or the trivial subgroup, however for rings there are many more possibilities for the order. It is easy to see that there exists a vector t such that hC0 , ti = C and that [t, s] ∈ G. It is also clear that the index of C0 in C is the cardinality of the image of the map Ψs , specifically, each coset is mapped to an element of this subgroup. 4



Table 2: Orthogonality Relations for Shadows



C0 C1 C2 C3



C0 0 0 0 0



C1 0 σ τ τ +σ



C2 0 τ 0 τ



C3 0 α+σ τ σ + 2τ



Define the coset Cα,β of C0 in C0⊥ by (5)



Cα,β = C0 + αt + βt



where α, β ∈ G. The inner-product of any vector in Cα,β with a vector in Cα0 ,β 0 will be denoted by [Cα,β , Cα0 ,β 0 ]. This can be computed by taking an arbitrary vector from both, c0 + αt + βs ∈ Cα,β and c00 + α0 t + β 0 s ∈ Cα0 ,β 0 , with c0 and c00 elements of C0 . Then [c0 + αt + βs ∈ Cα,β , c00 + α0 t + β 0 s ∈ Cα,β ] = (αβ 0 + βα0 )[t, s] + ββ 0 [s, s]. Note that the subgroup G consists of all the elements that are possible values for the above computations. In this more general setting there are |G| − 1 shadows, specifically, each C + βs, (β 6= 0) is a shadow of the code. A similar construction can be made for lattices constructed from self-dual codes. Specifically, let C0 be the subcode orthogonal to the vector s, then the following diagram commutes. Cx0⊥ −−−−−→ Λx∗0 A2k



 



 



C x



−−−−−→



C0



−−−−−→ Λ0



A2k



 



Λ x  



A2k



Specifically, Λ0 are those vectors w such that w · A2k (v) ∈ Z.



2.1



Shadow Sums



The above technique is useful when using shadows to build larger self-dual codes. That is, one specifies a vector s and then one can determine the vector t. Then the following technique applies, which generalizes the techniques given in [10] and the references therein. Let C and D be self-dual codes of length n and n0 respectively. Let C0 and D0 be subcodes of C and D both of index r and subgroup G. 5



Let s and t be vectors such that C = hC0 , ti and C0⊥ = hC, si. Let s0 and t0 be vectors such that D = hD0 , t0 i and D0⊥ = hD, s0 i. The vectors t0 and s0 can be chosen so that (6)



[s, s] = −[s0 , s0 ]



and (7)



[s, t] = −[s0 , t0 ]



We can make [s, s] = −[s0 , s0 ] by noting that the map F : (C0⊥ − C) → G given by F (X) = [x, x] is injective. Moreover Ψr is also injective so t0 can be chosen likewise. Define the shadow sum of C and D by C ⊕S D = ∪α,β (Cα,β , Dα,β )



(8)



where (Cα,β , Dα,β ) = {(v|v 0 )} with v ∈ (Cα,β and v 0 ∈ Dα,β ). Theorem 2.1 Let C and D be self-dual codes over Zk of length n and n0 with C0 and D0 of index r with group G, then the shadow sum C ⊕S D is a self-dual code of length n + n0 . If W (X) is any weight enumerator then (9)



WC⊕S D (X) =



X



WCα,β (X) × WDα,β (X)



α,β n0



n



Proof. We have that |C0 | = |C| = 1r k 2 and |D0 | = |D| = 1r k 2 . Then |C ⊕S D| = r r 0 r2 |C0 ||D0 | = k n+n . The code is linear by construction. 2 To show the new code is self-orthogonal we consider the inner-product of two arbitrary vectors. Consider (v|v 0 ) ∈ (Cα,β , Dα,β ) and (w, w0 ) ∈ (Cα0 ,β 0 , Dα0 ,β 0 ), then [(v|v 0 ), (w|w0 )] = [(v0 + αt + βs|v00 + αt0 + βs0 ), (w0 + α0 t + β 0 s|w00 + α0 t0 + β 0 s0 )] = (αβ 0 + βα0 )[s, t] + ββ 0 [s, s] + (αβ 0 + βα0 )[s0 , t0 ] + ββ 0 [s0 , s0 ] = 0. 2 As an example, let C be the self-dual code of length 3 over Z4 generated by {(200), (020), (002)} and let D be the self-dual code of length 2 over Z4 generated by {(20), (02)}. Let s = (123) and s0 = (13), then [s, s] = −[s0 , s0 ]. Both C0 and D0 are of index 2. We have sweC0,0 = x30 + x20 x2 + x0 x22 + x32 sweC0,1 = 2x2±1 x2 + 2x0 x2±1 = sweC1,1 sweC1,0 = 2x20 x2 + 2x0 x22



6



and sweD0,0 = x20 + x22 , sweD0,1 = 2x2±1 = sweD1,1 , sweD1,0 = 2x0 x2 . The shadow sum C ⊕S D is a self-dual code of length 5 and has the following symmetric weight enumerator: sweC0,0 sweD0,0 + sweC1,0 sweD1,0 + sweC0,1 sweD0,1 + sweC1,1 sweD1,1 = x0 5 + 6 x0 3 x2 2 + x0 4 x2 + 6 x0 2 x2 3 + x0 x2 4 + x2 5 + 8 x±1 4 x2 + 8 x±1 4 x0



3



Shadows from constant vectors



As an example of a useful construction technique and of a subcode whose weight enumerator is determinable, we shall examine shadows formed from constant weight vectors. Let C be a self-dual code over Zk of length n with s = (γ, γ, . . . , γ) not in C. Very often, such a vector can be found, for example the all one vector of length n is only self-orthogonal if k divides n. We note that for codes over Z2k the constant vector (k, k, . . . , k) is always in a self-dual code, see [3]. However, there are self-dual codes over Zk with k odd that contain no constant vectors, for example, h(1, 2)i over Z5 or h(1, 8)i over Z65 . The fact that (k, k, . . . , k) ∈ C for self-dual code over Z2k limits the size of the index of C0 in C, since at best it can be k and not 2k. Let C0 = {v | v ∈ V, [v, s] = 0} with C0 of index r in C. We note that (10)



[v, s] = 0 ⇐⇒



n X i=1



γvi = γ



n X



vi = 0.



i=1



The values [s, v] takes on for v ∈ C are the elements of the subgroup G of Zk with |G| = r. P ak−1 Let cweC (x0 , x1 , . . . , xk−1 ) = Aa0 ,a1 ,...,ak−1 xa00 xa11 . . . xk−1 be the complete weight enumerator for the code C, where Aa0 ,a1 ,...,ak−1 denotes the number of vectors in C with ai coordinates that are an i, for i = 0, . . . , k − 1. Note that if a vector v is represented by the P P P ak−1 monomial xa00 xa11 . . . xk−1 then vi = ai i and [v, s] = ni=1 γai i. Let ξr be a complex r-th root of unity. We are now in a position to determine the weight enumerator of the subcode C0 . Lemma 3.1 Let C be a self-dual code of length n over Zk with s = (γ, γ, . . . , γ) with C0 the subcode of C orthogonal to s then (11)



cweC0 (x0 , x1 , . . . , xk−1 ) =



X 1 r−1 cweC ((ξrj )0 x0 , (ξrj )1 x1 , . . . , (ξrj )k−1 xk−1 ) r j=0



7



Proof. A monomial representing a vector v which is orthogonal to s will have a coefficient of r in the summation, and a vector which is not orthogonal will have 1+ξr +ξr2 +. . .+ξrr−1 = 0 for a coefficient. 2 If P (x0 , x1 , . . . , xk−1 ) is a polynomial, then let T · P (x) be the action of the MacWilliams transform on the polynomial (without the constant). Theorem 3.2 Let C be a self-dual code as described in Lemma 3.1. Then (12)



cweS =



X 1 r−1 T · cweC ((ξrj )0 x0 , (ξrj )1 x1 , . . . , (ξrj )k−1 xk−1 ) n k 2 j=1



Proof. We compute (13)



X 1 r−1 1 cweC0⊥ (x0 , x1 , . . . , xk−1 ) = cweC ((ξrj )0 x0 , (ξrj )1 x1 , . . . , (ξrj )k−1 xk−1 ) T· |C0 | r j=0



Then the first summand becomes



1 T |C|



· cweC (x0 , x1 , . . . , xk−1 ) = cweC (x0 , x1 , . . . , xk−1 ), and



cweS (x0 , x1 , . . . , xk−1 ) = cweC0⊥ (x0 , x1 , . . . , xk−1 ) − cweC (x0 , x1 , . . . , xk−1 ). 2 It is clear that the symmetric weight enumerator can be computed similarly, as follows. Corollary 3.3 Let C be a self-dual code as described in Lemma 11. Then (14)



sweC0 (x0 , x1 , . . . , x` ) =



and (15)



sweS =



X 1 r−1 cweC ((ξrj )0 x0 , (ξrj )1 x1 , . . . , (ξrj )k−1 x` ) r j=0



X 1 r−1 T 0 · sweC ((ξrj )0 x0 , (ξrj )1 x1 , . . . , (ξrj )` x` ) n k 2 j=1



where T 0 is the action of the MacWilliams relation for the symmetric weight enumerator.



4



Shadows for F2 + uF2



In [5], a shadow is defined for codes over F2 + uF2 using the Lee weight. This is a natural definition since the shadow defined in this manner corresponds via the gray map to the standard shadow of the formed binary self-dual code. Specifically from [5], we have that if C is Type I then φ(Cj ) = φ(C)j for j = 0, 1, 2, 3, that is, C 



 coset y



Cj



−−−−−→



φ(C)   ycoset −−−−−→ φ(Cj ) = φ(C)j φ



φ



8



If C is a Type I code of length n then φ(S) is the shadow of φ(C). Moreover, it is an interesting weight with respect to the formed Complex lattice. That is with every code C over F2 + uF2 the lattice √ A(C) = L(C)/ 2 with L(C) = {x ∈ Z[i]n | x (mod 2) ∈ C} is formed. Moreover, if C is a Type II code over F2 + uF2 then A(C) is even unimodular, and unimodular if C is Type I. It is natural to ask whether a shadow can be formed based on Lee weight for self-dual codes over Z4 . Consider the following two vectors v = (221111) and w = (313100). The vector v has Lee weight 8 ≡ 0 (mod 4) and the vector w has Lee weight 4 ≡ 0 (mod 4). Moreover [v, v] = [w, w] = [v, w] = 0. Now v+w = (130211) has Lee weight 6 6≡ 0 (mod 4). Hence the sum of two vectors with Lee weight 0 (mod 4) does not necessarily have Lee weight congruent to 0 (mod 4), so no such shadow is possible, given the usual construction. This is not surprising because the corresponding gray map is not linear. Unlike the case for Z4 , we can define an additional shadow for codes over F2 + uF2 , namely the Euclidean shadow. The Euclidean weight of every codeword in a self-dual code is even. We define an E4 code C as a self-dual code C with the property that the Euclidean weight of every codeword in C is divisible by four. For example, the code {(0), (u)} is the smallest E4 code. Notice that {(0), (u)} is not a Type II code in the usual sense. This implies that there is an E4 code for any length. Moreover we define an E8 code C as a self-dual code C with the property that the Euclidean weight of every codeword in C is divisible by eight. For example, K8m is a E8 code, where K8m is the F2 + uF2 analog of the Klemm code of length 8m defined in [12]. A self-dual code with the property that the Euclidean weight is not divisible by 4 is called E2. As before C0 is the subcode of vectors whose Euclidean weight is 0 (mod 4). The code C0 is of index 2 in C. Let the symmetric weight enumerator be defined by sweC (a, b, c) = P nc (0) nc (1,1+u) nc (u) a a , where anc (i) is the number of coordinates in c that are i. c∈C a Theorem 4.1 If C is an E2 code, then the swe of C0 is 1 sweC0 (a, b, c) = (sweC (a, b, c) + sweC (a, ib, c)). 2 The swe of S is related to the swe of C by the relation sweS (a, b, c) = sweC (b + (a + c)/2, (a − c)i/2, (a + c)/2 − b) If the swe of an E2 code C can be expressed as (16)



X



αjk (a + c)n−2j−4k (ac − b2 )j (b2 (a − c)2 )k ,



j,k



9



then the swe of its shadow is (17)



X



αjk (−1)k 2−j (a + c)n−2j−4k (a2 + c2 − 2b2 )j ((a − c)2 b2 )k .



j,k



Note that this shadow can be used to eliminate a putative code over F2 + uF2 . More to the point given a putative weight enumerator for a code over F2 + F2 both the Euclidean and Lee shadows should be investigated to determine if there is a possible inconsistency. We see from Equation 17 that any vector in the shadow is self-orthogonal since it has n1,1+u ≡ 0 (mod 2). Hence σ = [s, s] = 0. Also we have [s, ut] = u[s, t] = 0 since ut has only u for non-zero coordinates and is therefore in C0 . Moreover, [s, t] 6= 0 by construction, so τ = [s, t] = u. Thus we have the following orthogonality relations given in Table 3. Table 3: Orthogonality Relations for the Euclidean Shadow for F2 + uF2



C0 C1 C2 C3



C0 0 0 0 0



C1 0 0 u u



C2 0 u 0 u



C3 0 u u 0



In contrast the Lee weight shadow is computed (see [5]) by the following. If C is a Type I code, then the swe of C0 is 1 sweC0 (a, b, c) = (sweC (a, b, c) + sweC (a, ib, −c)). 2 The swe of S is related to the swe of C by the relation sweS (a, b, c) = sweC (b + (a + c)/2, i(a − c)/2, b − (a + c)/2)



5



Rings of order 4



We shall give a concrete example of constant vector shadows over rings of order 4. Let j denote the all one vector. Case 1: R = Z4 We note that [v, v] = 0 implies that [v, 2j] = 0, so 2j ∈ C. (This is Proposition 4.1 in [7], i.e. all self-dual codes over Z4 contain 2j.) Hence j + j ∈ C and thus C is index 2 in C0⊥ giving us the desired situation.



10



The weight enumerator of C0 is easily computed, i.e. (18)



1 cweC0 (x0 , x1 , x2 , x3 ) = (cweC (x0 , ix1 , −x2 , −ix3 ) + cweC (x0 , x1 , x2 , x3 )) 2



Hence we can compute the weight enumerator of the shadow simply by noting that S = C + j, i.e. (19) cweS (x0 , x1 , x2 , x3 ) = cweC (x1 , x2 , x3 , x0 ) Notice also that 11111113 has Euclidean weight 8 but is not perpendicular to j so it is not the same subcode as those vectors that have Euclidean weight congruent to 0 (mod 8). We have that 2t ∈ C0 and [t, j] 6= 0 so 2[t, j] = 0 and then [t, j] = 2. Also we have that [j, j] = n (mod 4) which gives the orthogonality relations for this case. Now C1 + C1 = (C0 + j) + (C0 + j) = (C0 + 2j). If n ≡ 1 (mod 2) then 2n ≡ 2 (mod 4) then C1 + C1 = C2 and we have that the glue group, C0⊥ /C0 , is isomorphic to the cyclic group of order 4. If n ≡ 2 (mod 2) then 2n ≡ 0 (mod 4) and C1 + C1 = C0 and the glue group is the Klein-4 group. Since [j, j] = n (mod 4) we have that σ = n (mod 4). Notice that 2t ∈ C0 , hence [2t, j] = 2[t, j] = 0 and [t, j] 6= 0 so τ = [t, j] = 2, giving the orthogonality relations. Theorem 5.1 Let C be a self-dual code over Z4 and let s be the all one vector with C0 = {c ∈ C | [c, s] = 0} then the glue group C0⊥ /C0 is isomorphic to the cyclic group of order 4 if n ≡ 1 (mod 2) and isomorphic to the Klein-4 group if n ≡ 0 (mod 2) and the orthogonality relations are given by Table 4. The shadow S = C1 ∪C3 has weight enumerator cweS (x0 , x1 , x2 , x3 ) = cweC (x1 , x2 , x3 , x0 ).



Table 4: Orthogonality Relations for the all one shadow for Z4 Codes (read



C0 C1 C2 C3



C0 0 0 0 0



C1 0 n 2 n+2



C2 0 2 0 2



(mod 4))



C3 0 n+2 2 n



Case 2: R = F2 + uF2 Let X n (c) n (c) n1+u (c) (20) cweC (x0 , x1 , xu , x1+u ) = A(a,b,c,d) x0 0 x1 1 xunu (c) x1+u . n (c) n (c)



n



(c)



1+u The vector v with wt(v) = x0 0 x1 1 xunu (c) x1+u is in C0 if and only if n1 (c) ≡ nu (c) ≡ n1+u (c). Hence C0 can be computed. As in the previous case it is easy to compute the weight enumerator of the shadow, i.e. cweS (x0 , x1 , xu , x1+u ) = cweC (x1 , x0 , x1+u , xu ).



11



Since [j, j] = n (mod 2) we have that β = n (mod 2). Notice that [t, t] = 0 implies that n1 (t) + n1+u (t) ≡ 0 (mod 2). This implies ut has nu (ut) ≡ 0 (mod 2) and n1 (ut) = n1+u (ut) = 0. Then we have that ut ∈ C0 . Since ut ∈ C0 , we have [ut, j] = u[t, j] = 0 and [t, j] 6= 0 so α = [t, j] = u, giving the orthogonality relations. The glue group is always the Klein 4 group since the sum a vector with itself is always the 0 vector. Theorem 5.2 Let C be a self-dual code over F2 + uF2 and let s be the all one vector with C0 = {c ∈ C | [c, s] = 0} then the glue group C0⊥ /C0 is isomorphic to the Klein-4 group and the orthogonality relations are given by Table 5. The shadow S = C1 ∪ C3 has weight enumerator cweS (x0 , x1 , xu , x1+u ) = cweC (x1 , x0 , x1+u , xu ).



Table 5: Orthogonality Relations for the all one shadow for F2 +uF2 Codes (read



C0 C1 C2 C3



C0 0 0 0 0



C1 0 n u n+u



C2 0 u 0 u



(mod 2))



C3 0 n+u u n



Example 1: Let C be the following self-dual code: C = {(0, 0, 0), (0, 1, 1), (0, u, u), (0, 1 + u, 1 + u), (u, 0, 0), (u, 1, 1), (u, u, u), (u, 1 + u, 1 + u)} If C0 is the subcode formed by those vectors with Lee weight congruent to 0 then (21) C0 = {(0, 0, 0), (0, u, u), (u, 1, 1), (u, 1 + u, 1 + u)}



(mod 4)



If C0 is the subcode formed by those vectors with Euclidean weight congruent to 0 (mod 4) then (22) C0 = {(0, 0, 0), (0, u, u), (u, 0, 0), (u, u, u)} If C0 consists of those vectors orthogonal to j then (23)



C0 = {(0, 0, 0), (0, 1, 1), (0, u, u), (0, 1 + u, 1 + u)}



Hence C0 and the shadows are distinct for this code. Note that each of these subcodes is mapped linearly to a subcode of the formed binary self-dual code. Each can be used to form a shadow in the manner given above for that binary code. Moreover, the formed binary shadows are the images of the shadows over F2 + uF2 . 12
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Chinese Remainder Theorem



Let C be a self-dual code over Zk where k = ri=1 pqi i where gcd(pi , pj ) = 1 if i 6= j. If C is read mod pqi i then C is a self-dual code over Zpqi i . Moreover, if Ei is a self-dual code over Zpqi i for i = 1, . . . , r then CRT (E1 , E2 , . . . , Er ) is the unique self-dual code such that the image of C (mod pqi i ) = Ei , see [8] for a complete description. Let C = CRT (E1 , E2 , . . . , Er ) and let Di be a subcode of Ei of index g. Then C0 = CRT (E1 , E2 , . . . , Di , . . . , Er ) is a subcode of C of index g and C0⊥ = CRT (E1 , E2 , . . . , Di⊥ , . . . , Er ). Then the shadow is defined by C0⊥ − C. Q



Proposition 6.1 Let C = CRT (E1 , E2 , . . . , Er ) be a self-dual code over Z2k , with p1 = 2 and let D1 be the subcode of whose Euclidean weights are 0 (mod 2(2q1 )) then C0 is the subcode of vectors whose Euclidean weight are 0 (mod 4k) and the shadow is the usual shadow. Proof. In the proof of Theorem 2.3 in [8] it is shown that a vector over Z2q1 r where r is odd is doubly-even if and only if its image (mod 2q1 ) is doubly even. The result follows. 2



Proposition 6.2 Let C = CRT (E1 , E2 , . . . , Er ) be a self-dual code over Zk and let Di be the subcode orthogonal to the constant vector v, then C0 is the subcode orthogonal to a constant vector. i



Proof. If v is a constant vector, then C0⊥ = hC, si where s (mod pqi ) = v. We can take s = CRT (0, 0, . . . , v, . . . , 0) and then C0 is described by Lemma 3.1 and Theorem 3.2. 2 Acknowledgment: The author is grateful to Masaaki Harada for helpful discussions.
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