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Abstract In this paper, a new variant on linear discriminant analysis (LDA) that we refer to as generalizing relevance weighted LDA or GRW-LDA is proposed. GRW-LDA extends the applicability to cases that LDA cannot handle by combining the advantages of two recent LDA enhancements, namely generalized singular value decomposition based LDA and relevance weighted LDA. Experimental results on FERET face database demonstrate the effectiveness of the proposed method. 䉷 2005 Pattern Recognition Society. Published by Elsevier Ltd. All rights reserved. Keywords: Linear discriminant analysis; Relevance weighted LDA; Generalized singular value decomposition; Undersampled problem



1. Introduction



2. Generalizing relevance weighted LDA (GRW-LDA)



Linear discriminant analysis (LDA) is one of the most popular technique in pattern recognition for dimensionality reduction and feature extraction. In spite of its popularity, there persist in LDA at least two areas of weakness. The ﬁrst weakness is the requirement that the scatter matrices be nonsingular limits its application to undersampled data. Second, LDA does not guarantee to ﬁnd the optimal subspace when the so-called “outlier class” is dominant in estimating the scatter matrices. Recently, two LDA enhancements, namely generalized singular value decomposition based LDA (LDAGSVD) [1] and relevance weighted LDA (RW-LDA) [2] have been proposed to solve these problems, respectively. In this paper, we present a generalizing RW-LDA (GRW-LDA) method which can simultaneously provide the advantages of RW-LDA and LDA-GSVD.



2.1. LDA The goal of LDA is to seek an optimal transformation matrix W = [w1 , . . . , wl ] from a h-dimensional data space to a l-dimensional feature space (l < h) such that the Fisher criterion J (W)=tr[(WT Sw W)−1 (WT Sb W)] is maximized. Here Sb and Sw are the between-class scatter (BCS) matrix and within-class scatter (WCS) matrix, respectively, which are deﬁned by Sb =



Sw =



c  i=1 c  i=1
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pi (mi − m)(mi − m)T ,



pi



ni  j =1



(xij − mi )(xij − mi )T ,



(1)



where c represents the total number of pattern classes; mi denotes the centroid of class i with prior probability pi and m is the global centroid; xij is the h-dimensional pattern j from class i; ni is the number of training patterns from class i. The solution to this optimization problem can be obtained by solving the generalized eigen-problem of Sb and
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Sw . When Sw is nonsingular, the solution can be determined by performing an eigenvalue decomposition of S−1 w Sb and taking the columns of W to equal the eigenvectors corresponding the l largest eigenvalues [3]. 2.2. LDA-GSVD One problem often encountered with the original LDA in practice is the undersampled problem. In this case, the WCS matrix Sw is singular and then LDA will break down. To circumvent this problem, Howland and Park [1] ﬁrst reformulated the generalized eigen-problem as Tw 2i Hb HbT wi = 2i Hw Hw i



(2)



and then solve it using GSVD, where Hb and Hw are two h× n matrices deﬁned as in Ref. [1] which satisfy Sb = Hb HbT , T . The GSVD on the matrix pair (HT , HT ) will Sw = Hw Hw w b give two orthogonal matrices U ∈ Rn×n , V ∈ Rn×n , and a nonsingular matrix  ∈ Rh×h , such that UT HbT  = (b , 0) T  = ( , 0), where  and  are two diagonal and VT Hw w w b matrices. The optimal W in LDA-GSVD is obtained by selecting the ﬁrst l columns of . 2.3. RW-LDA As discussed in Ref. [3], the class separability criterion that LDA maximized is not necessarily representative of classiﬁcation accuracy and the resulting transformation will preserve the distances of already well-separated classes while causing unnecessarily overlap of neighboring classes. To solve this problem, Loog et al. [3] proposed an extended criterion by replacing Sb with the weighted BCS matrix Sˆ b =



c−1 



c 



i=1 j =i+1



pi pj Lij (mi − mj )(mi − mj )T ,



(3)



where Lij is the dissimilarity between class i and class j . From the similar standpoint, Tang et al. [2] proposed a novel outlier-class-resistant estimation of WCS matrix, named relevance weighted WCS matrix Sˆ w , by incorporating the interclass relationships as relevance weights: Sˆ w =



c  i=1



p i ri



ni  j =1



problems. To illustrate that, assume that N(Sw ) and N(Sˆ w ) denote the nullspace of Sw and Sˆ w , respectively.  For simplicity, we rewritten Sw and Sˆ w as Sw = i pi j j T j   and Sˆ w = p i ri j T , where j = (xij − mi ). Now i



j



j



suppose that ∈ N(Sw ), v = 0, we have vT Sw v =  ∀v  2 0, namely i pi j (T j v) = 0. Since pi > 0, we obtain   T ˆ T j = 0. Therefore, Sw v = i pi ri j j (j v) = 0. So v ∈ N(Sw ) ⇒ v ∈ N(Sˆ w ). Similarly, we have v ∈ N(Sˆ w ) ⇒ v ∈ N(Sw ). Hence, v ∈ N(Sw ) ⇔ v ∈ N(Sˆ w ). This indicates that when a undersampled problem takes place, both Sw and Sˆ w are singular and then RW-LDA will also break down. By redeﬁning the matrices Hb , Hw and following the same steps as the LDA-GSVD to generate discriminant vectors, we derive a novel GRW-LDA technique. In GRW-LDA, the matrices Hb , Hw are given by Hb = (12 (m1 − m2 ), . . . , ij (mi − mj ), . . . , (c−1)c × (mc−1 − mc )), Hw = (1 (X1 − m1 11 ), . . . , c (Xc − mc 1c )), (5) T , where  = p p L so that Sˆ b =Hb HbT and Sˆ w =Hw Hw i j ij ij √ and i = pi ri ; Xi ∈ Rh×ni designs the set of patterns from class i; 1i is the 1 × ni matrix with all entries equal to 1. It is worth noting that the dissimilarity measure Lij used in Ref. [3] is a function of Mahanalobis distance which need to calculate the inverse of Sw . Obviously, the Mahanalobis distance is undeﬁned when a undersampled problem happens. Our solution to this problem is simply set



Lij = ((mi − mj )T (mi − mj ))−k ,



(k > 0).



(6)



The rationale behind this is that the Fisher criterion can be associated with the squared Euclidean distance between pairs of class means and classes which are closer together are more likely to have more confusion and should therefore be paid more attention. The Lij ’s will be normalized so that the largest one of them is one.



3. Experimental results and discussion (xij − mi )(xij − mi )T ,



(4)



where ri s (0 < ri  1, ∀i) are the relevance-based weights deﬁned as in Ref. [2]. Using the weighted scatter matrices Sˆb and Sˆw instead of the unweighted ones, the Fisher criterion is weighted and the resulting algorithm is referred to as relevance weighted LDA or RW-LDA. 2.4. Generalizing relevance weighted LDA (GRW-LDA) Although RW-LDA demonstrates the promising performance in many situations, it still suffers the undersampled



To test the performance of GRW-LDA, a subset of FERET database which contains 855 images of 107 individuals under various facial expressions and illuminance conditions are selected in our experiments. Each image was manually cropped to 53 × 56 pixels and preprocessed by histogram equalization. For each person three images are randomly selected as training samples and the remaining are used for testing. Thus we have 321 training samples and 534 testing images. For the sake of simplicity, we project all samples onto the orthogonal complement space of N(Sˆ t )(Sˆ t = Sˆ b + Sˆ w ) due to the fact that N(Sˆ t ) does not include any discriminatory information with respect to Fisher criterion [4].
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GRW-LDA can extract more powerful discriminatory features, thereby achieves the best performance using the least features.



Correct accuracy 93.07 93.63 93.82 95.13 94.76 94.01 92.89
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Correct accuracy Standard deviation



LDA-GSVD



GRW-LDA



Fisherfaces



93.87(105) ±1.0264



95.13(89) ±0.8052



90.12(101) ±0.7824



During the recognition stage, the nearest center classiﬁer is adopted due to the simplicity. The accuracies are estimated by using a ten-run average. In our GRW-LDA technique, the optimal kopt can be found by searching highest accuracy over the variation of k. The results of different k within the range from 1 to 7 are shown in Table 1, from which kopt = 4 is obtained for the following comparative experiment. Table 2 shows the best classiﬁcation results and the corresponding optimal dimensionality (shown in the parentheses) obtained by the LDA-GSVD and GRW-LDA techniques. The classiﬁcation results of the classical Fisherfaces [5] are also presented. Compared with the LDA-GSVD and Fisherfaces, the
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