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ABSTRACT



Email summary keywords, used to concisely represent the gist of an email, can help users manage and prioritize large numbers of messages. We develop an unsupervised learning framework for selecting summary keywords from emails using latent representations of the underlying topics in a user’s mailbox. This approach selects words that describe each message in the context of existing topics rather than simply selecting keywords based on a single message in isolation. We present and compare four methods for selecting summary keywords based on two well-known models for inferring latent topics: latent semantic analysis and latent Dirichlet allocation. The quality of the summary keywords is assessed by generating summaries for emails from twelve users in the Enron corpus. The summary keywords are then used in place of entire messages in two proxy tasks: automated foldering and recipient prediction. We also evaluate the extent to which summary keywords enhance the information already available in a typical email user interface by repeating the same tasks using email subject lines. ACM Classification Keywords
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Email inboxes typically display a limited amount of information about each email, usually the subject, sender and date. Users are then expected to perform email triage— the process of making decisions about how to handle these emails—based on this information. As the number of received email messages increases, tools to assist users with Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. IUI’08, January 13-16, 2008, Maspalomas, Gran Canaria, Spain. Copyright 2008 ACM 978-1-59593-987-6/08/0001 $5.00
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Cavendish Laboratory University of Cambridge Cambridge CB3 0HE, UK [email protected] email triage become increasingly important. Additional concise and relevant information about each message can speed up the decision-making process. Previous work on assisting users with email triage has focused on providing users with various types of additional information, including social information [21], short snippets of messages [27] and reply indicators [9]. While these methods make more information immediately available to the user, they do not provide a summary of message content. Several studies have proposed adding a short summary for each email [4, 7, 23, 29]. In practice, however, reading one or two sentences about each message is time consuming and displaying even a single sentence about each message requires considerable screen space, reducing the number of emails that can be displayed at once. Instead, this paper investigates an alternative technique: conveying the gist of each email in just a few words. The user can quickly glance at these email summary keywords when checking the subject and sender information for each message. This additional information should assist the user in making email triage decisions. Muresan et al. [20] first introduced this approach to summarization with a two-stage supervised learning system that selects nouns from individual emails using pre-defined linguistic rules. Unfortunately, the use of supervised learning techniques relies on user-specific keyword annotation of large numbers of emails for training purposes. Clearly, these data are not available for the average email user and it is unrealistic to expect each user to annotate several hundred emails in order to obtain such data. In this paper, we develop and evaluate an unsupervised learning approach, which requires no annotated training data, for selecting email summary keywords. The key insight behind our approach is that a good summary keyword for an email message is not simply a word unique to that message, but a word that relates the message to other topically similar messages. We therefore use latent representations of the underlying topics in each user’s inbox to find words that describe each message in the context of existing topics rather than selecting keywords based on a single message in isolation. We present and compare four methods for selecting email summary keywords, based on two well-known models for inferring latent topics from collections of documents: latent semantic analysis [8] and latent Dirichlet allocation [2]. We next discuss what makes a good summary keyword. We



then present two methods for selecting keywords: querydocument similarity and word association. Each of these methods may be combined with one of two models: latent semantic analysis, and latent Dirichlet allocation. We evaluate the quality of the keywords generated by each method with two proxy tasks, in which the summaries are used in place of whole messages. Finally, we suggest future work. CHOOSING GOOD SUMMARY KEYWORDS



We first consider what makes a summary keyword useful and how such keywords may be used. When a new email message is received, users typically look at the subject and sender. This serves two purposes: first, to prepare the user for the contents of the message—a kind of topic priming, and second, to influence decisions about how to handle the email message—for instance, whether to read the message now or later. For example, a message with the subject, “Dinner Next Week?” is less likely to be read immediately than a message with the subject “Urgent Client Meeting.” As another example, a user might decide to read all messages about the quarterly budget, picking through the inbox listing for relevant messages. In both of these situations, the user is relying on a small amount of information—the subject and sender— to make email triage decisions. Providing the user with good summary keywords can facilitate these kinds of tasks. The keywords that best assist users with email triage are quite different from the keywords used in other related tasks, such as ad hoc information retrieval or search. In retrieval tasks, good keywords are those that best distinguish each email from the other messages in a user’s inbox. However, these keywords are too specific to be useful for email triage. Consider the following example: Hi John, Let’s meet at 11:15am on Dec 12 to discuss the Enron budget. I sent it to you earlier as budget.xls. See you then, Terry. The words “11:15am” and “budget.xls” may do a a good job of distinguishing this email from others in John’s inbox, but they are too specific to capture the gist of the email and may confuse the user by being too obscure. In contrast, “John” and “Enron” may occur in many other messages in John’s inbox. This makes them representative of John’s inbox as a whole, but too general to provide any useful information regarding this particular message’s content. A good summary keyword for email triage must strike a middle ground between these two extremes, and be • specific enough to describe this message but common across many emails, • associated with coherent user concepts, and • representative of the gist of the email, thereby allowing the user to make informed decisions about the message.



Latent concept models [2, 13, 14, 16, 28] treat documents as having an underlying latent semantic structure, which may be inferred from word-document co-occurrences. The latent structure provides a low-dimensional representation that relates words to concepts and concepts to documents. In this paper, we use two widely-used latent concept models to generate email summary keywords: latent semantic analysis (LSA) and latent Dirichlet allocation (LDA). This section provides a brief overview of both methods. LSA and LDA both represent text corpora such that the distribution of words in each document is expressed as a weighted combination of concepts or topics. In LSA, each concept is a real-valued vector and the the weights are realvalued too; in LDA, the concepts are distributions over words and the weights are mixing probabilities representing distributions over topics. The LSA concepts and weights can be easily computed using singular value decomposition, which often works well in practice. Estimating the LDA concepts and weights is more involved, but the model has the benefit of having a clear probabilistic interpretation that is a better fit to text and that supports many model extensions within the framework of hierarchical Bayesian models. As a result, LDA has been shown to improve over LSA in a wide range of applications [2,31]. Furthermore, the effective application of LDA to the task of selecting email summary keywords opens the possibility of refining the model to the specific attributes of email [16] and to this task in particular. Latent Semantic Analysis



Latent semantic analysis, introduced by Deerwester et al. [8], models a text corpus as a word-document co-occurrence matrix X, in which each row corresponds to a word in the vocabulary and each column corresponds to a document. The element Xwd indicates the number of times word w occurred in document d. LSA decomposes this matrix into a set of K orthogonal factors, using singular value decomposition. This results in the matrices, U , S and V , whose product approximates the original word-document matrix. For a corpus with D documents and W words in the vocabulary, U will be a W × K matrix, where each row corresponds to a word in the corpus and each column corresponds to one of the K factors. Similarly, V will be a D × K matrix, where each row corresponds to a document in the corpus. S will be a K ×K matrix consisting of the K orthogonal factors. While the original word-document matrix typically contains a positive function of word-document co-occurrences, U and V are real-valued and indicate the positive or negative association between each word and document and a particular latent factor. The K factors are thought of as latent concepts in the corpus. Words with similar meanings and usage patterns, such as “canine” and “dog,” will be strongly associated with the same latent factors, while dissimilar words will not. The most appropriate number of latent factors K depends on the corpus. Throughout our experiments, we set K to 50. We leave automatic determination of K for future work.



This paper addresses the task of selecting keywords that satisfy all three requirements using latent concept models.



Latent Dirichlet Allocation



LATENT CONCEPT MODELS



Latent Dirichlet allocation provides another way of modeling latent concepts in corpora [2, 13, 26]. In contrast to



LSA, which represents words and documents as points in Euclidean space, LDA is a generative probabilistic model that treats each document d as a finite mixture over an underlying set of topics, where each topic t is characterized as a distribution over words. For example, a corpus of newspaper articles might contain latent topics that correspond to concepts such as “politics,” “finance,” “sports” and “entertainment.” Each article has a different distribution over these topics: an article about government spending might give equal probability to the first two topics, while an article about the World Cup might give equal probabilities to the last two. LDA is a generative model: each word w in a document d is assumed to have been generated by first sampling a topic from a document-specific distribution over topics θ(d) , and then sampling a word from the distribution over words that characterizes that topic φ(t) . Furthermore, φ(t) and θ(d) are drawn from conjugate Dirichlet priors, θ(d) ∼ Dir(α)



(1)



φ(t) ∼ Dir(β),



(2)



and so θ(d) and φ(t) may be integrated out. The probability of w is therefore given by P (w|d, α, β) =



T X



P (w|t, β)P (t|d, α),



(3)



t=1



where T is the number of latent topics. Given a corpus of documents, statistical inference techniques may be used to invert the generative process and infer the latent topics and document-specific topic mixtures for that corpus. We used a Gibbs-EM algorithm to optimize the Dirichlet parameters α and β and infer the latent topics and document-specific topic mixtures. Gibbs-EM alternates between optimizing α and β and sampling a topic assignment for each word in the corpus from the distribution over topics for that word, conditioned on all other variables. The number of topics T , like the number of latent factors in LSA, is corpus-dependent. In all our experiments, we set the number of topics T to 100 and ran the Gibbs-EM algorithm for 500 iterations. GENERATING SUMMARY KEYWORDS



In this section we present two ways to select email summary keywords, one based on query-document similarity, and the other based on word association. Each approach may be used in conjunction with either LSA or LDA. For each email, the pool of candidate keywords is restricted to only those words that actually occur in the email. Query-Document Similarity



In information retrieval, it is often necessary to retrieve the set of documents that are most relevant to a query. Selecting summary keywords for an email message can be viewed as analogous to this task. Each candidate keyword is treated as a one word query and the similarity between that keyword and the email message is computed.



the document [3,31]. Similarly, the candidate keyword c that is most relevant to an email message d is the keyword that maximizes the conditional probability of c given d: P (c|d, α, β) =



T X



P (c|t, β)P (t|d, α),



(4)



t=1



where P (c|t, β) and P (t|d, α) are posterior distributions obtained from all the emails in the user’s inbox (including this one) up to this point in time and a set of corresponding topic assignments from a single Gibbs sample. The candidate keywords with the highest probability are those that are highly probable in the most probable topics for this document. LSA-doc: The similarity between a candidate keyword c and an email message d can be computed using LSA by taking the dot product of Uc and Vd , where Uc is the cth row of the matrix U and Vd is the dth row of the matrix V [8, 10]. As was the case with the LDA variant described above, candidate keywords that have similar concept membership to the email message will a receive a higher score. Word Association



Word association scores pairs of words based on their association with each other [26]. A second approach to selecting summary keywords for an email message involves choosing as keywords those words that are most closely associated with the words that occur in the message. LDA-word: The degree to which a given word c is associated with another word w can be determined by treating w as a cue word and computing the conditional probability P (c|w) that c is generated as a response to cue word w. This probability, under LDA, is given by: P (c|w, α, β) =



T X



P (c|t, β)P (t|w, α, β).



(5)



t=1



Candidate word c will have a high probability if it has a high probability in the topics that are most likely according to the posterior distribution over topics given w. This similarity metric can be extended to measure the extent to which a word c is similar to an entire document, by computing the product of equation 5 over all the words in the document. Note that the words in the document are treated as a set: each word occurs only once in the product, regardless of the number of times it occurred in the document: Y P (c|d, α, β) = P (c|w, α, β) w∈d



=



T YX



P (c|t, β)P (t|w, d, α, β)



w∈d t=1



∝



T YX



P (c|t, β)P (w|t, β)P (t|d, α). (6)



w∈d t=1



LDA-doc: When using LDA for information retrieval, the document that is most relevant to a given query is the one that maximizes the conditional probability of the query given



The proportionality in the last line is obtained using Bayes’ (A) ∝ P (B|A)P (A). rule: P (A|B) = P (B|A)P P (B)



LSA-word: A similar technique may be used in conjunction with LSA. The product of the three probabilities in equation 6 is a measure of the similarity between two words c and w in document d under topic t, weighted by the probability of topic t in the document in question. In LSA, the similarity between words c and w may be computed by taking the dot product of the vectors that represent these words in the latent space, weighted by the strength of each factor for that document. The association between candidate keyword c and document d is computed by computing the sum of this quantity over all words w in the document: assoc(c, d) =



K XX



Uck Uwk Vdk .



(7)



w∈d k=1



The sum over words w in document d, which combines positive and negative association scores, is the LSA counterpart of the product of probabilities for LDA in equation 6. EVALUATION



The keyword generation methods described in the previous section—LDA-doc, LSA-doc, LDA-word, LSA-word—were run on selected users from the Enron data set [15], a publicly available data set containing around 150 users and approximately 250,000 emails. Prior to generating keywords, we removed common stop words and email-specific words, such as “cc,” “to” and “http.” The length of each summary was set to nine keywords. However, the optimal number of keywords is an open research question in interface design. If a message contained fewer than nine keywords with non-zero scores, a shorter summary was used. An example email and the corresponding summaries can be seen in figure 1. Term frequency-inverse document frequency (TF-IDF) was used as a baseline against which LDA-doc, LSA-doc, LDAword and LSA-word were compared. TF-IDF is a statistical technique for evaluating the importance of a word to a document. Words that occur rarely in a corpus, but often in a document will be ranked as being very important to that document. To generate summary keywords using TF-IDF, the nine highest scoring words for each email, according to TF-IDF, were selected. For completeness, the entire message body was used as an upper baseline. Ideally, the quality of summary keywords would be assessed by the owner of the mailbox for which the summaries were generated. This is impossible for the Enron data set. As indicated by the summaries in figure 1, it is also difficult to determine how best to assess the quality of a summary. Furthermore, the task of evaluating all four LDA- and LSAbased generation methods, in addition to TF-IDF, would be prohibitively time consuming given the volume of mail involved. Keyword quality was therefore assessed using two proxy email prediction tasks. These tasks simulate the sorts of decisions a user would make using the keywords. Two email prediction tasks were chosen as proxies for evaluating the keyword generation methods: automated foldering



User beck-s farmer-d kaminski-v kitchen-l lokay-m sanders-r williams-w3



Messages 751 3020 3172 2345 1966 863 2542



Total Messages 10168 11395 25769 4691 4299 5956 3164



Table 1. The number of messages in the ten largest folders for each of the seven Enron users selected for the automated foldering task, as well as the total number of messages for each user.



and recipient prediction. These tasks were chosen because they are well-defined, have previously been applied to the Enron data set and usually rely on the entire message body for making predictions. They are also typically tackled using different learning methods, allowing for a diverse evaluation. For each keyword generation method, both tasks were carried out on the Enron data set, with the message bodies replaced by the generated summaries. Predictions were therefore made using the summary keywords only. Automated Foldering



Many email users archive and organize their email messages into folders. Automated foldering is the task of automatically predicting the appropriate folder for a given email message. This task was first introduced by Segal and Kephart [24] and has subsequently been explored in several settings [1, 15]. Since the messages in each folder are typically related by one or more common topics, automated foldering is a good task for evaluating summary keyword generation methods based on latent concept models. We used an automated foldering task similar to that of Fink et al. [11] to evaluate the LDA- and LSA-based keyword generation methods. Each email was represented by a binary vector, where each position in the vector corresponds to a summary keyword. These vectors were used as input to a multi-class classifier with one class for each folder. The keyword generation methods were evaluated on the seven users used by Fink et al., except that prediction was only run on the ten largest folders (excluding non-archival email folders, such as “inbox,” “deleted items” and “discussion threads”) for each user. This was done to compensate for the use of simpler features than Fink et al.. Even though only a subset of the messages were used for evaluation, the LDA and LSA models for each user were trained on all messages in the user’s mailbox. Table 1 indicates the number of messages for each user. The generation systems were evaluated using both online and batch learning algorithms. Online learning algorithms resemble a real-world setting: the algorithm receives a message, predicts a folder, and is then told which folder was in fact correct. All emails were processed in this fashion and the total classification accuracy was computed. For each user and generation method, ten trials were conducted on randomly shuffled data. MIRA [6, 19], a variant of the perceptron algorithm for large margin online classification, was



SUBJECT: ASE Hypertiles from Final Report Out Sally Attached are the hypertiles from the final report out at yesterday’s ASE Studio Workshop. The CD is finished and on its way to Houston. The files are organized by team: Hammer - Sales and Marketing, Vision Stmt, Mission Stmt, Target Market, How to Approach, Pricing, SLA Pliers - Producst and Services - Consulting Based Saw - Infrastructure Transition Plan Wrench - Producst and Services - Basic Outsourcing I hope these help with your meeting tomorrow. Let me know if there is anything else I can do to help. Lisa P TF-IDF producst pliers stmt hammer wrench hypertiles sla studio mission



LSA-doc meeting team services houston report market tomorrow final plan



LSA-word meeting market houston report team final transition yesterday tomorrow



LDA-doc team meeting services lisa ase attached report studio outsourcing



LDA-word team meeting services lisa ase attached report studio outsourcing



Figure 1. An email from the Enron corpus (beck-s/ase/4) and the summaries produced by the LDA- and LSA-based methods and a TF-IDF baseline. TF-IDF selects words that are overly specific to this message, including a misspelled word. The methods based on latent concept models select more general words that better capture the gist of the email. For example, LDA-doc and LDA-word both generate “team,” “meeting,” “ase” and “report.”



used to perform the online classification. Batch learning algorithms process all messages prior to making any predictions. A maximum entropy classifier [18], along with tenfold cross validation, was used for batch classification. Figure 2 shows the classification accuracy on the automated foldering task using both batch and online learning algorithms, averaged over all users. The greater the accuracy, the better the foldering performance. The generation methods based on LDA and LSA all outperform TF-IDF in the batch setting, while all methods except for LSA-word outperform TF-IDF in the online setting. In general, batch performance exceeded online performance, which is unsurprising since online learning was run for a single iteration only.1 Additionally, in the online setting the LDA- and LSA-based methods outperform using the entire message body, because the single-pass online learner can overfit when many words are involved. In contrast, using the entire message body does better in the batch setting. The differences between TF-IDF and the four LDA- and LSA-based generation methods when evaluated in the batch setting are statistically significant at p = 0.05 using McNemar’s test measured on the aggregate predictions of each method across seven users. 2 In both the online and batch settings, the methods based on query-document similarity outperform those based on wordassociation. Furthermore, using LDA consistently results in improvements over the results obtained using LSA. LDA-doc therefore achieves the best performance. Interestingly, in the 1 When online algorithms are run in a batch setting, it is common to run them for multiple iterations over the data. 2 Measuring significance in the online setting is complicated because multiple predictions are issued for each message across the ten randomized runs.



batch setting, the accuracy obtained using LDA-doccomes close to the accuracy obtained using the entire message body. This indicates that the summary keywords generated by this method are a good approximation of the complete message content in the context of foldering. Recipient Prediction



In large organizations, it is typical for multiple people to be involved in projects. This makes it easy to forget to include one or more recipients on a project-related email. Recipient prediction systems aim to prevent this by suggesting possible recipients to the user during message composition. Previous work has explored several learning methods for constructing recipient prediction systems [5,22]. These systems are trained on previous messages sent by the user in order to determine associations between the words in each email and the message’s recipients. When given a new message, a ranked list of potential recipients, based on the email’s content, is presented to the user. Recipient prediction systems are evaluated by measuring the degree of agreement between the suggested and correct recipients. Recipient prediction serves as a good proxy task for evaluating summary keywords generated using latent concept models. In our experiments, we use Carvalho and Cohen’s system [5]. 3 This system employs both content similarity and statistical learning techniques. Training emails are labeled with their recipients and a K-nearest neighbor classifier is constructed. Given a new email, a list of potential recipients is constructed by voting among the closest messages. 3 The authors thank Vitor Carvalho for providing access to and assistance with this system.



Figure 2. Automated foldering results using batch (left) and online (right) learning, averaged across all seven Enron users. Each graph shows the accuracy achieved on the foldering task using keywords generated by TF-IDF and the four and LSA-based methods, as well as the entire message. Error bars indicate standard deviation across each test.



Figure 3. Results for the recipient prediction task showing the average precision (left) and accuracy (right) averaged across all seven Enron users, for TF-IDF and the four LDA- and LSA-based methods, as well as the entire message.



User geaccone-t germany-c hyatt-k kaminski-v kitchen-l white-s whitt-m



Sent Messages 310 2692 400 1084 980 432 273



Total Messages 1352 9581 1532 25769 4691 2657 702



Table 2. The number of sent messages for each of the seven Enron users selected for the recipient prediction task, as well as the total number of messages for each user.



As with the automated foldering task, the text of every email message was replaced with summary keywords. The generation methods were evaluated on the seven Enron users used by Carvalho and Cohen. The list of users and the size of their sent mail folders is shown in table 2. For each user, sent messages were ordered chronologically. The last fifty messages were reserved for testing and the system was trained on the remaining messages. The system was run on the summaries generated by TF-IDF and each of the LDA- and LSA-based methods, as well as the full text of the messages. Average precision and accuracy results, averaged across all seven users, are shown in figure 3. For both of these evaluation metrics, all four LDA- and LSA-based generation methods outperform the TF-IDF baseline. The improvements of LSA-doc, LDA-doc and LDA-word over the TF-IDF baseline and LSA-word are statistically significant at p = 0.05 using



the Wilcoxon signed rank test. Furthermore, the generation methods based on LDA outperform those based on LSA and the methods that use query-document techniques beat those that are based on word association. Overall, the best generation method is LDA-doc, which performs statistically significantly better than LSA-doc and achieves accuracy comparable to using that obtained using the entire message. DISCUSSION



The results obtained on the automated foldering and recipient prediction tasks demonstrate that summary keywords generated using latent concept models do indeed serve as a good approximation of message content. In almost all cases, the LDA- and LSA-based methods outperformed TF-IDF, and in many cases the LDA-based methods achieved performance close to that obtained using the entire message. We now explore additional properties of the generated keywords and discuss implications for users. One of the requirements for summary keywords was that they be descriptive of the message and neither too general nor too specific. The extent to which keywords generated by the LDA- and LSA-based systems satisfy this requirement can be determined by analyzing frequency information for the keywords. The vocabulary size of the set of all summaries for a given method provides an indication of the specificity of the words in those summaries: a larger vocabulary indicates that each word is used fewer times, that is, the words are more specific. Table 3 lists the vocabulary size and average number of occurrences of each word for



Method TF-IDF Entire Message LSA-doc LSA-word LDA-doc LDA-word



Unique Words 10896 18213 1793 3346 2059 3301



Total Usage 36.49 29.16 205.33 120.96 183.38 123.88



Table 3. The average number of unique words in the summaries generated by each generation method, as well as the average number of times each keyword appears in the entire mailbox. Each summary contains a maximum of nine words. Results are averaged over the twelve Enron users used for the automated foldering and recipient prediction tasks.



Figure 5. Average precision for the recipient prediction using only the message subject, the summaries generated by the LDA- and LSA-based methods, and the combination of the two.



ent prediction task all four methods based on latent concept models give performance improvements over using only the subject. The improvements obtained using the LSA-based methods are significant at p = 0.05 using the Wilcoxon signed rank test, while the those obtained using the LDAbased methods are significant at p = 0.001.



Figure 4. The accuracy, averaged across seven Enron users, for the automated foldering task using batch evaluation for the message subject, the summaries generated by the the LDA- and LSA-based methods, and the summaries combined with the subject.



each method. The summaries for all four of the LDA- and LSA-based methods have much smaller vocabulary sizes than those generated using TF-IDF. This, combined with the fact that the TF-IDF results were typically much worse than those of the other methods, indicates that TF-IDF is selecting keywords that are too specific, while the methods based on concept models are selecting more general keywords that better relate to common words in the users’ topics. In addition to evaluating summary keywords as an approximation to message content, it is also important to determine the extent to which summary keywords provide the user with additional information over the message’s subject line. To investigate this, two additional experiments involving the automated foldering and recipient prediction tasks were carried out: one with the entire message replaced by the subject line and the other with the message contents replaced by both the summary keywords and email subject. Figures 4 and 5 show the results obtained in these experiments. The result obtained using just the email subjects is shown as a dashed line. On the automated foldering task, only LDA-doc achieved better performance than this. However, when combined with the subject, all the LDA- and LSA-based methods had significantly better results than those obtained using the subject alone. These results are statistically significant at p = 0.05 for LSA-doc, LSA-word and LDA-word and at p = 0.01 for LDA-doc using McNemar’s test. On the recipi-



These results indicate that summary keywords generated using LDA- and LSA-based methods do indeed provide a good representation of email content. Furthermore, these keywords do better at summarizing message content for foldering and recipient prediction tasks than sender-written subject lines. Combining summary keywords with the email subject significantly increases the quantity of useful information available to the user when making email triage decisions. FUTURE WORK



There are other latent concept models that could be used instead of LDA or LSA to further enhance performance. Wang and McCallum’s topical n-gram model [30] integrates phrase discovery and topic modeling and would allow for the selection of summary phrases as well as summary keywords. In other work, McCallum et al. [17] condition the distributions over topics for email messages on senders and recipients. Incorporating this person-specific information could potentially improve keyword quality. Any system in which email summary keywords are used must be able to to generate keywords quickly upon email arrival. Unfortunately learning latent concept models can be time-consuming. While this can be alleviated by running the techniques discussed in this paper during idle system time or on a webmail server, further work on the development and use of latent concept models that rapidly adapt to and process new documents would be beneficial. Another area for future work is developing and evaluating methods for incorporating summary keywords into email client user interfaces. There is significant potential for creating innovative ways to display summary keywords, as well as carrying out practical evaluations of different presentation



methods and verifying the extent to which summary keywords assist real users with triage decisions.
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The methods presented in this paper can also be used for tasks other than keyword summary generation. Recent work on blog tagging suggests that automatically suggesting appropriate tags for blog posts depends on topic identification [25]. Other recent work by Goodman and Carvalho [12] explores methods for generating implicit queries for search from emails. The keyword selection methods described in this paper could be applied to both of these tasks.



9. Mark Dredze, Tessa Lau, and Nicholas Kushmerick. Automatically classifying emails into activities. In Proceedings of the International Conference on Intelligent User Interfaces, 2006.



CONCLUSIONS



Email summary keyword selection using latent concept models can be carried out automatically without user intervention. The utility of the generated keywords, measured on two proxy tasks—automated foldering and recipient prediction, is significantly higher than that of keywords generated using TF-IDF. Specifically, the keywords generated using an approach based on LDA and query-document similarity concepts are consistently better than those generated using other methods addressed in this paper. Additionally, summary keywords generated using the LDA- and LSA-based methods presented in this paper were shown to provide additional information over email subject lines, and are therefore most effective when used in conjunction with email subjects. This provides significant impetus for the inclusion of such summary keywords in email client user interfaces. ACKNOWLEDGMENTS
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