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ABSTRACT The growing interest in using the IEEE 802.11 protocol in mesh topologies necessitates a rigorous understanding of its behavior and performance in such settings. This dissertation makes several contributions towards this end. We first develop an analytical model that closely follows the basic access protocol, taking queueing and retransmissions into account. Using this model, we derive expressions for the probability of packet collision and maximum throughput in mesh topologies. The analysis, supported by simulations, shows that nodes may saturate at very small load due to cascading effects resulting from retransmissions. Thus, these results show that the basic access method of IEEE 802.11 may exhibit unstable behavior in mesh topologies. Next, we study the optional Request-to-Send/Clear-to-Send (RTS/CTS) channel reservation mechanism. We show that this mechanism does not prevent a considerable number of DATA packet collisions in mesh topologies, even under idealized conditions, due to the presence of so-called masked nodes—nodes that cannot overhear control packets due to vi



other on-going transmissions. We demonstrate the existence and impact of masked nodes by conducting real experiments on a small wireless testbed. These experiments, together with detailed queueing-theoretic analysis and extensive simulations, reveal that masked nodes can cause a packet collision probability of 10% to 15% and significantly affect throughput and delay performance. Finally, we uncover a subtle problem with the RTS/CTS mechanism that may lead to inter-dependencies unnecessarily prohibiting nodes from transmitting over long periods of time. We refer to this problem as “false blocking.” False blocking propagates in the network causing performance degradation, network-wide congestion, and even temporary deadlocks. We propose a backward-compatible solution to the false blocking problem, called RTS Validation. We analyze the RTS Validation using a continuous-time Markov chain methodology. The analysis, supported by simulations, shows that RTS Validation sharply reduces the probability of false blocking, stabilizes the network at high load, and increases the peak throughput by as much as 50%. In summary, this dissertation establishes that local transmission strategies in wireless networks may lead to unexpected interactions, which can have significant impact on global network performance. These interactions must be taken into consideration in the design of future protocols for wireless networks.
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Chapter 1



Introduction Wireless local area networks (WLANs) have gained widespread acceptance in recent years [HDL+ 02, IEE99]. Low installation and maintenance costs make WLANs ideal for home, campus, and business environments. In some settings, such as construction sites and disaster-torn areas, wireless networks are often the only viable means for providing network connectivity. So far, the single-hop infrastructure mode—also known as star topology—has been in use predominantly (cf. Fig. 1·1). More recently, however, multihop wireless networks— often referred to as wireless mesh networks in the industry—have gathered significant interest due to their potential for superior coverage, reliability, and performance as compared to single-hop wireless networks [Mes05, Tro05, GK00] (cf. Fig. 1·2). A multihop topology can also arise when many single-hop networks partially overlap (cf. Fig. 1·3). This is quite common nowadays in residential areas where many houses have their own infrastructure mode WLAN installation. A crucial design aspect of a wireless network is in the medium access control (MAC) protocol.1 A poorly designed MAC protocol may lead to excessive packet collisions, even starvation, and adversely affect the network performance in terms of throughput, delay, stability, etc. Thus, the choice of a MAC protocol is critical. The current mesh network design trend is to use the IEEE 802.11 protocol in the MAC layer. IEEE 802.11 is a Carrier Sense Multiple Access (CSMA) based random access 1



MAC protocols are also known as multiple access protocols.



2



Access Point



Figure 1·1: A single-hop network.



Figure 1·2: A multihop network.



protocol (cf. Chapter 2). In particular, the nodes in a IEEE 802.11 network only use local information to decide whether to transmit a packet or not. Previous work have shown that the protocol is sufficiently robust in single-hop topologies [Bia00]. These works, however, shed little light upon the behavior of the IEEE 802.11 protocol in multihop topologies. In this dissertation, we investigate several aspects of the behavior of the IEEE 802.11 protocol in multihop topologies in a comprehensive manner. IEEE 802.11 has two main access methods: (i) the basic access method and (ii) the RTS/CTS access method; we consider both of them. In the basic access method, a node is allowed to transmit only if none of its neighbors are transmitting. It is well known that the basic access method cannot pre-



3 vent all DATA packet collisions in multihop topologies due to the presence of nodes that are close to the receiver but far from the transmitter; the so-called hidden nodes [TK75]. Nevertheless, the basic access method is still used in many cases to avoid the overhead of the RTS/CTS access method, and also perhaps based on the assumption that the effect of hidden nodes is negligible if the load is small enough. We demonstrate that in general such an assumption does not hold in multihop networks. Specifically, we investigate the behavior of the basic access method in a class of multihop topologies called generalized linear networks. The main challenge in analyzing such networks is to take the effects of queueing and retransmissions into account. Analytical models previously proposed in literature assume that retransmission delays are very large compared to packet transmission time. However, retransmission delays in IEEE 802.11 are short; they usually occur after a small backoff time. Thus, previously proposed models are not able to adequately capture the nature of the protocol. In order to carry out an accurate analysis, we develop an analytical model that takes queueing and quick-retransmissions into account. Based on this model, we derive exact expressions for the probability of packet collision, and maximum throughput (saturation point) for a four-node topology. Then, we extend the analysis to generalized linear networks using an iterative procedure. The extended analysis is exact at low load, and can be made arbitrarily accurate at higher load. Our analytical results—backed by simulations—reveal a cascading phenomenon in which packets that are retransmitted after a collision cause additional packet collisions. As a result, a node may saturate at arbitrarily low load because of distant nodes. Thus, our results show that in multihop topologies, the basic access method may create severe instability issues. These results are due to appear in [RSCss]. Next we consider the RTS/CTS access method in multihop topologies. This method incurs overhead due to the exchange of additional packets, but, under some idealized assumptions, such as negligible propagation delay, negligible transmission times of control
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Figure 1·3: Overlapping single-hop networks.



packets, etc., the RTS/CTS access method eliminates DATA packet collisions due to the hidden node problem in star-topologies. Several papers in literature have shown limitations of the RTS/CTS access method that arise due to non-ideal conditions of the network. We show, however, that in mesh topologies, the RTS/CTS access method cannot in general prevent all DATA packet collisions even under the aforementioned idealized conditions. We call this the masked node problem. The masked node problem received little attention in past although it is as fundamental as the hidden node problem. We comprehensively demonstrate the existence and the impact of the masked node problem. We describe various scenarios that lead to DATA packet collisions. We evaluate the impact of masked nodes through a queueing-theoretic analysis and real experiments on a multihop testbed consisting of four nodes. The analytical and experimental data closely match and reveal that the presence of a masked node in a network can result in an order of magnitude increase in DATA packet loss compared to a network without masked nodes. These results are further validated by extensive simulations on a large-scale network, which show that masked nodes also significantly affect delay and throughput performance. Thus, our results demonstrate that masked nodes are a significant factor affecting the performance of wireless LANs in multihop topologies. These results are due to appear in [RCSss].



5 From a network point of view, the main goal of the RTS/CTS mechanism is increasing network throughput by limiting packet collisions. For an illustration, consider the set of conceptual “throughput versus load” curves shown in Fig. 1·4. For a network operating under a poorly designed protocol, the peak throughput remains significantly below the ideal throughput. In some cases, the network may even become congested where the throughput starts decreasing when the offered load exceeds a certain value (the “Congested” curve). On the other hand, with a properly designed protocol, the throughput achieves a higher maximum value that is maintained even if the offered load becomes momentarily very high (the “Desired” curve). The RTS/CTS access method is able to enhance the performance of single-hop networks [Bia00]. In multihop topologies, however, we show that current implementations of the RTS/CTS mechanism may lead to inter-dependencies that unnecessarily prohibit nodes from transmitting over long periods of time. We refer to this problem as “false blocking.” Even though false blocking may affect network performance significantly, previous works in literature do not explore this problem. False blocking propagates in the network akin to a domino effect causing not only performance degradation, but possibly also temporary deadlock situations. The “throughput versus load” curve then may follow the “Congested” curve of Fig. 1·4, revealing symptoms of network-wide congestion. We investigate the false blocking problem further and demonstrate that false blocking can be minimized by using additional channel information. This leads to a backward-compatible solution of the false blocking problem that we call RTS Validation. Using a continuous time Markov chain methodology, we model and analyze the reduction in false blocking probability resulting from the use of RTS Validation in networks of arbitrary topology. The analysis demonstrates that RTS Validation is an efficient solution that sharply reduces the probability of false blocking. Furthermore, we carry out extensive simulations that validate our analysis and show that the RTS Validation
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Figure 1·4: Typical throughput curves.



mechanism stabilizes throughput at high load and increases its peak value, sometimes by as much as 50%. Part of this work has been published in [RCS03]. To summarize, in this dissertation • We analyze the basic access method in a class of multihop topologies called generalized linear networks by taking queueing and retransmission into account. The analysis reveals instability issues, where a node may saturate at a very low load due to distant nodes. • We demonstrate that the RTS/CTS access method cannot completely eliminate DATA packet collisions even under idealized conditions due to the presence of masked nodes. We conduct real experiments, provide a queueing-theoretic analysis, and perform simulations, which quantify the impact of masked nodes on network performance. • We show that current implementations of the RTS/CTS mechanism may congest a network due to false blocking, where the network throughput may decrease with increasing load and deadlock-situations may set in.



7 • We provide a backward compatible solution, called RTS Validation, to the false blocking problem. Using a Continuous Time Markov Chain based analytical model, we establish the efficiency of RTS Validation in arbitrary topologies, and confirm the theoretical outcomes by performing detailed simulations. This dissertation has six chapters. The present chapter is Chapter 1. In Chapter 2, we review some introductory material and survey the related literature. The main body of this work is contained in the next three chapters. In Chapter 3 we investigate the performance of the IEEE 802.11 basic access mode in multihop topologies. The masked node problem is studied in Chapter 4. Next, we investigate the RTS/CTS induced congestion phenomenon and the RTS Validation solution in Chapter 5. We conclude our work in Chapter 6.
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Chapter 2



Background 2.1 Elementary Properties of Wireless Networks Suppose that a node A transmits a packet. Then, there is a region around node A such that any node placed in this region can receive the packet with a negligible probability of error. This region is called the range of node A. We assume that any node outside the range cannot detect any transmission from node A, as it is usually the case in the presence of attenuator such as foliage, metal, concrete etc. We assume that nodes use omni-directional antennas. Thus, the range of a node extends in every direction. Fig. 2·1 depicts the range of node A. In this figure, nodes B and C are inside, whereas node D is outside the range. Thus, when node A sends a packet, both nodes B and C receive a copy of this packet, but node D cannot sense this trans-
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Figure 2·1: Range of a node. Node A can communicate with nodes B and C, but not with node D. Nodes C and E are outside the range of each other.
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Figure 2·2: Block diagram of a half-duplex radio. The node can either transmit or receive, but cannot do both simultaneously.



mission. Nodes inside the range of node A are the neighbors of node A. Since the range is omni-directional, some neighbors of node A may not sense each other. For example, in Fig. 2·1 nodes C and E cannot sense each other, although both are neighbors of node A. Note that, although we depict the range of a node as a circular disk, the shape of this region could be quite arbitrary in practice. We assume that nodes communicate over a single channel. This assumption implies that the nodes use half-duplex radios; i.e., a node A can send to as well as receive from another node B, but the transmission and the reception cannot take place simultaneously. Figure 2·2 shows the block diagram of a typical half-duplex radio transceiver. The reason for half-duplexing is as follows: typically the transmission power of a radio is 60-80 dB larger than the reception power. Therefore, if a radio is used in a fullduplex mode, then a large portion of the transmitted signal energy would come back into the receive path. This not only makes the detection of the signal from the other node almost impossible, but may physically damage the receiver circuitry. Thus, full-duplexing is feasible only if the transmitted signal can be filtered out (or subtracted) from the receive path without distorting the received signal significantly. In practice, full-duplex radios use separate channels with widely separated carrier frequencies for transmission and reception. We assume that if two transmissions overlap at a receiver, then the receiver cannot
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Figure 2·3: The packet from nodes B and C overlap at node A, which cannot decode either of them.



decode any of the packets. Such an overlap is called packet collision. Fig. 2·3 describes a packet collision. During the time node B is sending a packet, node C starts a transmission. These two packets overlap at node A. Then, node A cannot decode either of them. Packet collisions in a wireless network are far more costly than in its wired counterpart. In a wired (shared medium) network, such as Ethernet, transmitters can detect collisions. At any time during a transmission, if the transmitter detects that its packet has collided, then it stops transmitting the rest of the packet; thus, minimizing the waste of time. Unfortunately, collision detection is not practical in wireless networks. For the purpose of this discussion, assume that both node B and node C transmit packets. Node A is in the range of both node B and node C (cf. Fig. 2·1) and the two packets overlap at node A resulting into a packet collision. Then, there are at least three reasons that nodes B or C cannot detect the collision: 1. Since the transceivers are half-duplex, the transmitter (node B) cannot receive any other signal while it is transmitting, and hence cannot detect a collision. 2. The collision occurs at the receiver (node A), which is situated at a different location from the transmitter (node B). Therefore, in general, the transmitting node (node B) cannot realize that the packet has collided.



11 3. Since wireless signals are usually very weak, it is difficult to reliably distinguish between a bona fide signal and a garbled signal that resulted from a collision. In a wireless environment, the transmitter learns about a packet collision by means of the lack of an acknowledgment (ACK) packet. In particular, if the receiver receives a packet without any error,1 then it sends an (ACK) packet back to the transmitter; otherwise, it does not. Therefore, in the event of a packet collision, the collision is detected only after the transmission is over and the entire packet transmission time is wasted. Thus, packet collisions severely impact the throughput and delay performance of wireless networks.



2.2 Multiple Access Techniques Minimizing packet collisions is perhaps the most important issue in a wireless network. A plethora of algorithms exist in literature to achieve this. These algorithms are known as multiple access protocols.2 Broadly, multiple access protocols can be classified into two classes: (i) deterministic access protocols, and (ii) random access protocols. A protocol that belongs to the deterministic class assigns a transmission schedule to nodes so that at any time only one node transmits in the range of any receiver. The schedule can be in terms of any combination of time, frequency, orthogonal codes, polarization, angle— any characteristics that allows the receiver to separate independent signals. Deterministic access protocols can eliminate packet collisions, but usually they are inefficient at low load. Network management is also considerably complex for deterministic protocols. A random access protocol, on the other hand, allows a node to transmit at any time, except possibly for some prohibited periods. Packet collisions may happen; in that case a collision resolution protocol is used to prevent repeated collisions. 1 A packet contains one or more Frame Check Sequences that are robust enough to detect errors under normal situations. 2 The term multiplexing is usually used instead of multiple access when multiple (virtual) sources share a channel through a single node.



12 Next, we outline some popular deterministic protocols. Then, we describe the mostly used random access protocols which will be our focus in this dissertation. Details of these protocols can be found in [RS90]. 2.2.1



Deterministic Access Techniques



A deterministic access technique is characterized by the fact that given an exogenous traffic arrival pattern, the sequence of channel accesses is deterministic. Below we describe some of the most popular deterministic access techniques; combinations thereof are easy to concoct. Time Division Multiple Access (TDMA) A TDMA scheme schedules the time. Some popular variations are the following: • Fixed: The time is divided into epochs and each epoch is divided into slots. Each node is assigned one or more slots in each epoch during which it is allowed to transmit. • Polling: Fixed TDMA is wasteful if a node does not transmit during its assigned slot. A polling scheme minimizes the waste. In such a scheme, a central node polls other nodes. When a node is polled, if the node has a packet to transmit, it proceeds with the transmission, otherwise the central node polls the next node. For instance, the Bluetooth protocol uses a polling scheme [Blu05]. • Token-Passing: Token-passing is essentially a distributed form of polling. A token is circulated among the nodes. The node who holds the token is allowed to transmit. If a node does not have any packet to transmit, it releases the token to the next node.



13 Frequency Division Multiple Access (FDMA) A FDMA scheme divides the channel into subbands and assigns the subbands to the nodes. Some popular variations are the following: • Fixed: Each node is permanently assigned a subband. • Orthogonal Frequency Divisions Multiplexing (OFDM): In OFDM, the subbands overlap, but the signals can be recovered at the receiver using orthogonality between the transmitted signals. • Frequency Hopping Multiple Access (FHMA): This scheme is also known as Frequency Hopping Spread Spectrum (FHSS). This is a joint TDMA/FDMA scheme: the subband(s) assigned to a node changes over time in a manner such that at any given time only one node is assigned to a given subband. Code Division Multiple Access This is also known as Direct Sequence Spread Spectrum (DSSS). Each node is assigned a codeword from a set of a orthogonal codewords. The nodes transmit simultaneously in the same frequency band, but the receiver can separate the signals using the orthogonality of the codes. Note that OFDM, DSSS and FHSS provide robustness against fading due to the fact that over a large spectrum, fading becomes frequency selective. Thus, these schemes are often used for point-to-point communication. The multiple access protocols in the IEEE 802.11 suite use one of these spread spectrum schemes for point-to-point communications, whereas the multiple access technique is a random access method. Since, in a wireless network, nodes frequently join and leave the network, this choice makes the network management more robust.



14 2.2.2



Random Access Techniques



A random access technique is characterized by the fact that the sequence of channel accesses is random even if the exogenous traffic arrival pattern is given. The basic idea underlying random access protocols is to allow a node to transmit at any time unless the node determines, based on some side-information, that the transmission may cause a collision. The side-information, however, is usually not sufficient to eliminate all packet collisions. Thus, packet collisions occur. In that case, the nodes retransmit the packet and some kind of collision resolution protocol is used to avoid repeated collisions. Based on the amount of side-information, the random access protocols can be classified into three classes: (i) ALOHA-type protocols, (ii) CSMA-type protocols, and (iii) BTMAtype protocols. ALOHA-type Protocols An ALOHA-type protocol does not use any side-information other than the acknowledgment of a successful packet transmission (or the lack thereof). One of the earliest protocol in this genre is ALOHA created for “The ALOHA Project”, which connects the islands of Hawaii by a satellite broadcaster [Abr70, Abr77]. A node detects a packet collision by the absence of the satellite broadcast of the packet. In that case, the node retransmits the packet after an exponentially distributed random delay. ALOHA-type protocols are still relevant in the context of satellite communication. However, in this dissertation, we focus on wireless local area networks (LANs), which use additional channel information as described next. CSMA-type Protocols A node using a CSMA-type protocol can determine whether one of its neighbors are transmitting. Detection of radio signal without necessarily decoding it is known as carrier



15 sensing, hence the name carrier sense multiple access (CSMA). CSMA uses a simple rule to determine channel access. For each new packet, the transmitter senses the channel for the presence of other signals: • If the channel is sensed idle, then the node transmits the packet. • If the channel is sensed busy, then the node schedules the packet transmission at a later time. Some variations are possible regarding the behavior of the node in case the channel is sensed busy. A node using a nonpersistent CSMA protocol simply follow the protocol after a random time. On the other hand, a node following a p-persistent CSMA protocol waits until the channel becomes idle, and then transmits the packet with probability p and delays the transmission for a random time with probability (1 − p). In practice, some form of a persistent CSMA is used. Electromagnetic waves take a finite time to propagate from one point to another. Due to this propagation delay, packet collisions can occur in a CSMA-based wireless network even if the nodes can sense each others’ transmissions. An example is shown in Fig. 2·4. In this figure, node A starts transmitting a packet to node B at time t = 0. Suppose that the propagation delay between nodes A and C is τ . Then if node C starts transmitting in the period [0, τ ], then the packet will collide at node B. CSMA is very effective when the propagation delay between the nodes is small; but not so otherwise. For instance, CSMA is completely ineffective in satellite communication. The propagation delay between a geostationary satellite and an Earth-station is about 270ms; this is larger than the transmission time of a typical packet. Figure 2·5 shows the problem. In this figure, node B transmits a packet to node A. The dark bar below indicates the time period when node C should be prohibited from transmitting to save the packet at node A. However, due to propagation delay, when node C receives the carrier, node B has
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Figure 2·4: Packet Collision in CSMA. Node A transmits to node B. Node C can only sense this transmission after a propagation delay. If node C transmits during this period (marked by the dark rectangle), a collision will occur.
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Figure 2·5: Effect of propagation delay in CSMA. The dark bar below node C shows the period of time when node C should not transmit any signal to save node B’s transmission at node A. The light bar shows the actual time period prohibited by CSMA.



17 already finished its transmission. Thus, CSMA is unable to prevent DATA packet collisions. Moreover, CSMA unnecessarily blocks node C from transmitting during the period indicated by the light bar. The propagation delay in the wireless networks we consider here are of the order of 1µs, while the packet transmission times are of the order of several milli-seconds. Thus, CSMA is quite effective in these networks. As a matter of fact, in practice the time required to sense carrier (Clear Channel Assessment time (CCA time)), and the switching time from receive to transmit mode are larger than typical propagation delays. During these periods, a node cannot sense the start of any other transmission. Thus, these are dominant causes of packet collision and the propagation delays can be ignored. BTMA-type Protocols A node using a BTMA-type protocol can determine whether one of its neighbors are currently receiving a packet. A BTMA-type protocol works efficiently for any network topology provided that propagation delays are negligible. However, such a protocol requires that a node continuously transmit a busy tone while receiving the packet (hence the name Busy Tone Multiple Access). This implies that the nodes must use a full-duplex radio. Due to this issue, this protocol hasn’t been popular in practice. 2.2.3



The Hidden Node Problem



CSMA is a “listen before talk” etiquette. This approach works if the nodes can sense each others’ transmissions. Unfortunately, this is often not the case in a wireless network. Consider the network shown in Fig. 2·6. In this figure, node A sends packets to node B and node C sends packets to node D. The ranges of nodes A and C are depicted by the circles. As shown in the figure, nodes A and C cannot hear each other; node B hears both nodes A and C; node D hears only node C. Each node uses CSMA, and propagation delay is negligible. It is easy to see that node A’s transmissions experience collisions due
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Figure 2·6: Packet collision due to a hidden node. During the time node A transmits a packet, node C senses the channel to be idle and starts transmitting a packet to node D. This transmission collides with node A’s transmission.



to the transmissions from node C. Suppose node A starts transmitting a packet. During this time, node C finds the channel idle and begins transmitting its own packet to node D. This transmission also reaches node B and destroys node A’s packet. Node C is called a hidden node with respect to node A’s transmissions. Hidden nodes cause packet collisions and thus affects the throughput and delay. Packet collisions caused by hidden nodes is called the hidden node problem. 2.2.4



The RTS/CTS Mechanism



BTMA was proposed to alleviate the weakness of CSMA regarding the hidden node problem, but it requires the use of full-duplex radios. For networks with nodes using half-duplex radios, the hidden node problem can be mitigated using additional packet exchanges. This mechanism, called the RTS/CTS handshake, is a bona fide multiple access protocol and can replace CSMA. However, generally the RTS/CTS mechanism is used in conjunction with CSMA. Consider the network shown in Fig. 2·7. In this figure, when node A wants to send
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Figure 2·7: The RTS/CTS mechanism. The circles depict the range of the nodes. The lower half depicts the time-line. The dark bars below node C and D indicate their blocking duration.



a packet to node B, it initially sends a small packet called Request-to-Send (RTS). Upon correctly receiving the RTS, node B responds with another small packet called Clear-toSend (CTS). After receiving the CTS, node A sends the DATA packet to node B. If node B receives the DATA packet correctly, it sends an ACK back to node A. Any node, other than nodes A and B, which hears an RTS or a CTS is prohibited from transmitting any signal for a period that is encoded in the RTS and CTS packets. An RTS packet prohibits transmissions in order to protect the ACK packet that node A is supposed to receive and a CTS packet prohibits transmissions for protecting the DATA packet that node B is supposed to receive. The duration fields in RTS and CTS packets are set such that nodes A and B will be able to complete their communication within the prohibited period. The RTS/CTS mechanism solves the hidden node problem in the topology of Fig. 2·6, since in that topology, node C is notified by a CTS when node A initiates a transmission. Note that the RTS/CTS mechanism is useful for improving the performance of CSMA even if there is no hidden node. The RTS reserves the channel so that the DATA packet does not collide.
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Figure 2·8: IEEE 802.11 MAC: Basic Access Mode. Packet timings.



The RTS packet itself may collide, but since it is short, less time is wasted. 2.2.5



Outline of the IEEE 802.11 Protocol



In this dissertation, we consider networks that use the IEEE 802.11 protocol in its DCF mode. This section briefly describes some of the salient features of the protocol that are relevant to the rest. Details can be found in [IEE99]. The IEEE 802.11 MAC protocol (also known as the Distributed Foundation Wireless Medium Access Control (DFWMAC)) is a variant of the CSMA protocol; in addition, it supports the RTS/CTS mechanism. There are two types of access mode: the Point Coordination Function (PCF) and the Distributed Coordination Function (DCF). The PCF access mode, which is implemented on top of the DCF mode and supported only in infrastructurebased networks, is rarely used in practice. In the DCF mode, a node may transmit a packet using either the basic access method or the RTS-CTS method. The basic access method is essentially CSMA; we fill in some details. Upon receiving a new arrival, a node transmits a DATA packet if the channel is recorded idle for past Distributed Interframe Space (DIFS) period of time. Otherwise, the node waits for the channel to become idle (persistent CSMA). After the channel becomes idle for DIFS, the node backs off for a random time (post-backoff) after which it transmits the packet. The receiver upon receiving an error-free packet, returns an ACK. If the transmitting node does not get an ACK back, it goes into back-off and retransmits the packet
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Figure 2·9: IEEE 802.11 MAC. Packet timings and corresponding NAVs.



after the back-off period. Fig. 2·8 shows the detail timings of the basic access mode. In the RTS/CTS access mode, the RTS/CTS packets are exchanged before the DATA and ACK packet. Two consecutive packets (for example, DATA and ACK) are separated by a Short Interframe Space (SIFS). Any node that hears an RTS or a CTS is prohibited from transmitting for a period encoded in the duration field of the RTS and CTS packets. Fig. 2·9 shows the detail timings of the RTS/CTS access mode. A node manages the prohibited intervals using a data structure called Network Allocation Vector (NAV). A NAV records the channel to be busy if either the carrier sensing mechanism determines the channel to be busy, or it is prohibited from transmitting by an RTS or a CTS. If no CTS arrives in response to a RTS or no ACK arrives in response to a DATA packet, then a sender enters a binary exponential backoff and retransmits after a backoff interval. For the backoff after the j-th attempt (j = 0, 1, . . .), a counter is set to k, chosen uniformly at random from the values (0, 1, . . . , min{2j+5 , 1024}), and decremented at the rate of one count per 20µs. However, the counter is frozen if the channel becomes busy. The node is allowed to transmit when the counter reaches zero. The parameters S HORT R ETRY L IMIT and L ONG R ETRY L IMIT limit the maximum number of successive RTS and DATA retransmissions, respectively (assuming that the



22 length of DATA packets exceeds the value of the RTS Threshold parameter [IEE99]).



2.3 Related Work The ALOHANET, pioneered by Norman Abramson at the University of Hawaii, is one of the earliest wireless networking system [Abr70, Abr77]. In this work, Abramson developed the system of addresses, acknowledgments, and the ALOHA protocol. The ALOHA protocol reduces the impact of packet collisions by using a backoff mechanism. It is still relevant in the context of satellite communications. Large propagation delay between the nodes precludes the possibility of using additional channel information in the ALOHA protocol. For networks with smaller propagation delays, Kleinrock and Tobagi developed the CSMA protocol [KT75], where nodes use carrier sensing to detect the presence of any on-going transmission. As we noted before, the CSMA protocol is efficient if all the nodes can hear each other. In the presence of hidden nodes, however, CSMA may perform poorly. To solve the hidden node problem, Kleinrock and Tobagi proposed an alternate solution, called the Busy Tone Multiple Access (BTMA) protocol in [TK75]. The BTMA protocol requires nodes to be equipped with full-duplex radios. To solve the hidden node issue for networks consisting of nodes equipped with half-duplex radios, Karn proposed Multiple-Access with Collision Avoidance (MACA) protocol [Kar90]. MACA uses the RTS/CTS mechanism to combat the hidden node problem. A weakness of the MACA protocol is that it does not take unreliability of wireless channels into account. Since bit error rate (BER) is much higher in wireless environments compared to wired environments, some DATA packets may not be received correctly. In that case, the packet needs to be retransmitted by a higher layer protocols, such as TCP. Thus, the recovery becomes very slow. To address this issue, Bharghavan et al. proposed the MACA for Wireless LANs (MACAW) protocol [BDSZ94]. The MACAW protocol



23 uses MAC layer acknowledgment scheme to expedite recovery from channel errors. Both MACA and MACAW do not use carrier sensing. Since sole reliance on control packets for avoiding packet collisions leaves the network vulnerable to erroneous reception of control packets, network performance can be improved by using carrier sensing in addition to RTS-CTS handshake. The Floor Acquisition Multiple Access (FAMA) protocol uses this concept [FGLA95, FGLA97]. The IEEE 802.11 protocol also uses this paradigm (RTS-CTS-DATA-ACK and Carrier sensing). Several other MAC protocols have been proposed in literature [WL88, DH98, Bha98]; see [GL00] for a survey. A number of previous work in literature have analyzed performance of MAC protocols. However, we find that these works generally use one of the following two assumptions: (i) every node always has a packet to transmit (the saturation assumption), or (ii) the interarrival times of the point process defined by the start times of all the packets plus retransmissions are independent and exponentially distributed (the “random look” assumption). The saturation assumption is common while analyzing networks where every node can hear each other. Note that queueing and exogenous arrival processes have no effect on the network performance under the saturation assumption. Bianchi obtained an approximate expression for the maximum throughput of an IEEE 802.11 network under these assumptions [Bia00]. The same assumptions are used in [WV99a, WV99b]. In multihop networks, however, the saturation assumption can lead to trivial solutions. For example, consider the topology shown in Fig. 2·6. In this topology, it is clear that if both nodes A and C always have packets to transmit, then node C will always transmit, and node A will be unable to transmit any packet. Thus, the techniques presented in [Bia00, WV99a, WV99b] are not applicable in the present context. Other related works include [MYM00, KKGS99], which also do not take queuing into account. The random look assumption is introduced in [KT75, TK75] for analyzing the CSMA protocol. The name comes from the fact that under the random look assumption, the



24 stochastic process corresponding to the cumulative output is a Poisson process and similar to a random sampling instant, Poisson arrivals see time-averages (the so-called PASTA property) [Kle75]. Many subsequent papers use the same assumption as a basis for their analysis, e.g., [HD02, FGLA95, FGLA97] which propose various improvements over the basic CSMA/BTMA and [ZP97] which point out the possible existence of hidden nodes in infrastructure mode WLAN. In [KT75, TK75], it is assumed that the average retransmission delay is very large compared to the packet transmission time. Under these conditions, the “random-look” assumption might be reasonable. However, in the IEEE 802.11 standard, the retransmission delay is small compared to the packet transmission time. As we will show in chapter 3, this difference becomes crucial when analyzing the performance of the IEEE 802.11 protocol in multihop networks. In the context of ALOHA and CSMA/CD, early works carried out packet delay analysis. For example, Sidi and Segall considered a two user case in slotted ALOHA [SS83], and Takagi and Kleinrock analyzed a slotted CSMA/CD system [TK85]. Note that in the ALOHA protocol, retransmissions delays are large compared to the packet transmission time. In CSMA/CD, on the other hand, hidden nodes are not present since the medium is wired. Several works have previously shown that the RTS/CTS mechanism may fail due to various non-ideal operating conditions. In [Kar90], the author points out that since the interference range may be larger than the communication range in open areas, CTS packets may not be received by some nodes that can subsequently interfere. The work in [XGB02, FLZ+ 05] evaluates this effect and in [JV02], the authors consider the effectiveness of power-control protocols. In [FGLA95], the authors show that if two nodes simultaneously transmit an RTS and a CTS packet, then the CTS packet will not be received and a subsequent data packet collision is likely. The probability of such an event becomes non-



25 negligible if the propagation delay is significant. A similar situation (RTS/CTS collision) is also reported in [WTS00]. In [Haa97], the author mentions that if nodes are mobile, then a node that did not hear an RTS or CTS may migrate into the footprint of a receiver and destroy a DATA packet with its own transmission. The probability of such a scenario increases with the mobility of the nodes. However, these previous works do not explore the masked node problem, where DATA packet collisions occur even under ideal operating conditions. A large number of previous works in literature are devoted to analyzing the performance of higher layer protocols, such as TCP, in multihop wireless networks. We describe a few of them. In [HV99], the effects of link-breakage on TCP performance is studied. The interaction between TCP and MAC protocol backoff timers is investigated in [GTB99]. The effect of packet loss is evaluated in [BPSK97]. The performance of multipath TCP in heavy loss rate is considered in [CXG04]. The TCP behavior when the end-to-end path spans both wired and wireless domain is examined in [XBLG02]. The authors of [FLZ+ 05] investigate the performance of TCP in a chain topology. However, none of these works investigate the interactions that arise solely in the MAC layer. The blocking problem in wireless network, where a node sends packets to a node that is currently prohibited from transmitting (cf. Section 5.1.1), is discussed in [Bha98]. However, that work does not mention the more severe false blocking problem (cf. Section 5.1.2) which was first described in our preliminary work [RCS03]. Note that several recent publications have built upon [RCS03]. For instance, references [LSR04] and [SHMM03] propose new MAC protocols in order to overcome the false blocking problem in sensor networks and wireless LANs, respectively, and the work in [CDV03] describes how false blocking can be used to mount a denial of service attack. In summary, based on our literature survey, we have made the following observations that serve as a motivation for this work.



26 • While many previous works study various performance aspects of higher layer protocols, especially TCP, in wireless networks, few have explored MAC-layer interactions. • The analytical methods developed in previous works do not adequately capture the retransmission patterns of the IEEE 802.11 protocol. Thus, these models are not suitable for investigating the behavior and performance of the basic access method in multihop topologies. • While many previous works show limitations of the RTS/CTS mechanism that arise due to non-ideal conditions, the masked node problem, which causes DATA packet collision even in ideal operating conditions, has not been investigated before in a thorough manner. • While some previous work briefly mention the problem of blocking, the false blocking problem, and its consequences such as network congestion and deadlock phenomena, have not been investigated before. This dissertation addresses these key issues.
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Chapter 3



Behavior and Performance of the Basic Access Protocol of IEEE 802.11 in Multihop Topologies As discussed in the previous chapter, packet collisions are rare in CSMA based wireless networks as long as nodes can hear each other and the propagation delay is small. However, in multihop wireless networks, the probability of packet collision could be very high due to the presence of hidden nodes. As a matter of fact, the author of [Rit03] considers the hidden node problem to be one of the “top ten challenges” in future wireless architectures. Although the hidden node problem is well known, few papers so far have been devoted to evaluating its impact on the performance of multihop networks. Instead, most previous works have focused on hidden node mitigation techniques; see [JHDPS02] and references therein. In particular, we find that analytical models developed in previous work do not capture queuing and retransmission effects and oftentimes lead to inaccurate performance evaluation or trivial solutions (such as a single node capturing the channel). Hidden node mitigation techniques, such as the RTS/CTS mechanism, are not always used due to their overhead [RCS03, XGB02, SP03], and also perhaps based on the assumption that the effect of hidden nodes is negligible if the load is small enough. In the IEEE 802.11 standard, for instance, the RTS/CTS mechanism is only optional. Thus, in practice, wireless networks may be exposed to the hidden node problem. As wireless networks proliferate, it is therefore vital to analyze and accurately quantify the impact of hidden nodes on network performance.



28 In this chapter, we analyze a class of multihop wireless networks, called generalized linear network. Our analytical models closely follow the specifications of the IEEE 802.11 basic access protocol, and take into account queuing and retransmissions at each node. We decompose the problem into elementary 4-node topologies for which we derive exact expressions for the probability of packet collision, and the maximum throughput (saturation point). We then extend the analysis to a generalized linear network by iteratively applying the results obtained for the elementary topology. Although the extended analysis is approximate in nature, it is provably exact as the load tends to 0. Also, our simulations show that our solution is fairly accurate over a wide range of load values. Using the NS simulator, we also show that our analysis predicts the performance of IEEE 802.11 networks with hidden nodes in a remarkably accurate fashion. Both the analysis and simulation reveal an interesting propagation effect. The nodes in the linear network saturate at offered traffic load of as low as 15% of the (isolated) capacity, even though each node shares the channel with only one other node. Our results show that the effect of the hidden node problem can be very significant in a multihop network even if the offered load in a node and its neighbors are very small. The rest of this chapter is organized as follows. In section 3.1, we describe our model and notation. As a motivation, we also present a simple analysis that ignores queuing and retransmission dynamics and show its limitation. Then, in section 3.2 we present the main results of this paper. In particular, analytical expressions for the probability of packet collision and the maximum throughput for an elementary 4-node topology are provided in sections 3.2.1 and 3.2.2, respectively. Several of the more technical proofs are derived in section 3.3. The results for elementary topology are extended to generalized linear networks in section 3.4. We then present simulation results in section 3.5. Finally, we summarize the chapter in section 3.6.
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Figure 3·1: Packet collision due to a hidden node. During the time node A transmits a packet, node C senses the channel to be idle and starts transmitting a packet to node D. This transmission collides with node A’s transmission.



3.1 Model and Simple Analysis Our goal is to analyze the performance of generalized linear networks, taking into consideration queuing and retransmissions at each node. We later on provide the exact conditions that define a generalized linear network. However, one property of a generalized linear network is of interest to us at this point: a generalized linear network can be decomposed into several elementary 4-node topologies. Fig. 3.1(a) shows the elementary topology. This topology is interesting in its own sake. We obtain exact expressions for the probability of packet collision, and maximum throughput for the elementary topology. Then, we extend the analysis to the entire network iteratively.



30 3.1.1



The Elementary Topology



In this section, we describe our model of the elementary 4-node topology. The elementary topology we consider is shown in Fig. 3·1 (this is a detailed version of Fig. 2·6). In this topology, node A sends packets to node B and node C sends packets to node D. We consider omni-directional transmissions; the transmission ranges of nodes A and C are depicted by the circles. As shown in the figure, nodes A and C cannot hear each other; node B hears both nodes A and C; node D hears only node C. The channel is noise-free, so that packets are lost only because of collisions. Each node uses CSMA, and propagation delay is negligible. It is easy to see that node A’s transmissions experience collisions due to the hidden node C. An example is shown in Fig. 3.1(a). During the time node A is transmitting, node C finds the channel idle and begins transmitting its own packet to node D. This transmission also reaches node B and destroys node A’s packet. On the other hand, node C’s packets are always received by node D. It is worth pointing out that this topology models well some network configurations of practical interest. Fig. 3.1(b) shows an example. In this figure, there are two overlapping IEEE 802.11 standard infrastructure network operating in the same channel (which happens in commercial buildings when multiple businesses install separate WLANs compelling some networks to share the same channel as there are only three nonoverlapping channels). The access points—denoted by “AP 1” and “AP 2”—do not hear each other. Moreover, under usual usage pattern, the uplink traffic (client to AP) in each network can be neglected compared to the downlink traffic. Then, this physical configuration is logically equivalent to the topology shown in Fig. 3.1(a): AP 1 is represented by node A, and AP 2 by node C. The client nodes are represented by nodes B and D respectively. Therefore, it is interesting to analyze this topology for its own sake. We purposely assume that node C does not send packets to node B; otherwise the



31 throughput would be close to zero even at low load. The reason is that any packet collision at node B triggers retransmissions by both nodes A and C. These retransmissions repeatedly collide resulting in a vanishing network throughput. Thus, under any reasonable base-station selection algorithm, the node-AP associations will eventually converge to the logical topology shown in Fig. 3.1(a) [PL01]. 3.1.2



Statistical Model



We now introduce our notation and statistical model for the analysis. Both nodes A and C maintain infinite buffer queues. The queues at nodes A and C are denoted by Q A and QC respectively. The exogenous arrivals to QA and QC follow independent Poisson processes with rate λA (number of packets per unit of time) and λC respectively. The DATA packet size is fixed and the transmission time of each packet is T . The transmission time of ACK packets is negligible. The assumptions of Poisson arrivals and fixed size packets lend to analytical tractability. These assumptions are, however, not unrealistic. For example, if the nodes A and C are access points, as shown in Fig. 3.1(b), then the traffic consists of many independent streams which is well modeled by Poisson arrivals. It is worth noting that the assumption that the input process to the queue corresponds to a Poisson process does not imply that packet transmissions and retransmissions, which form the output process, also follow a Poisson process. In fact, proper characterization of the output process is the main challenge to accurately predict quantities of interest, such as delay and maximum throughput. The analysis that we perform in this chapter addresses this challenge. We denote the offered traffic load at node A by ρA = λA T and at node C by ρC = λC T . For guaranteeing the stability of the system, it is necessary that ρ A < 1 and ρC < 1. These conditions are usually not sufficient because they do not consider the time spent on retransmissions. We assume that the system is started at time t = −∞, so that it reaches its



32 steady state at time t = 0. The steady-state number of packets in QA and QC is denoted by the random variables qA and qC respectively. In the configuration considered, node C’s packets are all correctly received at node D and, thus, never retransmitted. Moreover, node C is always free to transmit. Therefore, the statistical behavior of node C corresponds to an M/D/1 queue with service time T . The distribution of qC is therefore well known (see, for instance, [GH98, page 220]). However, a packet sent by node A collides if it overlaps with node C’s transmission. Thus, node A has to retransmit unsuccessful packets. So, in spite of Poisson arrivals of fixed length packets, the behavior of node A does not correspond to an M/D/1 queue. We model packet retransmissions in the following way: (i) the time between retransmissions (i.e., the backoff delay) is negligible and (ii) the maximum number of retransmissions allowed for each packet is unlimited. Our analysis presented in the section 3.2 is exact under these two assumptions. These modeling assumptions are not very restrictive in practice. Indeed, the analysis shows that the average number of retransmissions per packet is smaller than 1.5 as long as the queues are stable. Furthermore, in section 3.5.2, we carry out detailed simulation of an IEEE 802.11 standard network with the NS simulator [NS05]. Simulation results confirm that our analytical models are able to accurately predict the performance of an IEEE 802.11 standard network. 3.1.3



A Simple “Random-Look” Analysis



In [KT75, TK75], the analysis of the CSMA protocol has been carried out under the assumption that “the interarrival times of the point process defined by the start times of all the packets plus retransmissions are independent and exponentially distributed”; i.e. those form a Poisson process. This assumption is referred to as a “random-look” assumption since Poisson arrivals see time-averages (the so-called PASTA property) [Kle75]. Many subsequent papers use the same assumption as a basis for their analysis, e.g. [HD02,



33 FGLA95, FGLA97] which propose various improvements over the basic CSMA/BTMA and [ZP97] which point out the possible existence of hidden nodes in infrastructure mode WLAN. The “random-look” assumption might be reasonable when the average retransmission delay is large compared to the packet transmission time. However, in the IEEE 802.11 standard, the retransmission delay is small compared to the packet transmission time. Thus, one should not expect such an assumption to provide a good approximation. To illustrate this point, and to motivate our exact analysis described in section 3.2, we now carry out a simple approximate analysis based on the “random-look” assumption and show its limitation.1 . Without any loss of generality, let the time at which node A starts a packet transmission be t = 0. This packet could either be the initial transmission attempt, or a retransmission. Our goal is to compute the probability that this packet collides at the receiver, i.e., node B. For this purpose, we condition on the state of node C at time t = 0. Let the queue length at node C at time t = 0 be denoted by the random variable qC (0). We distinguish between the cases where qC (0) = 0, and qC (0) > 0. We thus have Pr{Collision} = Pr{Collision|qC (0) > 0} · Pr{qC (0) > 0} + Pr{Collision|qC (0) = 0} · Pr{qC (0) = 0}.



(3.1)



The conditional probabilities are easy to compute. If qC (0) > 0, then node C is currently transmitting. Therefore, node A’s packet collides with probability 1, i.e., Pr{Collision|qC (0) > 0} = 1.



(3.2)



On the other hand, if qC (0) = 0, i.e., if QC is empty at t = 0, a collision will happen only if 1



The random-look assumption may hold even if the “‘observer” is not a Poisson process. Many such conditions are collected in [MY95]. The present situation is not one of them.



34 a packet arrives at node C before t = T (note that this packet is immediately transmitted). Since the arrival process to node C is Poisson with rate λC , we get Pr{Collision|qC (0) = 0} = 1 − e−ρC .



(3.3)



To compute Pr{qC (0) = 0} and its complement, we now make use of the “randomlook” assumption, i.e., that the state of node C’s queue at the time when node A starts a packet transmission is the same as at any random point of time [RCSss]. Based on this assumption, we have Pr{qC (0) = 0} = Pr{qC = 0} = 1 − ρC (we remind the reader that qC is a random variable that corresponds to the steady-state queue length whereas q C (0) is a random variable denoting the queue length at time t = 0). Therefore, we obtain the following expression for the collision probability in the hidden node case: Pr{Collision} = 1 · ρC + (1 − e−ρC )(1 − ρC ) = 1 − e−ρC (1 − ρC ).



(3.4)



Let us illustrate the issues with this analysis at the very outset. Fig. 3·2 compares the analytical prediction made by Eq. 3.4 with simulation results for this system. The simulation set-up is described in detail in section 3.5. Figure 3·2 shows that the simple analysis significantly underestimates the collision probability, which may in turn lead to incorrect packet delay estimation. Moreover, it is clear from the figure that the slope of the simulated and theoretical curves differ as ρ → 0. Therefore, the analysis is not asymptotically exact as ρ → 0.2 One of the reasons for the discrepancy is that when a DATA packet sent by node A collides, it is retransmitted after a short backoff time period and this retransmission has a higher chance of colliding again since node C may not yet have completed its transmission. So, the random-look 2



We define an analysis asymptotically exact as ρ → 0 if the analytical function f (ρ) and the exact function g(ρ) satisfy limρ→0 f (ρ)/g(ρ) = 1. If f (0) = g(0) = 0, then the definition implies that f 0 (0) = g 0 (0).
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Figure 3·2: Probability of packet collision. Comparison between the simulation outcome and the predictions of the simple analysis.



assumption does not provide a good quality approximation, even at low load.



3.2 Analysis and Main Results In this section, we present our main analytical results. In particular, we derive the probability of collision, and maximum throughput for the elementary topology in sections 3.2.1 and 3.2.2, respectively, and generalize these results for a generalized linear network in section 3.4. Some of the more lengthy proofs needed for the derivation are deferred to section 3.3. 3.2.1



Probability of Packet Collision in the Elementary Topology



Without loss of generality, suppose node A starts the transmission of a new (fresh) packet at time t = 0. If node C does not transmit anytime during the interval [0, T ], then node A’s transmission will be successful. Otherwise, node A needs to retransmit its packet. The



36 retransmission will take place during the interval [T, 2T ] (we remind that the backoff delay is assumed to be negligible). Again, this transmission will be successful only if node C does not transmit during that interval, and so forth. In general, node A will require N attempts until it succeeds in transmitting its packet, where N is the smallest positive integer such that node C does not transmit during the whole interval [(N − 1)T, N T ] (i.e., the queue at node C remains empty). Let E[N ] denote the mean number of transmissions per packet. The packet collision probability, denoted by Pcoll , corresponds to the fraction of unsuccessful transmissions, that is, Pcoll =



1 E[N ] − 1 =1− . E[N ] E[N ]



(3.5)



Therefore, the derivation of an expression for Pcoll reduces to computing E[N ]. Let qC (t) denote the queue length distribution of node C at time t. The derivation of E[N ] is performed by conditioning on the following two possible states of node C at time t = 0: (a) qC (0) = 0, i.e., node C does not transmit, or (b) qC (0) > 0, i.e., node C does transmit. We therefore have E[N ] = E[N |qC (0) > 0) · Pr{qC (0) > 0} + E[N |qC (0) = 0) · Pr{qC (0) = 0}.



(3.6)



Define the constant κ=1+



W0 (−ρC e−ρA −ρC ) . ρC



(3.7)



Here W0 (z) denotes the Lambert function, which is the solution to the equation xe x = z in the unknown variable x [CGH+ 96]. In sections 3.3.1, 3.3.2 and 3.3.3, we will show



37 that: e ρC 1 − ρC A ρA + κρC + κρA eρC + eρκρ A −1 E[N |qC (0) > 0] = κρA (1 − ρC )   1 ρC ρA ρC − Pr{qC (0) > 0} = (e − 1) e + . ρA 1 − Pcoll E[N |qC (0) = 0] =



(3.8)



The expression for Pr{qC (0) = 0} is given by the complementary probability of Eq. 3.9. Note that Pr{qC (0) = 0} 6= Pr{qC = 0} since qC denotes the steady-state value, whereas qC (0) denotes the queue length at a special instant, namely when node A starts transmitting a packet (note also the difference in notation). An expression for E[N ] in terms of Pcoll is obtained by substituting Eqs. 3.8, 3.9, and 3.9 into Eq. 3.6. Substituting E[N ] into the L.H.S of Equation 3.5 yields an equation in Pcoll . The solution is Pcoll = 1 −



(eρA



A ρC (eρA − 1) − ρκρ A +κρC   , C − 1) eρC + ρρAC − ρAκρ +κρC



(3.9)



which is the desired expression for the probability of packet collision. 3.2.2



Maximum Throughput in the Elementary Topology



The maximum throughput of the network is defined to be the largest traffic load at which the expected queue lengths at nodes A and C remain finite. The maximum throughput is therefore the boundary of the stable region. In the stable region, the following two conditions must hold: (i) Pr{qA = 0} > 0, and (ii) Pr{qC = 0} > 0. Since QC is an M/D/1 queue, Pr{qC = 0} = 1 − ρC , whence ρC must be smaller than 1 for condition (i) to hold. We use Little’s law to find the Pr{qA = 0}. Since, on average a packet at node A takes E[N ] =



1 1−Pcoll



attempts for successful transmission, the utilization of Q A is given by



38 ρ¯A = λA T E[N ]. Then, the probability that QA is empty is given by Little’s Law: Pr{qA = 0} = 1 − ρ¯A = 1 −



ρA . 1 − Pcoll



(3.10)



So, for condition (ii) to hold, ρA must be smaller than 1 − Pcoll , where Pcoll is given by Eq. 3.9. Eq. 3.10 does not yield a closed-form formula, but allows us to compute the maximum throughput numerically. For example, with ρA = ρC = ρ, condition (ii) numerically translates to ρ < 0.401 by using Eq. 3.10 . Since ρ < 0.401 also satisfies condition (i), we find that the maximum throughput is ρ∗ = 0.401. It is interesting to mention that with ρA = ρC = ρ the maximum throughput is lower than ρ = 0.5. The general linear case is even more surprising; for some nodes, the saturation occurs at load ρ = 0.15 even though each node shares the channel with only one other node. We discuss this result in section 3.4. Note that with ρ < 0.401, the average number of retransmissions per packet is always smaller than 1.5. Thus, our assumption that the maximum allowed number of retransmissions is unlimited is not very restrictive in practice. It is possible to find an expression for the average packet delay as well. The calculations boil down to computing the second moment of N . We provide the expression for the symmetric case in [RSCss]. The computation however turns out to be a long one, which provides little insight. Hence, we do not include it here.



3.3 Proof of Key Expressions 3.3.1



Calculation of E[N |qC (0) = 0]



In this section, we derive Eq. 3.8. First, we recall that QC behaves as an M/D/1 queue. This queue passes through alternate cycles of idle and busy periods. Let us refer to Fig. 3·3, which shows the fashion in which idle periods alternate with busy periods. We denote the
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Figure 3·3: Description of the notation for the case qC (0) = 0.



idle period durations by X1 , X2 , X3 , . . . and the busy period durations by L1 , L2 , L3 , . . ., etc. X1 is measured from t = 0. Idle periods are i.i.d. exponentially distributed random variables with mean E[X] = 1/λC ,



(3.11)



and busy periods are i.i.d random variables with mean E[L] = T /(1 − ρC )



(3.12)



[Kle75, Chapter 5.8]. We note that the duration of each busy period is an integer multiple of T , since the service time (the transmission time) of each packet is deterministic and equal to T . Next, we recall that node A succeeds in transmitting its packet at the N -th attempt, that is, during the interval [(N − 1)T, N T ]. Let us denote by M , the number of busy periods of QC until node A successfully transmits its packet (in Fig. 3·3, M = 3). We note that the end of the M -th busy period of QC always falls within the interval [(N − 2)T, (N − 1)T ]. Next, denote by Y the time interval between the end of the M -th busy period of Q C and the point of time t = (N − 1)T . Y is defined to be 0 if the first transmission is successful, i.e., N = 1. The variables N , M , and Y are all random. The relation between these



40 random variables can be expressed as follows NT =



M X



Xi +



i=1



M X



Li + Y + T.



(3.13)



i=1



By taking the expectation on both sides of Eq. 3.13 and dividing by T , we obtain # # "M "M X X 1 1 1 E[N |qC (0) = 0] = E Xi + E Li + E [Y ] + 1 T T T i=1 i=1 # ## "M " "M X X 1 1 Xi + Y + E E Li |M + 1 = E T T i=1 i=1 =



1 E T



1 = E T



"



M X



i=1 "M X



(3.14)



Xi + Y



#



+ E[M ]



E [L] +1 T



(3.15)



Xi + Y



#



+ E[M ]



1 + 1. (1 − ρC )



(3.16)



i=1



The transition from Eq. 3.14 to Eq. 3.15 follows from the fact that the busy periods of QC are i.i.d. and independent of M . i Xi + Y and E[M ]. The key obserP vation for deriving these quantities is that the expression M i=1 Xi + Y must be an integer Our goal now is to derive expressions for E



hP



M i=1



multiple of T . This property follows from Eq. 3.13 and the fact that the sum of the duP rations of busy periods, i.e., M i=1 Li , is itself an integer multiple of T . We therefore can write



M X



Xi + Y = (K − 1)T,



(3.17)



i=1



where K ≥ 1 is an integer. Our next step is to compute E[K] which, from Eq. 3.17, will i hP M X + Y . allow us to determine E i i=1 We proceed in the following way. Construct a new time axis t 0 from t by removing



the busy periods Li ’s. This new axis is shown in Fig. 3·3. As shown in this figure, the P m-th busy period on t0 axis is represented by a point occurrence at time t0 = m i=1 Xi .



41 These occurrences are separated by i.i.d exponential variables, X i ’s. So, they constitute a Poisson process with intensity λC . We denote this process by P. Furthermore, since each busy period is an integer multiple of T , the interval [(N − 1)T, N T ] on t axis is mapped to [(K − 1)T, KT ] on t0 axis. K is therefore characterized to be the smallest positive integer so that the interval [(K − 1)T, KT ] on t0 axis has no arrival of the process P. Now we are in a position to compute E[K]. Since P is a Poisson process with rate λC , the probability that there is at least one arrival of P during any interval on length T on t0 axis is (1 − e−ρC ). Thus, Pr(K = k) =



1 − e−ρC



E[K] = eρC .



k−1



e−ρC , and



(3.18) (3.19)



E[M ] is also calculated with ease using the properties of P. On t 0 axis, M is simply the total number of arrivals of P in the interval [0, KT ]. Define ν j to be the number of arrivals of the process P during the interval [(j − 1)T, jT ] on t0 axis. For example, in Fig. 3·3, ν1 = 2 and ν2 = 1. Then, M is the sum of arrivals in each of the sub-intervals, i.e., M=



K−1 X



νj .



(3.20)



j=1



The sum runs up to (K − 1) since νK = 0 by the definition of K. By taking expectation



42 on both sides, we get (3.21)



E[M ] = (E[K] − 1) E[ν | ν > 0] = (eρC − 1)



ρC = ρ C e ρC , 1 − e−ρC



(3.22)



where we omit the subscript of ν as they are i.i.d. Substituting E[K] from Eq. 3.19 and E[M ] from Eq. 3.22 in Eq. 3.16, we get "M # X 1 1 E[N |qC (0) = 0] = E Xi + Y + E[M ] +1 T (1 − ρ C) i=1 = [eρC − 1] + [ρC eρC ] =



1 +1 (1 − ρC )



e ρC . 1 − ρC



(3.23) (3.24) (3.25)



This proves Eq. 3.8. We now compute a quantity that will be used in section 3.3.3. Let W be the amount of time node A transmits and node C does not during the transmission attempts of this packet. Then,



W = Therefore,



"



M X



Xi + Y



i=1



E[W |qC (0) = 0] = E



"



#



M X



= T [e



i=1 ρC



= T e ρC .



(3.26)



+ T.



Xi + Y



− 1] + T



#



+T (3.27) (3.28)
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Figure 3·4: Description of the notation for the case qC (0) > 0.



3.3.2



Calculation of E[N |qC (0) > 0]



Now we derive Eq. 3.9. The derivation is similar to the derivation of Eq. 3.8 presented in section 3.3.1 except that we need to consider an additional residual busy period of Q C . Let us refer to Fig. 3·4. It is given that QC is going through a busy period at time t = 0. Let this busy period end at t = L0 . Now, similar to section 3.3.1, define Li (i = 1, 2, . . .) to be the length of i-th busy period, Xi to be the idle period preceding i-th busy period, and M to be the number of busy periods of QC following t = L0 until node A successfully transmits its packet during the interval [(N − 1)T, N T ]. The time interval between the end of the M -th busy period of QC and the point of time t = (N − 1)T is again denoted by Y . These random quantities are related by the following equation, NT =



M X i=1



Xi +



M X



Li + Y + T + L 0 .



(3.29)



i=1



We take expectations on both sides of Eq. 3.29 and obtain # ## "M " "M X X 1 1 Xi + Y + E E Li |M + 1 E E[N |qC (0) > 0] = T T i=1 i=1



(3.30)



1 + E [L0 ] "T M # X 1 1 E [L] E + 1 + E [L0 ] . (3.31) = Xi + Y + E[M ] T T T i=1
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Figure 3·5: A typical sample path for the case qC (0) > 0.



Our goal now is to obtain the individual expectations. We begin by E[L 0 ]. First note that, although L0 is the residual busy period of QC , t = 0 is not a random instant. Thus, the standard expression for the residual time does not apply. We will therefore compute E[L0 ] from the basic principles. Figure 3·5 shows a typical sample path for the case qC (0) > 0. During an instant when node C was idle, node A finishes its busy period. This busy period is followed by an idle period, I, which is exponentially distributed with parameter λ A . The idle period I ends at time t = 0. Since it is given that qC (0) > 0, node C is busy when I terminates. Our next task is to compute the probability density of the length of the busy period that contains t = 0, in terms of the known probability density of the length of busy periods ¯ an arbitrary busy period of QC of length of node C (an M/D/1 queue), fX (x). Let B, x, begin at the time I = I0 , and let σ denote the rest of the idle period I. Due to the memoryless property of the exponential distribution I, σ is exponentially distributed with ¯ contains t = 0—given that the length of parameter λA . Therefore, the probability that B ¯ is x—is equal to Pr{σ < x} = (1 − e−λA x ). Therefore, the probability density of B, B the busy period that contains t = 0, is given by pB (x) = (1 − e−λA x )fX (x)/κ.



(3.32)



45 Here, κ=



Z∞



(1 − e−λA x )fX (x)dx



(3.33)



x=0



is the normalizing constant. κ is computed by noting that w=



Z∞



e−λA x fX (x)dx



(3.34)



x=0



satisfies the functional equation w = e−(λA +λC −λC w)T [Kle75, page 212], whence κ = 1 +



(3.35)



W0 (−ρC e−ρA −ρC ) . ρC



Finally, the probability density of the residual time L 0 , given that the length of B is x, is computed by noting that Pr{L0 ≤ r|B = x} = Pr{σ ≥ x − r|σ ≤ x}, whence pL0 |B (r|x) =



λA e−λA x λA r e . 1 − e−λA x



(3.36)



So, E[L0 |B = x] =



x 1 − . 1 − e−λA x λA



(3.37)



Combining with Eq. 3.32, we obtain E[L0 ] =



T T − . κ(1 − ρC ) ρA



hP



M i=1



(3.38)



i



Xi + Y . Unlike the previous case, however, Our next goal is to compute E PM i=1 Xi + Y is not an integer multiple of T . We thus introduce a new variable that will allow us to use the technique presented in section 3.3.1.



Let s be the smallest integer so that sT > L0 . We define τ = sT − L0 . Due to the



46 memoryless property of σ, it follows that the distribution of τ is given by pτ (y) =



λA e−λA y , 1 − e−ρA



(3.39)



where y ∈ [0, T ]. It follows then E[τ ] = T /ρA − T /(eρA − 1). We now note that rewriting Eq. 3.29,



PM



M X



i=1



(3.40)



Xi + Y − τ is an integer multiple of T . This is because,



Xi + Y − τ = N T −



M X



Li − T − (L0 + τ ) ,



(3.41)



i=1



i=1



and all the terms in the R.H.S of Eq. 3.41 are integer multiples of T . So, we can write M X



Xi + Y



= τ + (K − 1)T.



(3.42)



i=1



To compute E[K], we will apply the same technique that we used in section 3.3.1. We construct a new time axis t0 from t by removing the busy periods Li (i = 1, 2, . . .). This new axis is shown in Fig. 3·4. The only difference is that we choose t0 in such a way that the point of time t = L0 is mapped to t0 = −τ . As we explained in section 3.3.1, the P m-th busy period on t0 axis is represented by a point occurrence at time t0 = m i=1 Xi − τ , and these occurrences constitute a Poisson process with intensity λ C . We again denote



this process by P. The interval [(N − 1)T, N T ] on t axis is mapped to [(K − 1)T, KT ] on t0 axis. K is again characterized to be the smallest positive integer so that the interval [(K − 1)T, KT ] on t0 axis has no arrival of the process P.



47 The probability distribution of K remains as before; namely, Pr(K = k) =



1 − e−ρC



E[K] = eρC .



k−1



e−ρC , and



(3.43) (3.44)



To compute E[M ], we count the number of arrivals in each sub-interval. Define ν 0 to be the number of arrivals of P during the interval [−τ, 0], and ν j (j ≥ 1) to be the number of arrivals of P during the interval [(j − 1)T, jT ] on t0 axis. Then, M , the total number of arrivals of P during the interval [−τ, KT ] is the sum of ν j ’s: M =



K X



νj =



j=0



K−1 X



νj ,



(3.45)



j=0



since νK = 0 by the definition of K. νj (j = 1, 2, . . . , K − 1) are i.i.d and independent of τ . However, ν0 , depends on τ . Also note that the possibility ν0 = 0 is not excluded. We compute the expectation of ν0 separately by conditioning on τ . Since P is a Poisson process, E[ν0 |τ ] = λC τ , whence, E[ν0 ] = λC E[τ ] =



ρC ρC − ρ . ρA e A − 1



(3.46)



Here, we substituted E[τ ] from Eq. 3.40. Therefore, E[M ] = E[ν0 ] + (E[K] − 1) E[ν | ν > 0] =



ρC ρC + ρ C e ρC . − ρ ρA e A − 1



(3.47) (3.48)



Now we substitute E[K] from Eq. 3.44 and E[M ] from Eq. 3.48 into 3.31, and obtain the desired expectation: E[N |qC (0) > 0] =



eρA +ρC − eρC − 1 ρA + κρC + . ρ A (e − 1)(1 − ρC ) κρA (1 − ρC )



(3.49)



48 This proves Eq. 3.9. The following quantity will be used in section 3.3.3. Let W be the amount of time node A transmits and node C does not during the transmission attempts of this packet. Then, W = It follows that
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(3.50)



+ T.



(3.51) (3.52)



Derivation of Pr{qC (0) > 0}



In this section, we derive Eq. 3.9, the probability that node C is transmitting at the time node A starts transmitting a fresh packet, i.e., qC (0) > 0. We first observe that the event qC (0) > 0 occurs with nonzero probability if and only if an arrival to node A finds QA empty and QC busy. Clearly, qC (0) > 0 for all such arrivals, since the packet is transmitted immediately. It is also clear that q C (0) = 0 for the arrivals that find both QA and QC empty. On the other hand, if an arrival finds QA nonempty—i.e., it is queued—then with probability 1, node C is empty at the time this packet is transmitted; otherwise, the previous packet sent by node A would not have been transmitted successfully. So, Pr{qC (0) > 0} = Pr{An arrival to node A finds QA empty and QC nonempty}. However, by the PASTA (Poisson Arrivals See Time Average) property, an arrival to node A finds the system is at its steady-state distribution. Thus, Pr{qC (0) > 0} = Pr{qA = 0, qC > 0}.



(3.53)



49 We will derive Eq. 3.53 by computing Pr{qA = 0, qC = 0} using Little’s law. We observe that the event qA = 0, qC = 0 is equivalent to that the system consists of QA and QC is empty. So, we can find Pr{qA = 0, qC = 0} by applying Little’s law to the whole system. The utilization of the system is given by: System Utilization = fraction of time node C transmits + fraction of time node A transmits and node C does not. Let W denote the amount of time node A transmits and node C does not during the transmission attempts of a packet. We can then write the System Utilization: ρ¯sys = λC T + λA E[W ],



(3.54)



and the probability that the system is empty Pr{qA = 0, qC = 0} = 1 − ρ¯sys .



(3.55)



We compute E[W ] by conditioning. We distinguish between the cases when q C (0) = 0 and qC (0) > 0. The conditional expectations are given by Eq. 3.28 and Eq. 3.52. So, E[W ] = E[W |qC (0) > 0] · Pr{qC (0) > 0} + E[W |qC (0) = 0] (1 − Pr{qC (0) > 0})    1 1 ρC · Pr{qA = 0, qC > 0} + e . = T − ρA e ρ A − 1



(3.56) (3.57)



The substitution of Pr{qC (0) > 0} is made using Eq. 3.53. Various probabilities are related by the fundamental relation: Pr{qA = 0, qC > 0} = Pr{qA = 0} − Pr{qA = 0, qC = 0}.



(3.58)



Substituting Pr{qA = 0} from Eq. 3.10, Pr{qA = 0, qC = 0} from Eq. 3.55 and E[W ]
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Figure 3·6: Generalized linear network.
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Figure 3·7: The linear network.



from Eq. 3.58 in Equation 3.58, we get our desired expression Pr{qC (0) > 0} = Pr{qA = 0, qC > 0} = (e



ρA



  ρC 1 ρC − 1) e + − (3.59) . ρA 1 − Pcoll



This proves Eq. 3.9.



3.4 Extension to Generalized Linear Networks In this section, we extend our results of the elementary topology to a generalized linear network. A generalized linear network is characterized by the following conditions: (i) A node is either a transmitter, or a receiver, but not both, (ii) a transmitter sends packets to only one receiver and a receiver receives packets from only one transmitter, (iii) no two transmitters are within the range of each other, and (iv) there is at most one hidden node for each receiver. These conditions generalize the linear topology of Fig. 3·7; another example is shown in Fig. 3·6.



51 We begin by considering the linear topology shown in Fig. 3·7. The nodes are arranged in pairs, (Ai , Bi ) (i = 0, 1, . . .). Each node can sense/interfere with only its nearest neighbors. Node Ai sends packets to node Bi ; exogenous arrivals to each node Ai follow an independent Poisson process with rate λi . As explained in section 3.1.1, Bi could represent a set of nodes instead of a single node. The packet transmissions from node Ai experience a probability of packet collision Pi . Our goal is to compute Pi (i = 0, 1, . . .). We do this by iteratively calculating Pi ’s, starting from P0 . Since A0 is the only node which can send packets to B0 , packets sent by node A0 do not experience any collision, and P0 = 0. Moreover, since P0 = 0, the topology formed by the four nodes A1 , B1 , A0 , B0 is the same as the elementary topology depicted in Fig. 3.1(a). Therefore, P1 is given by Eq. 3.9, with ρA ← ρ1 = λ1 T and ρC ← ρ0 = λ0 T . Now, for the general case, assume that Pi has been computed. If we can now compute Pi+1 , then by induction we can compute the probability of collision for all nodes since P 0 is known. Towards this end, consider the segment Ai+1 , Bi+1 , Ai , Bi . If node Ai behaves like a M/D/1 queue, then we can use Eq. 3.9 directly. However, node Ai is experiencing collisions, and due to the retransmissions, the queue is not M/D/1 in general. All is not lost, however. If we can recover the properties of an M/D/1 queue that are used in the derivations in section 3.3 for this case, then we can compute Pi+1 . In particular, we used the following properties 1. The idle periods are exponentially distributed with rate λ i (cf. Eq. 3.11). 2. The busy periods are integer multiples of T (cf. page 39). 3. The expectation of busy period is T /(1 − λi T ) (cf. Eq. 3.12). 4. The distribution of the busy period of an M/D/1 queue for computing Eq. 3.33.



52 Now, suppose that node Ai is experiencing packet collisions with probability P i . Then properties 1 and 2 are still true. Computation of the expected busy period is simple. Suppose, the random variable B denotes the busy periods of node A i , and the corresponding ¯ The mean idle period of node Ai is 1/λi (property 1). Then, fraction mean is E[B] = B. ¯ B ¯ + 1/λi ). But we have already established that of time node Ai is busy is given by B/( this fraction is λi T /(1 − Pi ) (complement of Eq. 3.10). These two expressions must be equal. Thus, ¯ λi T B = . ¯ + 1/λi 1 − Pi B T ¯ = . Or, B 1 − λi T − P i



(3.60) (3.61)



Note that the stability condition Pi < 1 − λi T is clear from this equation. So far we did not need any approximations. However, computing the exact counterpart of Eq. 3.33 is difficult for the current case. Nevertheless, Eq. 3.33 can be approximated in various ways. First, we describe a method that, in principle, allows us to approximate Eq. 3.33 within any desired degree of accuracy. Suppose that the probability density function of the busy periods of node Ai is denoted by fB (x), and let the normalization constant corresponding to Eq. 3.33 be κ ¯ . Then, κ ¯ =



=



Z∞



(1 − e−λi+1 x )fB (x)dx



x=0 ∞ X n=1



(−1)n+1



λni+1 E[B n ] n!



λ2i+1 ¯ = λi+1 B − E[B 2 ] + · · · 2



(3.62) (3.63) (3.64)



The expectations are taken with respect to the density fB (x). Then, we can approximate κ ¯



53 by truncating the infinite series after S terms: κ ¯≈



S X λn (−1)n+1 i+1 E[B n ]. n! n=1



(3.65)



Here, E[B] is given by Eq.3.61. Further terms of this series can be computed if so desired; such computations boil down to computing E[N n ], n = 2, 3, . . . (see the remark at the end of section 3.2.2). Clearly, this approximation is exact as λi+1 → 0. Approximating κ ¯ by the most significant term is, however, not enough. If we put ¯ then we have E[L0 ] = 0 (cf. Eq. 3.38), which does not yield accurate κ ¯ = λi+1 B, numerical values. Therefore, we propose two more approximations that do not use higher moments of the busy period. The first one is ¯



(3.66)



κ ¯ ≈ 1 − e−λi+1 B .



 Here, we approximate the expectation of the function 1 − e−λi+1 x by evaluating it at the



expected value of x. Interestingly, this approximation is exact at low load. As λ i /(1 − Pi ) → 0, the busy period density of node Ai approaches a delta function, specifically, ¯



fB (x) → δ(x−T ). Then, indeed, E[1−e−λi+1 x ] = 1−e−λi+1 T = 1−e−λi+1 B . The second approximation is to consider node Ai as an M/D/1 queue, but with load λi T /(1 − Pi ). This is again accurate at low load, since in that regime, packet retransmissions are rare and indeed node Ai behaves like an M/D/1 queue. Our simulation results in section 3.5 show that these approximations carry over to fairly large load values. Thus, as a matter of notation, Pi+1 , the probability of packet collision at node Ai+1 , can be written in terms of Pi as Pi+1 = g(λi , λi+1 , Pi ). The function g is computed in a manner similar to the computations of section 3.3, but Eq. 3.12 replaced by Eq. 3.61, and Eq. 3.33 approximated by one of the approaches described before, such as, by Eq. 3.65 or by Eq. 3.66. This allows us to iteratively compute approximate values of P i for i = 0, 1, . . ..



54 Finally, we describe the extension of this approach to generalized linear networks. Suppose, node A is a transmitter node in such a network. Then, node A sends packets to only one node (condition (ii)), say, to node B. If node B has no hidden node, then probability of packet collision seen by node A is zero. Otherwise, there is only one hidden node (condition (iv)), say node C. Node C is a transmitter, thus it sends packets to some node D. Node D cannot be same as node B, otherwise condition (ii) will be violated. Thus, we have an elementary topology A, B, C, D. Let, the probability of packet collision at node C be PC and the probability of packet collision at node A be PA . Then, PC and PA are related by the equation PA = g(λC , λA , PC ).



(3.67)



Thus, the task of solving the general case reduces to finding probabilities such that all corresponding pairs (that belong to some elementary topology) satisfy relation 3.67. This system of equations can be solved numerically.



3.5 Simulation Results In this section we present simulation results that verify the correctness of our analysis as well as its ability to predict the performance of IEEE 802.11 networks. 3.5.1



Validation of the Analysis



In order to validate our analysis, we have developed a discrete event simulator in Matlab [MAT05] that simulates the elementary topology shown in Fig. 3.1(a) and make exactly the same modeling assumptions as those described in section 3.1: namely, the packet arrivals at the nodes are independent Poisson processes with rate λ, each frame takes one unit time to transmit, unsuccessful frames are retransmitted immediately, and maximum retransmission per packet is unlimited. The simulation is run for 100,000 unit time. Since
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Figure 3·8: Simulation vs. Theory: Probability of packet collision.



there is no modeling mismatch, we expect essentially an exact match between the simulation and the theory. This is indeed the case as shown in Fig. 3·8. This figure plots the probability of packet collision (the Packet Error Rate), and compares the analytical result with those obtained by simulation. From the plot, it is clear that the match between the simulation and analytical results is excellent, which validates the correctness of our analytical results. 3.5.2



Simulation of IEEE 802.11 network



Verifying the applicability of our analytical models to real systems is our next task. In order to do so, we have created a simulation environment based on the ns simulator [NS05], which simulates wireless networks based on IEEE 802.11 standard. Table 3.1 summarizes the main parameter settings for the simulator. The values used for retry limits and propagation model are default. RTS threshold is set to 3000 so that nodes do not use RTS/CTS



56 Table 3.1: Key NS parameters. Routing protocol DumbAgent Propagation model TwoRayGround Data rate 1 Mb/s Carrier sense threshold 2.5 × 10−10 W Receiving range Threshold 2.5 × 10−10 W Packet size 2000 Byte Short retry limit 7 Long retry limit 4 RTS Threshold 3000



handshake. Elementary Topology We start by describing simulation outcomes for the elementary topology shown in Fig. 3.1(a). Probability of packet collision: Fig. 3·9 compares the probability of packet collision resulted in NS simulation, and the theoretical prediction. From the plot, it is clear that the simulation and the analysis match very well. Small discrepancy is observed only at a very high traffic load (ρ ≈ 0.4 is the saturation point), where some of our modeling assumptions are no longer valid. We also point out that the probability of packet collision is already 50% in this area. So, a practical network may anyway not be able to work at such high traffic loads. Maximum throughput: Finally, we consider the maximum throughput of this network. Fig. 3·10 shows the average system time, normalized by the packet transmission time T , versus the traffic load. The simulation clearly indicates that the queue of node A saturates around a load of ρ = 0.4. The theoretical prediction of the maximum throughput, derived in section 3.2.2, is ρ∗ = 0.401 which agrees very well with the simulation result.



57



1



NS Simulation Theory



Packet Error Rate



0.8



0.6



Theory



0.4 NS Simulation 0.2



0 0



0.05



0.1



0.15 ρ



0.2



0.25



0.3



Figure 3·9: Probability of packet collision: Comparison between NS simulation and theory.



Linear Topology Now we describe simulation outcomes for the general linear network. The topology is shown in Fig. 3·7, where we used 15 pairs of nodes: (A0 , B0 ) to (A14 , B14 ). Exogenous arrivals at each node Ai follow independent Poisson processes, each with a common rate λ (hence, by definition, ρ = λT ). Probability of packet collision: Fig. 3·11 compares the analytical and ns simulation results for probability of collision at nodes A1 , A7 and A14 . We show two approaches for obtaining a theoretical approximation: (i) Theory(1), based on Eq. 3.66, and (ii) Theory(2), based on approximating node Ai+1 as an M/D/1 queue. The figure clearly shows that our analytical expressions are asymptotically exact at low load. Moreover, both approximations clearly capture the behavior of the curves, although discrepancies are observed when the probability of collision is high. Overall, the second approach performs better in this
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Figure 3·10: Maximum throughput: NS simulation. Theoretical prediction is ρ∗ = 0.401.
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Figure 3·11: Probability of packet collision: Comparison between NS simulation and theory.



situation. So, we show only this approximation later on. It is interesting to observe that as we go further to the left (cf. Fig. 3·7), the probability of collision becomes very high even at relatively low load. This is perhaps surprising since packets of node Ai are only affected by the transmissions of node Ai−1 . An intuitive reason is as follows: due to the transmissions at node A0 , node A1 ’s packets collide, which are retransmitted. These retransmissions cause further packet collisions at node A 2 . So, node A2 ’s packets experience a higher probability of packet collision, which in turn affects node A3 ; and so on. Therefore, the impact of hidden nodes is cumulative in this topology. Maximum throughput: The nodes in the linear network can achieve different maximum throughput. In particular, when the common exogenous load value, ρ, is increased, the leftmost node saturates first, due to the cumulative effect explained above. In Table 3.2, we show the maximum throughput observed at nodes A1 , A7 and A14 in the simulation as well as the theoretical predictions.



60 Table 3.2: Maximum throughput in the linear network. A1 A7 A14



Theory Simulation 0.401 0.400 0.160 0.185 0.140 0.160



We find that the theoretical predictions are lower than simulation outcomes. The discrepancy occurs due to the fact that our theoretical results for the general linear network are based on low load assumption, so they are less accurate near the saturation point. Nevertheless, the theory does predict the right order of magnitude—in fact, it provides a lower estimate—which is often sufficient for many purposes.



3.6 Summary In this chapter, we have quantified the impact of hidden nodes on the performance of linear wireless networks. We have performed an analysis based on a model that closely follows the IEEE 802.11 protocol, taking into consideration the effects of queuing and retransmissions at each node. In order to make the analysis tractable, we have decomposed the general network into elementary 4-node topologies. For these topologies and based on our statistical assumptions, we have derived exact expressions for the probability of packet collision, maximum throughput and mean packet delay. We then generalized these results to the case of generalized linear wireless networks. In particular, we developed a simple iterative procedure that allows to approximate the packet collision probability and maximum throughput at each node of a linear wireless network. We made use of simulation to verify the correctness of our analysis as well as its applicability to predict the performance of IEEE 802.11 networks. The analytical results



61 were verified by a Matlab based discrete event simulation, whereas we used the IEEE 802.11 standard NS simulator to verify the merits of the analytical predictions. The Matlab simulation results matched exactly with the analytical predictions, thereby validating our analysis. The NS simulations showed that our analytical results provide high quality predictions of network performance; slight discrepancy was observed only at traffic load where the probability of packet collision is already very high. For the case of the general linear network, we also observed and discussed an interesting propagation effect, whereby some of the nodes saturate at traffic load values as low as ρ ≈ 0.15, even though each node is directly affected by only one other node. This effect is reminiscent to influence propagation studied in [Arc03, VSnt]. Although our analysis focused on IEEE 802.11 networks, it can also be used for predicting the performance of other types of wireless networks, such as sensor networks. Since sensor networks often implement CSMA-based protocols (see e.g., [IEE03, WC01]), the scenarios described and analyzed in this chapter could be especially useful in the design and evaluation of these networks. In this respect, the extension of our analysis to general topologies represents a very interesting research area open for future work.
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Chapter 4



The Masked Node Problem The RTS/CTS mechanism is able to prevent the DATA packet collisions due to hidden nodes in star topologies. This is one of the reasons for supporting this mechanism in the IEEE 802.11 protocol. In multihop networks, however, neighboring nodes are often unable to receive the control packets because they are masked by on-going transmissions from other nodes near them. This means that the RTS/CTS mechanism does not generally prevent DATA packet collisions in multihop networks, even under perfect operating conditions, such as negligible propagation delay, no channel fading, no node mobility, and equal communication and interference ranges. We refer to a node that is supposed to receive an RTS or a CTS packet, but cannot interpret it correctly because of another on-going transmission, as a masked node. A masked node can subsequently cause DATA packet collisions, even if the RTS/CTS handshake is performed successfully between a sender and a receiver. Since DATA packet collisions reduce throughput and increase delay, masked nodes may significantly affect network performance. Masked nodes are as fundamental as hidden nodes. Although the hidden node problem has been studied extensively in the literature, the masked node problem has received very little attention. The problem was briefly alluded to in [BDSZ94, HDL+ 02]. We contribute to the understanding of masked nodes in several ways. First, we describe the masked node problem and show examples of sequences of events that lead to DATA packet collisions. Second, we assess the existence and impact of masked nodes on a small multihop network



63 consisting of four WLAN-equipped laptops, by conducting real experiments backed up by a queueing-theoretic analysis. The analytical and experimental data are in excellent agreement. They provide evidence that the presence of a masked node in a network can result in DATA packet loss higher than 10%, which represents an order of magnitude increase over the packet loss measured in a network without masked nodes. Third, we quantify the effect of masked nodes on IEEE 802.11 network performance through detailed simulations. The simulations allow us to consider larger networks, and estimate important performance metrics such as delay and throughput. In particular, the simulations show that masked nodes can double the average packet delay (because of retransmissions), rendering, in some situations, a wireless network unsuitable for multimedia traffic. These results show that masked nodes significantly affect the overall performance of wireless LANs. The rest of this chapter is arranged as follows. In Section 4.1, we elaborate on the concept of masked nodes. We consider a linear topology network and show scenarios that lead to the formation of masked nodes and subsequent DATA packet collisions. We then conduct an analysis to derive the probability of a packet collision as a function of the traffic load in this network. In Section 4.2, we describe the design of our testbed and provide experimental results showing the significant impact of a masked node on a real wireless network. We compare these experimental results with those predicted by our analysis. In Section 4.3, we present our simulation results and quantify the effect of masked nodes by contrasting the results against a hypothetical simulation mode where the formation of masked nodes is eliminated. We summarize our findings in Section 4.4.



4.1 Masked nodes The main idea behind using an RTS/CTS handshake is that nodes within the transmission range of either a sender or a receiver will hear at least one of the control packets and hence defer their transmission. However, it is incorrect to assume that all nodes within the
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Figure 4·1: The masked node. Node B transmits Packet 1 to node A and node D transmits Packet 2 to node E at the same time. Since node C receives signals from two different sources, it cannot decode either of the packets. Node C is said to be a masked node because each transmission masks the other.



sender’s transmission range can hear the RTS and all nodes within the receiver’s transmission range can hear the CTS, even under perfect operating conditions. The fact that node A is within the transmission range of node B does not necessarily guarantee that node A will be able to decode every packet originating from node B, due to other on-going transmissions near node A1 . More specifically, if a node receives two or more signals simultaneously, then it generally cannot decode any of the corresponding packets, even if it wishes to. We refer to such a node as a masked node. Figure 4·1 illustrates this problem. In this figure, node B transmits a packet to node A. Shortly thereafter, node D starts transmitting a packet to node E. Since node C receives signals from two different sources at the same time, it cannot decode either of the packets. Node C is unable to hear the transmission of node D to node E because it is masked by the on-going transmission from node B to node A (and vice-versa). In such a situation, node C is a masked node. Masked nodes are as fundamental as hidden nodes. Similar to hidden nodes, masked nodes do not necessarily cause DATA packet collisions. However, if one of the packets 1



By decode we mean that all the bits of the packets are interpreted without any error.
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Figure 4·2: A DATA packet collision due to a masked node. The circle symbol indicates the unheard CTS packet from node B, and the star symbol indicates the resulting packet collision.



a masked node was supposed to receive is a CTS or an RTS, then the masked node may subsequently cause a collision. We next present a typical scenario where the presence of a masked node leads to a DATA packet collision. We subsequently derive an analytical expression for the probability of such a collision. The analysis shows that the collision probability is quite high, even under moderate traffic load. The results of our analysis are corroborated by experimental results, presented in Section 4.2. 4.1.1



DATA packet collision caused by a masked node



The scenario is illustrated in Figure 4·2. Assume that initially all the nodes are idle and none of them is prohibited from transmitting. Now, node D and node E exchange an RTS/CTS dialog successfully and node D starts sending a DATA packet to node E. Node C



66 receives the RTS sent by node D and updates its NAV appropriately. After node D starts transmitting the DATA packet, node A sends an RTS to node B. Since node B is not within node D’s transmission range, it does not sense any carrier and responds with a CTS. This CTS should reach node C. However, node C is masked by the signal from node D. Thus, node C cannot decode the CTS packet. Node A, on the other hand, does receive the CTS and, thus, starts sending its DATA packet. In the mean time, nodes D and E complete their communication and node C becomes free to transmit. Node C now transmits an RTS destined for one of its neighbors. This RTS reaches node B and destroys the data packet node B is receiving. Another possibility is that after nodes D and E complete their communication, an RT S is sent by node D, or by another node, to node C. Since node C is free to transmit as per its NAV, it responds with a CTS which collides with the DATA packet that node B is currently receiving. As shown by our analysis and experiments, the likelihood of this scenario is relatively high because node C remains masked during an entire DATA packet transmission, which represents a substantial amount of time. 4.1.2



Analysis



In this section, we evaluate the impact of the masked node on the performance of the network shown in Figure 4·2. Our goal is to derive the probability of a packet collision as a function of the traffic load in the network. We consider the network configuration of Figure 4·2. In this configuration, node A sends packets to node B, node C to node D, and node D to node E. We now introduce our notation and assumptions for the analysis. Nodes A, C and D maintain infinite buffer queues. The exogenous arrivals to these queues are independent Poisson processes, each with rate λ (number of packets per unit of time). The DATA packet size is fixed and the



67 transmission time of each packet is T . All the pairs communicate by first initiating an RTS/CTS handshake. The transmission times for the control packet are assumed to be negligible. We define the load on each queue to be ρ = λT , with ρ < 1. We assume that the system is started at time t = −∞, so that it reaches its steady-state at time t = 0. The channel is noise-free, so that packets are lost only because of collisions. We note that this network configuration will occur repeatedly at different times and locations in any large multi-hop network. Thus, we consider this network and the traffic patterns to be typical local snapshots of larger network behavior. This viewpoint will be validated when we examine simulation results for a large wireless network in Section 4.3. The analysis of the masked node in this network is similar to the “random-look” analysis of the hidden node scenario carried out in the previous chapter. The strategy is first to calculate the collision probabilities conditioned on the states of nodes C and D and then combine these conditional probabilities by approximating the steady-state joint probabilities of the states of node C and D by two independent M/D/1 queues. This approximated analysis becomes asymptotically exact at low load, that is, as ρ → 0. In practice, the analysis remains fairly accurate over a wide range of values of ρ, as shown by our experiments in the next section. Note that the simple analysis of the hidden node scenario is not accurate because the chance that a retransmission collides is higher than other packets since the hidden node may not have yet completed its transmission. This problem does not arise in the masked node case. Nodes A and B cannot perform a successful RTS/CTS handshake as long as node C is transmitting, since node B is unable to hear any RTS sent by node A during this time. Thus, node A will not start retransmitting a DATA packet before node C completes its transmission. We first compute the conditional probabilities. Suppose that node A starts transmitting a DATA packet at time t = 0, following a successful RTS/CTS handshake. Let the queue



68 lengths in nodes C and D at t = 0 be denoted by the random variables q C and qD , respectively. We next compute the probability that this DATA packet collides conditioned on the following possible states of the queues of nodes C and D at this time: (a) q C = 0, qD = 1, (b) qC = 0, qD ≥ 2, (c) qC ≥ 1, qD = 1 and (d) qC ≥ 1, qD ≥ 2. These four cases are mutually exclusive and the probability of collision in other states is 0. Note that node C cannot transmit at time t = 0, otherwise the RTS/CTS handshake between nodes A and B would have been unsuccessful. Moreover, node D must be transmitting at this time in order for node C to be masked and not hear the CTS. We now consider the four cases: Case (a)



At time t = 0, qC = 0 and qD = 1. Suppose that node D completes its



transmission at time τ , where 0 ≤ τ ≤ T . The packet sent by node A will be destroyed only if node C initiates a packet transmission during the time interval [τ, T ]. To compute the probability of this event, we need to distinguish between the following three sub-cases: • Event Aa : There has been at least one new arrival to both of the queues of node C and node D during the interval [0, τ ]. Thus, at time t = τ , both nodes C and D have a packet to transmit. In such a case, we assume that node C has a probability 1/2 to win the channel contention (an assumption justifiable at low load). So, Pr{collision, Aa |τ, qC = 0, qD = 1} =



2 1 1 − e−λτ 2



(4.1)



• Event Ba : One or more new packets have arrived to the queue of node C during the interval [0, τ ], but none has joined node D. Therefore, only node C has a packet to send at time t = τ . This packet collides with node A’s packet with probability 1. Thus,  Pr{collision, Ba |τ, qC = 0, qD = 1} = 1 − e−λτ e−λτ



(4.2)



69 • Event Ca : No packet joins any of the queues of nodes C and D during the interval [0, τ ]. Therefore, both queues are empty at time t = τ . For a collision still to take place, a new packet needs to arrive to node C during the interval [τ, T ] and precede an arrival to node D (if any) during this interval. The probability of this event is given by Pr{collision, Ca |τ, qC = 0, qD = 1} = e



−2λτ



T Z−τ



Z∞



λe−λτ1 λe−λτ2 dτ1 dτ2



τ2 =0 τ1 =τ2



 1  −2λτ e − e−2λT = 2



(4.3)



The random variable τ is uniformly distributed over the interval [0, T ], based on the assumption that the state of node D at time t = 0 is the same as at any random points of time (an assumption again valid at low load). Combining the expressions for the sub-cases Aa , Ba and Ca and integrating over τ , we obtain the final expression for the conditional collision probability in case (a): Pr{collision|qC = 0, qD = 1} = Case (b)



 1 1 − e−2ρ 2



(4.4)



At time t = 0, qC = 0 and qD ≥ 2. Node D completes its transmission at time



t = τ . For a collision to occur, at least one new packet needs to arrive to node C during the interval [0, τ ] and node C must subsequently win the channel contention (probability 1/2). The final expression for the conditional collision probability in this case is given by Pr{collision|qC = 0, qD ≥ 2} = Case (c)



1 e−ρ 1 − + 2 2ρ 2ρ



(4.5)



At time t = 0, qC ≥ 1 and qD = 1. Node D completes its transmission at time



t = τ . We now need to consider two sub-cases: • Event Ac : If there are no arrivals to node D during the interval [0, τ ], then node C



70 will transmit a packet at time τ which leads to a collision. Therefore, Pr{collision, Ac |qC ≥ 1, qD = 1} =



1 e−ρ − ρ ρ



(4.6)



• Event Bc : If there is at least one arrival to node D during the interval [0, τ ], then both node C and D have a packet to transmit at time τ . Node C wins the contention with probability 1/2. We then have Pr{collision, Bc |qC ≥ 1, qD = 1} =



1 1 e−ρ − + 2 2ρ 2ρ



(4.7)



By adding the probabilities of these two mutually exclusive events, we get Pr{collision|qC ≥ 1, qD = 1} = Case (d)



1 1 e−ρ + − 2 2ρ 2ρ



(4.8)



At time t = 0, qC ≥ 1, qD ≥ 2. When node D finishes its transmission at time



t = τ , both nodes C and D have a packet to transmit. With probability 1/2, node C is the one that transmits, causing a collision. Thus, Pr{collision|qC ≥ 1, qD ≥ 2} =



1 2



(4.9)



We next compute the joint queue length probabilities of nodes C and D. As mentioned earlier, we assume a low load regime in which the queues of these two nodes behave as two independent M/D/1 queues. The load on these queues is ρC and ρD , respectively. Thus, the probabilities of the conditioning states can be found by using the standard M/D/1 formula from [GH98]. Combining all the conditioned cases, we obtain the following ex-



71 pression for the probability of a collision in the masked node scenario:  1 1 − e−2ρ (1 − ρC ) (1 − ρD ) (eρD − 1) 2  1 1 e−ρ + (1 − ρC ) [1 − (1 − ρD ) eρD ] − + 2 2ρ 2ρ   1 e−ρ 1 + ρC (1 − ρD ) (eρD − 1) + − 2 2ρ 2ρ 1 ρC [1 − (1 − ρD ) eρD ] + 2



Pr{Collision} =



(4.10)



The only remaining part to complete our derivation is to find expressions for ρ C and ρD . For this purpose, we invoke Little’s Law which states that ρ C = λT¯C and ρD = λT¯D , where T¯C (resp., T¯D ) represents the mean service time of a packet at the head of queue C (resp., D). The computation of the mean service time is difficult in general, since the wireless channel is shared between multiple nodes. However, at very low load, the channel is free almost all the time and therefore T¯C = T¯D = T . Consequently, we obtain as a first-order approximation ρC = ρD = λT = ρ. The collision probability is found by substituting these values into Eq. (4.10). We next derive a second-order approximation for ρC and ρD that helps in improving the accuracy of the analysis at moderate load. Second Order Approximation of the Queue Length Probabilities In this section, we refine the analysis of the packet collision probability in the masked node scenario by deriving second-order approximations for ρ C and ρD , the load on queues C and D respectively. We first remind that any analytic function f (x) can be expanded about x = 0 in the form of a MacLaurin (Taylor) series 2



f (x) = a0 + a1 x + a2 x + · · · =



∞ X i=0



ai x i .



(4.11)



72 The polynomial f (n) (x) =



Pn



i=0



ai xi is called the n−th order approximation of f (x). We



will also use the standard asymptotic notations g(x) = o(x n ) if limx→0 g(x)/xn = 0, and g(x) = Θ(xn ) if K1 < limx→0 g(x)/xn < K2 , where K1 and K2 are positive constants. (n) (n) We denote by T¯C and T¯D the n-th order approximation about ρ = 0 of the mean (n)



(n)



service time at the queues of node C and D respectively. Similarly, ρ C and ρD represent the n-th order approximation of the load (utilization) at each of these queues. Our derivation is based on an iterative procedure [Mur91]. We compute the n-th order approximation of the service times T¯(n) based on the n-th order approximation of the queue utilization ρ(n) . Then, using Little’s Law, we derive ρ(n+1) from T¯(n) , and repeat the procedure. As explained in Section 4.1.2, when ρ → 0 all the queues in the system behave as (0) (0) independent queues with deterministic service time T . Thus, we have T¯C = T¯D = T . (1)



(1)



From Little’s Law, we then obtain ρC = ρD = ρ. Our next step is to compute a first-order approximation for the mean service time at queues C and D. We note that we need only to take into consideration events that occur with probability Θ(1) or Θ(ρ). Consider the system that consists of the queues of nodes A, C and D (node B does not have DATA packets to transmit). From our firstorder approximation of the queue utilization, the steady-state probabilities of each queue correspond to those of an independent M/D/1 queue with load ρ. Thus, the probability that, at a random point of time, there is more than one packet in the system is o(ρ). At the instant of a new packet arrival to nodes C or D we therefore have to account only for the four following events2 : H1 : All queues are empty; H2 : Queue A contains one packet under transmission; H3 : Queue C contains one packet under transmission; H4 : Queue D contains one packet under transmission. 2



Note that due to the PASTA (Poisson Arrivals See Time-Average) property, packet arrivals see the system in the same state as at any random point of time.



73 We can then compute the first order approximation of the mean service time by conditioning on these events, i.e., (1) (1) (1) T¯C = E[TC |H1 ] Pr{H1 } + E[TC |H2 ] Pr{H2 } (1)



(1)



(4.12)



+E[TC |H3 ] Pr{H3 } + E[TC |H4 ] Pr{H4 }.



The first order approximation of the mean service time at queue D can be computed similarly. Since the queues behave quasi-independently, the probabilities of the conditioning events can be expressed as follows: Pr{H1 } = 1 − 3ρ + o(ρ)



(4.13)



Pr{H2 } = Pr{H3 } = Pr{H4 } = ρ + o(ρ).



(4.14)



We next compute the conditional expectations appearing in Eq. (4.12). We recall that the service time extends from the point when a packet reaches the head of queue until the packet’s transmission is completed. If the system is empty when a new packet arrives (1)



to node C (event H1 ), then the service time is simply T . Therefore, E[TC |H1 ] = T . Now consider the case where node A is transmitting when node C’s packet arrives (event H2 ). In that case, node C’s packet needs first to wait for the residual time of the packet transmission at node A, the average of which is T /2. The probability of any packet arrival to the system during this residual time is Θ(ρ). This event can be ignored since Pr{H 2 } is already itself on the order of Θ(ρ). Thus, once node A completes its transmission, node (1)



C will immediately transmit its packet, and we obtain E[T C |H2 ] = 3T /2. A similar argument holds when a packet arrives to node C while node D is transmitting (event H 4 ). (1)



Hence, E[TC |H4 ] = 3T /2. The last case is when a packet arrival to node C needs to wait in the queue of that node (event H3 ). Since queueing is not part of the service time, we
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simply have E[TC |H3 ] = T . Note that the probability of any packet arrival to the system while the packet is queued at node C is again Θ(ρ). The derivation of the conditional expectations for the mean service time at node D is (1)



very similar. The only subtle difference is for event H2 . In that case, we have E[TD |H2 ] = T , because nodes A and D do not interfere and can transmit simultaneously. The remain(1)



(1)



(1)



ing expressions are as follows: E[TD |H1 ] = E[TD |H4 ] = T and E[TD |H3 ] = 3T /2. Substituting the above derived expressions for the conditional expectations and conditioning probabilities into Eq. (4.12), we get ρ (1) T¯D = T (1 + ). 2



(1) T¯C = T (1 + ρ);



(4.15)



Finally, using Little’s Law, we obtain the following second-order approximation for the queue load at nodes C and D: (2)



ρC



(2)



ρD



(1) = λT¯C = ρ + ρ2 (1)



= λT¯D = ρ +



2



ρ . 2



(4.16) (4.17)



A refined, second-order approximation for the packet collision probability is obtained by (2)



(2)



substituting ρC and ρD into Eq. (4.10). In Section 4.2, we show that this refined expression predicts very well the packet loss probability measured in real experiments. We further validate this second-order analysis through simulations. We remind that the analysis approximates the joint distribution of the queue length at node C and D by those of two independent M/D/1 queues (it is worth emphasizing that our approximated analysis does not assume that the service time is deterministic but rather that the queuelength distribution of an M/D/1 queue can closely approximate the actual queue-length distribution). Fig. 4·3 compares the analytical and simulation results obtained for the steady state probabilities of the four conditioning states of queues C and D at time t = 0 (see Section 4.1.2 and also note the different y-axis scale in each figure). From the figure,
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Figure 4·3: Joint queue-length probabilities at nodes C and D: Comparison between analytical and simulation results as a function of the traffic load.
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76 it is clear that both the first and the second-order approximations perform well as ρ → 0, although the second-order approximation is more accurate at moderate values of ρ, as expected. The largest discrepancy is observed for case (d), i.e., for the state {q c ≥ 1, qD ≥ 2}. However, at low and moderate load, the probability that the system is in this state is relatively low compared to the other states. In the next section, the first-order and second-order expressions derived for the collision probability are compared with experimental results obtained on a real wireless network.



4.2 Experimental Results We designed and performed two suites of experiments on an actual wireless multihop network. In the first suite, we measure the packet collision probability in several different test cases to assess the existence and importance of the masked node problem in wireless LANs. In the second suite, we obtain experimental results for the packet collision probability as a function of the traffic load, under the same network configurations used in Section 4.1.2 for the analysis of the hidden and masked nodes. 4.2.1



Experiment design



The equipment consisted of four laptop computers running RedHat Linux 8.0. Each laptop was equipped with a Cisco Aironet 350 IEEE 802.11b PCMCIA card. The laptops, denoted by the letters A, B, C and D, were arranged according to the configuration shown in Figure 4·4. In this setup, each laptop could only receive packets or sense the carrier from immediate neighbors. This was done by shielding the wireless LAN cards on nodes A and D which ensures adequate power reception from neighbors but isolates non-neighbors. An alternate way to create the specified topology is to place the nodes on separate floors of a building. This way, the nodes separated by a single floor can have strong connections
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Figure 4·4: Experimental setup



while nodes separated by two or more floors are effectively isolated from one another. In order to provide clear evidence of the masked node problem, we considered the following five scenarios: a) Point-to-Point: Node A transmits to node B without RTS/CTS-protection; other nodes do not transmit. b) Hidden node: Node A transmits to node B without RTS/CTS-protection; node C (the hidden node) transmits to node D without RTS/CTS-protection; node D does not transmit. c) Hidden node with RTS: Node A transmits to node B with RTS/CTS-protection; node C transmits to node D with RTS/CTS-protection; node D does not transmit. d) Masked node: Node A transmits to node B with RTS/CTS-protection; node C (the masked node) transmits to node D with RTS/CTS-protection; node D transmits broadcast packets.



78



A



B DATA



C



D



ACK



(a) Point-to-point: A transmits to B without RTS/CTS. A



B DATA



C



D DATA



ACK



ACK



(b) Hidden node: A transmits to B and C transmits to D; neither use RTS/CTS. A



B RTS DATA



C



D RTS DATA



CTS ACK



CTS ACK



(c) Hidden node with RTS: A transmits to B and C transmits to D; both use RTS/CTS.
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(d) Masked node: A transmits to B and C transmits to D; both use RTS/CTS; D broadcasts.
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Figure 4·5: The five test cases of our experiments.



79 e) Control: Node A transmits to node B without RTS/CTS-protection; node C does not transmit; node D transmits broadcast packets. The test cases are outlined graphically in Figure 4·5. In all cases, the reference traffic stream is from node A to node B. Case (a) is used to test the quality of this link without the use of an RTS/CTS exchange. Case (b) is the hidden node case without the protection of an RTS/CTS exchange, as analyzed in Section 4.1.2. Since node C cannot effectively sense the transmission of node A, it is a hidden node. In case (c), we test the same configuration, but with RTS/CTS exchange which is supposed to solve the hidden node problem. Case (d) is the masked node case analyzed in Section 4.1.2, where C represents the masked node. Finally, case (e) is a control experiment, which ensures that the experimental results truly represent the impact of masked nodes. We note that having node D broadcast packets is essentially equivalent to having node D exchange packets with a fifth node E, as long as the channel error rate between the two nodes is low and the size of control packets is negligible compared to that of DATA packets. Both conditions hold in our analysis and experiments. The link performance between node A and node B was determined by measuring the number of data packets transmitted for which no acknowledgment was received (N noACK ) and measuring the total number of data packets transmitted (N all ). The ratio NnoACK /Nall is called the fraction of unreplied ACK, or more simply just the packet error rate. This quantity corresponds to the DATA packet collision probability, if no ACK packet is lost (which is typically the case, since ACK packets are very short). Note that when an RTS/CTS exchange is not successful, this event is not captured since no data packet is generated in that case. The measurements were derived from those reported by the card in its statistics resource identifier (RID) as Tal.NoAck and Tal.RxAck (fields 12 and 14) as follows: NnoACK = Tal.NoAck and Nall = Tal.NoAck + Tal.RxAck. [Air97] In all test cases, DATA packets are generated following an homogeneous Poisson ar-



80 rival process. The size of each packet is fixed. The packet generation is performed by a Java program which creates UDP packets for transmission by the card. Therefore, the only retransmissions are those attempted by the cards at the MAC level: there are no transport-level acknowledgments or retransmissions. The relevant configuration parameters are presented in Table 4.1(a). Channel 6 was chosen as it provided the channel with the least interference. The beacon interval was increased in order to minimize collision events between the Poisson traffic flows and beacons. 4.2.2



Results



We performed the first suite of tests with a packet size of 1500 bytes and a 20 packet per second average transmission rate for all data streams. This represents a net data rate of 240 kb/s between transmitting nodes, not including framing overhead and control packets. Hence, when both node A and node C are transmitting, the net load at node B is about 48% of the nominal data rate of the receiver. Each test case was evaluated in ten separate runs, and each test run was stopped when 3000 acknowledged packets were transmitted from node A to node B. The results are summarized in Figure 4·6. The baseline quality of the link between node A and node B is established by the point-to-point tests shown in Figure 4.5(a). For this case, the measured packet error rate ranged from 0.48% to 0.93% with a mean of 0.73%. Thus, the quality of the link is excellent and few packets are lost due to bit errors. In the hidden node scenario (Figure 4.5(b)), node A is transmitting a traffic stream to node B and node C is interfering with this data since it is transmitting to node D. Neither uses an RTS/CTS exchange to protect its transmissions, and neither node can sense the transmissions of the other. In such a scenario, the measured packet error rates becomes very high, ranging from 40.0% to 45.4% with a mean of 43.4% Hidden node mitigation is tested in the scenario shown in Figure 4.5(c). Both nodes A



81 and C now protect their transmissions by sending an RTS and waiting for a CTS response. We obtain an error rate of about 0.78%, very similar to the range observed in the pointto-point case. This clearly demonstrates the effectiveness of the RTS/CTS exchange in eliminating collisions and hence packet errors. The masked node case is tested as shown in Figure 4.5(d). Nodes A and C are transmitting to nodes B and D respectively and are protecting their transmissions using an RTS/CTS exchange. However, node D is now transmitting broadcast packets. Therefore, during a packet transmission from node D, node C is prevented from hearing any traffic from node B. Thus, node C is a masked node and will create packet collisions as previously discussed. The result is shown in Figure 4·6; the average packet error rate for this masked node case is 13.0%, with error rates measured in individual runs ranging from 12.1% to 13.6%. This is more than an order of magnitude increase over the packet error rate for the “protected” hidden node case. This clearly demonstrates that RTS/CTS exchanges fail to eliminate a significant amount of packet collisions, and that the failure in this case is due to the presence of masked nodes. The control experiment, shown in Figure 4.5(e), is included to verify that the marked increase in the packet error rate is due to transmissions by the masked node C, and not due to transmissions by the broadcasting node D. This is indeed the case since the measured error rate (mean 0.80%) in this experiment is almost identical to the rate in the point-topoint experiment. In the second suite of experiments, we focus on the effect of the traffic load on the packet error rate in the hidden node scenario (Figure 4.5(b)) and the masked node scenario (Figure 4.5(d)). We recall that the load ρ is defined as the product of the arrival rate with the service time. We increase the load by correspondingly increasing the packet arrival rate of the Poisson process (the packet size is kept fixed). Each test case is evaluated in three separate runs for each load value, and each test run is stopped when 3000 acknowledged
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Figure 4·6: Experimental results for the packet error rate in each test case. Each case is evaluated using ten separate runs.



packets are transmitted from node A to node B. Figure 4·7 depicts the experimental results together with the analytical values derived in Section 4.1.2 and 4.1.2. The expression for the packet error rate in the hidden node case is given by Eq. (3.4). For the masked node case, the expression for the packet error rate is given by Eq. (4.10). For the first-order analysis, we use ρC = ρD = ρ. For the secondorder analysis, we use ρC = ρ + ρ2 and ρD = ρ + ρ2 /2 (see Eqs. (4.16) and (4.17)). We observe that the measured packet error rates in the hidden node case is significant, even at low load. The RTS/CTS mechanism helps in mitigating the problem. However, the results for the masked node case show that this mechanism is still insufficient in preventing a substantial amount of packet loss. As expected, our simple analysis of the hidden node somewhat underestimates the actual value of the packet collision probability, although it captures the right order (see explanation in Section 4.1.2). On the other hand, our analysis of the masked node agrees very
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Figure 4·7: Packet error rate versus load for the hidden node case and masked node case. Each case is evaluated using three separate runs.



well with the measured data. In particular, the second-order analysis exhibits remarkable accuracy over the entire range of traffic load values used in our experiments.



4.3 Large Network Simulation In the previous sections, we have presented both analytical and experimental evidences that masked nodes can lead to significant packet loss. An extension of our analysis to networks of arbitrary topology does not appear immediate. Therefore, we use simulation to quantify the impact of masked nodes on a large IEEE 802.11 ad hoc wireless network. Furthermore, the simulations enable us to evaluate the impact of masked nodes on other important performance metrics, such as throughput and delay.
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Mode Ad hoc Channel 6 Data rate 1 Mb/s only Power mode Constantly awake Beacon interval 993.3 ms DATA size 1500 Byte Short retry limit 16 Long retry limit 16 RTS Threshold 10 or 2300 Fragmentation Threshold 2312 Transmit power See Fig. 4·4 Scan mode Active Probe delay 3.036 ms Probe Energy timeout 3.036 ms Card Type Cisco Aironet 350 Firmware Version 4.25.23 TM Operating System Redhat Linux 8.0 (a) Key experiment parameters



Data rate Preamble length PLCP Header RTS size CTS size DATA size ACK size SIFS DIFS Backoff Slot time turnaround time CW min CW max LongRetryLimit Radio Range Node Density Network Size



1 Mbps 144 µs 48 µs 20 Byte 14 Byte 2300 Byte 14 Byte 10 µs 50 µs 20 µs 4 µs 31 1023 7 5 unit 10 nodes per footprint 900 unit2



(b) Key simulation parameters.



Table 4.1: Parameter tables for experiment and simulation



85 4.3.1



Simulation Models



We have developed a discrete event simulator in MATLAB [Sim02]. The simulator simulates a two-dimensional network. We assume that every node transmits with the same power in the same channel, all transmissions experience the same path loss vs. distance profile, and each node has the same antenna gain and receiver sensitivity. Thus, the range of each node is the same (called the footprint) and chosen to be 5 units of distance. If, for instance, 1 unit of distance corresponds to 100 m, then the range of each node is 500 m. A receiver decodes a packet if and only if the packet does not overlap with any other packet transmitted by a node within its range. The propagation delay is assumed to be negligible. Thus, every node within a sender’s footprint senses a busy channel immediately after the transmission begins. Nodes are also static. These simulation settings allow us to separate the effects of masked nodes from other causes of packet collisions, such as channel fading, propagation delay, and mobility. The network is a 30 × 30 unit2 area. The node-density of the network, η, is defined to be the average number of nodes per footprint. We set η = 10 and hence the network contains 115 nodes. The nodes are initially distributed over an uniform grid and then the coordinate of each node is perturbed by a Gaussian distributed random number with zero mean and 0.5 variance. Figure 4.8(a) shows the resultant network. In order to avoid edge effects, we use a wrap-around topology in both the x and the y directions. The same network configuration has been used in all our simulations in order to avoid fluctuations in the simulation outcomes resulting from topology changes. Each node in this network independently generates a traffic of fixed-size packets. Packets at each node are generated independently according to a Poisson process with average rate λ. The normalized load on the network ρ¯ is defined to be the average load per footprint, i.e., ρ¯ = λ × T × η, where T = 19.4 ms is the time to complete a communication between any two nodes (this includes the transmission time of the DATA and control packets as well as inter-frame



86 spacings). For each new packet, one of the neighbors of the source node is selected at random (uniformly) to be the destination. In order to isolate the effects of routing mechanisms from medium access issues, the destination of each packet is only one hop away (as in [MBWmH01]). Each node uses a single First-In First-Out (FIFO) queue of infinite size. Therefore, the simulation results are not affected by the issues of finite buffer size. However, if a packet transmission attempt fails for Max retransmission attempt (LongRetryLimit), then the packet is dropped. If the first packet in the queue cannot be transmitted, then all other packets in the queue must wait. For each value of ρ¯, the simulation is run for a sufficient amount time so that the network generates 115, 000 packets on aggregate. The simulator accurately follows the DSSS PHY specification of IEEE 802.11. The important parameters of the network used in the simulations are listed in Table 4.1(b). In particular, the data rate is set to 1 Mbps and the size of DATA packets is fixed at 2300 bytes. 4.3.2



The Oracle Mode



In order to evaluate the impact of masked nodes on network performance, the simulator uses two modes: the real mode and the oracle mode. In the real mode, the simulator simulates the network the way it actually performs. On the other hand, the oracle mode simulates the network as if masked nodes did not exist. In this mode, the RTS and CTS packets sent by a node are heard by all the nodes in its range. The oracle mode is implemented as follows: every RTS or CTS sent to a node is stored in a cache, even if the packet would have been destroyed in reality. This cache is called the oracle cache. Before a node initiates any transmission attempt, it consults its oracle cache. If the cache contains a RTS or CTS that prohibits the node to transmit, then the node defers its transmission. This way, the oracle mode avoids all the collisions of DATA and ACK packets.



87 4.3.3



Simulation Results



In this section we present our simulation results. We remind that the load ρ¯ is normalized both in time and area. Thus, for instance, if the normalized load is ρ¯ = 0.5, then each node generates about 2.5 packets per second on average. Collisions Figure 4.8(b) shows the fraction of DATA packet collisions. If there were no masked nodes in the network, then none of the packets would collide. This is indeed the case as shown by all-zero collisions in the oracle mode. The correct situation, however, is depicted by the real mode. We observe, for example, that at load ρ¯ = 0.3, about 10% of the DATA packets will collide due to the presence of masked nodes. It is worth pointing out that our analysis and experiments show that the same fraction of packet collisions occurs in a small linear network at a per-node load of about ρ = 0.25 (see Fig. 4·7). Thus, despite very different node topology and traffic patterns, the simple network analysis is indeed predictive of the behavior of larger networks. Delay One of the most important impact of DATA packet collisions is on the packet delivery time. Suppose a packet enters a transmission queue at time t1 and let the ACK for the packet be received successfully at time t2 . Then, the delivery time (or simply delay) for the packet is defined to be (t2 − t1 ). Note that this represents the delay as perceived by the sending node. The delay calculation includes only successfully transmitted packets. If a collision occurs, the node backs off and then retransmits the packet. Retransmissions increase packet delivery time. Intuitively, we expect fewer retransmissions and smaller packet delivery time in the oracle mode. Figure 4.9(a) plots the average delay versus the normalized load ρ¯. The offset of about
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(a) The network used for the simulation. The circle represents the footprint of the node at the center of the circle.
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Figure 4·8: Simulation results
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89 20 ms at the bottom is due to the minimum time needed to consecutively exchange RTS, CTS, DATA and ACK packets. The simulation shows that for some values of traffic load, the average delay in the real mode can be as much as 100% higher than in the oracle mode. For example, at a normalized load of 0.5, the average delay in the real mode is about 160 ms whereas in the oracle mode it is only 80 ms. Figure 4.9(b) shows the complementary cumulative distribution function of the delay at ρ¯ = 0.4. The figure shows that the real mode performs worse than the oracle mode for all threshold values of delay. In particular, the fraction of packets arriving with delay exceeding 120 ms is about 13% in the real mode while it is only 5% in the oracle mode. Masked nodes may, thus, render a wireless network unsuitable for multimedia traffic. The discontinuity in each curve near 20 ms shows that about 25% (35%) of packets arrive with the minimum possible delay for the real (oracle) mode. Throughput Throughput corresponds to the average number of successful DATA packet transmissions per second. However, in several applications, a late packet is useless. This could be due to the nature of the application, e.g., multimedia applications, or because of the retransmissions triggered by excessive delays, such as in TCP. In order to take packet delivery time into consideration, we define Throughput(Dmax ) to be the number of packets transmitted per second per footprint with delay smaller or equal to Dmax . Every successful packet is counted in the calculation of Throughput(∞). Figure 4·10 shows the simulation results. The outcomes for Throughput(D max ) with Dmax equal to 20 ms, 40 ms, 100 ms and ∞ are plotted together. We observe a significant difference between the throughput obtained in the real and the oracle modes. For example, for Dmax = 100 ms and ρ¯ = 0.45, the oracle mode achieves a throughput about 40% higher. These results show that masked nodes may also significantly affect the throughput
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Figure 4·9: Comparison between the oracle and the real modes
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Figure 4·10: Throughput, counting only packets delivered within a maximum delay bound. The four sets stand for a maximum delay bound of 20 ms, 40 ms, 100 ms and ∞ respectively.



92 performance of wireless LANs.



4.4 Summary In this chapter, we have defined the masked node problem for multihop wireless networks that rely on control packets, such as RTS and CTS, to avoid DATA packet collisions. A node becomes masked when it is supposed to hear a packet, but cannot interpret it correctly due to other transmissions. We have shown that in a multihop network, a successful exchange of RTS and CTS is not sufficient to prevent DATA packet collisions, due to the presence of masked nodes. This is true even in ideal conditions, such as, negligible control packet sizes, negligible propagation delays, and equal communication and interference ranges. A masked node is, therefore, a “problematic node” in the same class as hidden nodes. The impact of masked nodes on the performance of IEEE 802.11 multihop networks was thoroughly evaluated through real experiments, mathematical analysis, and simulations. The experiments clearly demonstrated that RTS/CTS exchanges fail to eliminate a significant number of packet collisions (about 10% to 15%), and that the presence of masked nodes is the major cause of the failure. We also derived a closed-form expression for the probability of collision, as a function of the traffic load. In the case of the masked node, this expression turned out to match very well the experimental data, over a wide range of traffic load values. Since our analysis and experiments focused on a small (yet realistic) linear network topology, we have performed extensive simulations to also evaluate the impact of masked nodes on a large network. One of the key aspects of the simulation was the definition of an oracle-mode network, in which every node hears every RTS or CTS packet it is supposed to receive even if the packet collides in reality. Thus, the oracle mode simulates the network as if masked nodes did not exist. This approach allowed us to appropriately evaluate the impact of masked nodes on network performance. We observed that collisions



93 due to masked nodes result in retransmissions and subsequent increases in packet delivery time. In particular, we showed that the average delay may increase by as much as 100%, when comparing the real mode to the oracle mode. The fraction of DATA packet collisions observed in the simulation was on the same order as that observed in our experiments and analysis of the small linear network. Thus, our analysis provides a good insight into the significance of the masked-node problem in general. We conclude this chapter by noting that masked nodes arise in multihop networks as a consequence of the fact that the radio receivers cannot decode overlapping signals reliably. Multi-user detections may help in alleviating this problem significantly in the future [Ver98]. However, at present, commercially used WLAN cards generally do not implement multiuser detection techniques. The issue of whether a comprehensive solution to this problem is achievable with currently used medium access schemes remains an open research area.
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Chapter 5



RTS/CTS Induced Congestion In multihop wireless networks, CSMA suffers from the hidden node problem. Thus, the RTS/CTS mechanism is often implemented as a remedy. The RTS/CTS mechanism alleviates the hidden node problem by preventing neighboring nodes from transmitting. However, current implementations of the RTS/CTS mechanism may give rise to situations where a large number of nodes are unnecessarily refrained from transmitting packets for long periods of time. We refer to this problem as “false blocking”. False blocking leads to performance degradation and sometimes even network-wide congestion. Therefore, the RTS/CTS mechanism fails to achieve its goal from a network point of view. We note that congestion induced by the RTS/CTS mechanism is different from congestion that arises in the familiar TCP context. The latter occurs due to buffer overflow while the former is related to medium access control, i.e., RTS/CTS-induced congestion can take place even if an infinite buffer is used in every node. In this chapter, we describe and analyze in detail the false blocking phenomenon in multihop wireless LANs. We first explain the cause of false blocking which is due to the fact that any node that receives an RTS packet defers its transmission for an entire DATA packet transmission period without inquiring whether the DATA transmission is actually taking place. We present plausible scenarios where false blocking can affect a large number of nodes in the network and create situations akin to deadlocks, via a cascading effect. Next, we discuss several approaches for mitigating the false blocking problem including our proposed solution, called RTS Validation. A node employing RTS Validation uses



95 carrier sensing over a short period of time to decide whether it should defer or not after overhearing an RTS packet. This method drastically reduces the average length of a false blocking period, namely the period of time a node is unnecessarily prohibited from transmitting. To demonstrate the effectiveness of the RTS Validation method, we introduce a continuoustime Markov Chain (CTMC) model to analyze its performance in a general network setting. The analysis reveals that the probability that multiple nodes in the network are simultaneously false blocked decreases at least linearly fast (and in many cases much faster) as the false blocking period is shortened. This result holds for arbitrary topology networks and general Markovian traffic patterns. We perform extensive Matlab simulations of our Markov chain model as well as NS simulations of IEEE 802.11 networks, under various topology and parameter settings [NS05]. These simulations show that our Markov chain model predicts well the general behavior of IEEE 802.11 networks. More importantly, they confirm the extent of the false blocking problem in these networks. They also show the effectiveness of our RTS Validation method in addressing this problem as well as it superiority over alternative mitigating approaches. In particular, our simulations show increase in network throughput of as much as 50% in some cases as well as significant delay reduction, as a result of implementing the RTS Validation scheme. The rest of this chapter is organized as follows. In Section 5.1, the false blocking problem is described in detail. Next, Section 5.2 describes several techniques to mitigate the impact of the false blocking problem. This section includes the description of our proposed solution, the RTS Validation mechanism. Section 5.3 is devoted to mathematical analysis of RTS Validation. Detailed simulation results studying the effect of RTS Validation on network performance are presented in Section 5.4. Finally, in Section 5.5, we summarize our findings.
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D Figure 5·1: Blocking Problem. Node C is blocked due to the communication between node A and node B. Therefore, node D does not get any response to the RTS packets it sends and enters backoff.



5.1 The False Blocking Problem 5.1.1



Blocking



We define a node to be blocked if it is prohibited from transmitting at a given instant. In particular, any node that hears an RTS or a CTS packet, but is not the destination of that packet, becomes blocked. A blocked node cannot reply to RTS packets sent to it. The RTS sender, however, interprets the lack of response as a channel contention and enters backoff. We refer to this problem as the blocking problem. Fig. 5·2 describes the blocking problem. In this figure, node B transmits a packet to node A. Node C receives both RTS and CTS packets and therefore remains prohibited from transmitting. When the communication between node B and node A is going on, node D sends an RTS to node C. Since node C is blocked, it cannot respond with a CTS. Therefore, node D does not get any response and enters backoff. In [Bha98], the author briefly describes this problem where it is termed as hidden receiver and exposed receiver problem. However, the blocked node need not be a hidden or an exposed node. For example, in Fig. 5·2, node C receives both RTS and CTS and is therefore neither a hidden nor an exposed node. Therefore, we prefer to call this problem
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Figure 5·2: False blocking problem. Node E is unnecessarily blocked because of node D’s RTS. Therefore, node F does not get any response to its RTS, which in turn blocks node G and so on. the blocking problem. 5.1.2



False Blocking



In IEEE 802.11, any node that receives an RTS packet becomes blocked in order to protect the ACK packet that the RTS-sender is supposed to receive. However, due to this rule, a nearby node may get false blocked, i.e., it may become prohibited from transmitting even if no other node is actually transmitting. Specifically, an RTS packet destined to a blocked node forces every other node that receives the RTS to inhibit itself even though the blocked destination does not respond and thus no DATA packet transmission takes place. We call this problem the false blocking problem. Fig. 5·2 illustrates the problem. In this figure, node B is sending a packet to node A and therefore node C is blocked. While node C is blocked, node D sends RTS packets to node C, but node C does not respond. However, node E receives the RTS packets and prohibits itself from transmitting. Node E is therefore false blocked. The simple blocking problem is localized to the neighbors of the blocked node and thus



98 has a limited impact on the network performance. False blocking, however, may propagate through the network, i.e., one node may become false blocked due to a node that itself is false blocked. Therefore, false blocking may affect network performance severely. Fig. 5·2 shows a scenario of the propagation of false blocking. As in the previous example, node E is false blocked. Now, node F sends an RTS packet to node E and does not get any response. Therefore, node F goes into backoff. However, the RTS packet sent by node F blocks node G and so on. Note that a blocked node remains blocked for slightly longer than a DATA packet transmission time. Therefore, the likelihood that a node tries to communicate with a blocked node is non-negligible, especially at high network load. In the rest of this chapter, we will use the terms false RTS to specify that the RTS was sent to a blocked node and false blocking period to denote the duration of time a node blocks itself after overhearing a false RTS. 5.1.3



Pseudo-Deadlock



The false blocking problem may not only propagate through a network, but also give rise to deadlock situations, at least temporarily. Once such a deadlock takes place, the throughput of the nodes involved in the deadlock goes down to zero. This deadlock, however, may eventually be broken if packets are dropped after a certain number of attempts. Therefore, we refer to this situation as a pseudo-deadlock. A pseudo-deadlock occurs when the propagation of false blocking takes place along a “circular” path. Fig. 5.3(a) depicts such a situation. In this figure, node A initially receives a packet from node G. Node F is blocked during this time because node A is receiving. So, node E does not get any response to the RTS packets it sends to node F . Node E’s RTS packets, however, force node D into false blocking. Subsequently, node C does not get any response to the RTS packets sent to node D and, therefore, goes into a deferral period. Node B, however, receives node C’s RTS packets and therefore gets blocked.



99



G A DATA



F blocked



RTS



RTS



B



E D



RTS



blocked



C



blocked



(a) Topology. ACK



A



DATA



B



Blocked



RTS



Blocked RTS



C D



Blocked



E



RTS



F



Blocked



RTS



Blocked



(b) Timing.



Figure 5·3: Pseudo-Deadlock. Initially node A receives a packet from node G. This transmission creates the sequence of blocked and deferring nodes {F, E, D, C}. After G’s transmission is over, node A transmits an RTS packet to node B. However, node C’s RTS sent to node D blocks node B while node A receives packet from node G, therefore, node A does not get response to its RTS. Now, every node tries to transmit to a blocked node and a deadlock occurs.



100 Now, node A, after receiving the packet from node G, wishes to communicate to node B. But, when node A sends an RTS to node B, node B is already blocked and so node A does not get any response. Node A’s RTS blocks node F , though. So, when node E sends its next RTS, it again receives no reply. At this moment, in the cycle {A, B, C, D, E, F, A}, every second node {A, C, E} is sending RTS to the next node {B, D, F }, which is already blocked and due to this RTS, the previous node gets blocked. As long as the blocking period for a node that receives an RTS is greater than the maximum time gap between two RTS packets during retries, the nodes cannot come out of this situation and, therefore, this is a deadlock. Fig. 5.3(b) shows the timings of each packet. In the usual situation, one of the nodes will drop its packet after a certain number of retries and the deadlock will be broken. However, if each node needs to send several packets to the same destination (that may originate from a higher layer protocol), then the deadlock may persist for a long period of time.



5.2 Mitigation Techniques In this section, we present several approaches for mitigating the false blocking problem. The first approach, described in section 5.2.1, makes use of explicit notifications. Unfortunately, this approach is not backward-compatible with the current IEEE 802.11 standard. The next approach, described in Section 5.2.2, relies on increasing the length of backoff intervals. This approach helps somewhat in mitigating the problem, but is not fully effective. Our proposed solution is presented in section 5.2.3, where an RTS is validated using carrier sensing, making it both effective and backward compatible. 5.2.1



Auxiliary Control Packets



False blocking is a consequence of the fact that every node that receives an RTS inhibits itself from transmitting, even if the RTS was false. Therefore, the most obvious way of
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Figure 5·4: Continuous blocking due to closely spaced RTS packets. mitigating the false blocking problem is to explicitly notify the neighbors whether the RTS was false or not. This way, the neighbors can safely ignore a false RTS. This can be done by sending additional packets. For example, in the MACAW [BDSZ94] protocol, a packet called DATA-Send (DS) is sent when a node receives CTS in response to an RTS. Thus, the neighboring nodes block themselves only when they hear the DS packet. In a complementary approach, a Negative CTS (NCTS) packet is sent by the RTS sender when it does not receive a CTS reply [Bha98]. The main drawback of such approaches is that they break compatibility with legacy protocols and require additional system resources for transmitting auxiliary packets. 5.2.2



Increasing Backoff Intervals



As observed earlier, the false blocking problem is exacerbated when the gap between successive RTS retransmissions is too short. For example, consider nodes D and E in the scenario of Fig. 5·2 and suppose node E receives an RTS at time t = t0 and blocks itself until time t = t2 , as shown in Fig. 5·4. If the next RTS sent by node D reaches node E at time t = t1 < t2 , then node E blocks itself until t = t3 . Thus, in this example node E remains continuously blocked for a period that is considerably larger than a DATA packet transmission time. This problem can be mitigated by making sure that gaps between RTS retries are longer than a DATA packet transmission. In IEEE 802.11 protocol, this can be achieved by setting the S HORT R ETRY L IMIT parameter to a large value, which increases the maximum allowable number of RTS retries and backoff times between them. However, the false blocking
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(a) The node senses busy channel following RTS Defer Time and therefore continues deferral.
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(b) The node assesses idle channel following RTS Defer Time and therefore defers no longer.



Figure 5·5: RTS Validation Mechanism.



period is still at least as long as the transmission time of a DATA packet. Thus the extent of recovery achievable with this approach is limited, as pointed out by our simulation results presented in the sequel. 5.2.3



RTS Validation



When a node receives a false RTS, then the corresponding DATA packet transmission does not take place while the node defers. Therefore, if a node assesses the channel to be idle during the expected DATA packet transmission period following an RTS, then the node must be false blocked. Our proposed solution of the false blocking problem, called RTS Validation, is based on this observation. A node that uses RTS Validation, upon overhearing an RTS packet, defers until the corresponding DATA packet transmission is expected to begin and then assesses the state of the channel. If the channel is found idle, then it defers no longer, oth-



103 erwise it continues deferral. Specifically, when a node receives an RTS that is not destined for itself, it defers for next RTS Defer Time. The RTS Defer Time is set as small as possible so that the DATA packet transmission is expected to begin at the end of this period, with allowances for various propagation delays. After this deferral period, the node assesses the channel for next Clear Channel Assessment Time (CCA T IME) while continuing deferring (The CCA T IME is the time required to assess the state of the channel [IEE99]). If the channel is assessed to be busy, the node defers for an additional period so that the total deferral time equals to Requested Defer Time, the duration of deferral requested by the RTS; otherwise it defers no longer. Fig. 5·5 explains the proposed rule. With RTS Validation, the nodes that receive an RTS destined to a blocked node ignore the RTS when the channel is assessed idle. Since RTS Defer Time and CCA Time are generally much smaller than the Requested Defer Time, the likelihood of propagation of false blocking greatly reduces when RTS Validation is used. Note, however, that the RTS Validation mechanism may decide to defer even if the corresponding DATA packet transmission did not begin if it assesses the channel to be busy because of other transmissions. RTS Validation is a backward-compatible approach in the sense that a node that uses RTS Validation (an “intelligent” node) may communicate with a node that does not use RTS Validation (standard node), since RTS Validation does not require any change in the packet format or the packet exchange protocol. However, in a network mixed with intelligent and standard nodes, the intelligent nodes may be able to transmit more packets since they defer for a much smaller time in the case of false blocking. Note that this is actually an excellent incentive for nodes to implement RTS Validation.
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5.3 Evaluation of the RTS Validation Mechanism 5.3.1



Motivation



We presented the RTS Validation mechanism in Section 5.2.3 for mitigating the false blocking problem described in Section 5.1. When RTS Validation is in use, a false RTS blocks the neighboring nodes for a time that is typically much shorter than the requested deferral time. Although it is intuitive that RTS Validation helps mitigating the false blocking problem, the extent of its effectiveness with regard to reducing the probability of false blocking is not evident. Thus, our goal this section is to develop an analytical model of the RTS Validation mechanism, applicable to networks of general topology, and derive upper bounds on the probability that one or more nodes in the network are simultaneously false blocked. In order to achieve the above goal, we model the network dynamics (e.g., exogenous arrivals, RTS attempts, etc.) so that it evolves as a continuous-time Markov chain. We assume that the exogenous traffic load on the network is low enough so that the Markov chain is ergodic (i.e., there exists a stationary distribution for all of the states). In the sequel, we derive bounds on the stationary probabilities of states where nodes are false blocked and investigate the behavior of these bounds as the false blocking period is reduced. Specifically, put 1/γ to be the average false blocking period. Then, we show that the probability that any node is false blocked decreases at least as fast as 1/γ, as γ → ∞. Furthermore, consider a state with n ≥ 1 false blocked nodes in the network, each blocked by a different false RTS. Then, we show that the probability that the system is in such a state decreases at least as fast as 1/γ n , as γ → ∞. This result shows that the RTS Validation mechanism drastically reduces the probability of having multiple false blocked nodes, and thereby pseudo-deadlocks, in the network.



105 5.3.2



Network Model and Statistical Assumptions



We consider a network of arbitrary topology with N nodes. Each node maintains an infinite buffer. The exogenous traffic arriving to node i, where 1 ≤ i ≤ N , follows an independent Poisson process with rate λi . We assume that λi ’s are small enough so that the network is stable (that is, queues do not grow indefinitely). The RTS/CTS access method is used for each packet. The transmission times of the control packets and propagation delay are assumed to be negligible. The transmission time for each DATA packet is an independent exponential random variable with rate µ. The channel is assumed to be noise-free so that a packet transmission always succeeds unless it collides with another packet (because of a masked node). Each new packet sent by node i is destined to one of its neighboring node j with probability pij ; packet retransmissions are destined to the same node as the original packet. Note that the results derived in the sequel can easily be generalized to the case where the service times and inter-arrival times follow phase-type distributions (which in turn can be used to approximate arbitrarily closely any general distributions with [0, ∞) support [Asm96]). The RTS Validation is modeled in the following way: an RTS destined for a free node (defined to be a genuine RTS) blocks the neighboring nodes for the duration of the corresponding DATA transmission time, but an RTS destined for a blocked node (defined to be a false RTS) blocks the neighbors for a random time that is exponentially distributed with rate γ. The larger the γ, the shorter the false blocking period. Note that in the standard case (when RTS Validation is not used) we have γ = µ, while if RTS Validation is used, we have γ  µ. Finally, we model the backoff mechanism in the following way. Let the transmission queue at node i be nonempty, its backoff stage be denoted by w i and t = τ0 be the time when one of these following events occurs: (i) the channel becomes idle, (ii) an RTS attempt is unsuccessful, (iii) a DATA transmission ends. Then node i schedules an RTS



106 transmission after a random time τ that is independent and exponentially distributed with rate σwi . At time t = τ0 + τ , if node i senses the channel idle, it proceeds with the RTS attempt; otherwise it repeats the process. The backoff stage w i is reset to 0 after a successful DATA transmission and incremented by 1 after an unsuccessful RTS or DATA transmission. The constant σwi depends on the backoff stage wi and can be set to match average backoff times of the IEEE 802.11 protocol. The maximum backoff rate is denoted by σ ∗ , i.e., σ ∗ = maxwi σwi . It is worth mentioning that backoff times being exponentially distributed can be arbitrarily long (although with very small probability). Thus, pseudodeadlocks as described in Section 5.1 will always be broken eventually. 5.3.3



The Markovian Structure



In order to show that the network dynamics can be modeled using a Markov chain, we first characterize the space-state S and define the variables that collectively determine each state s ∈ S . In state s, for each node i, qi (s) is the queue-length and Di (s) the ordered array of the destination nodes for the packets in the queue; w i (s) is the backoff stage; ti (s) is the transmission indicator, i.e., ti (s) = 1 if node i transmits in state s, ti (s) = 0 otherwise; ui is the success indicator, i.e., if ui (s) = 1, then the current transmission did not undergo any collision, and if ui (s) = 0, the transmission collided. Now, define an RTS (a CTS) to be active at node i in state s if node i is blocked in state s due to this RTS (CTS, respectively). Then, rtsij (s) is the genuine RTS indicator, i.e., rtsij (s) = 1 if a genuine RTS sent by node j is active at node i and rtsij (s) = 0 otherwise; ctsij (s) is the CTS indicator, i.e., ctsij (s) = 1 if a CTS sent by node j is active at node i, and ctsij (s) = 0 otherwise. The false RTS packets are counted network-wide. We define a false RTS to be active in state s if one or more nodes are false blocked because of this RTS. We let f (s) denote the total number of active false RTS in the network in state s, and B j (j = 1, . . . , f (s))



107 denote the set of nodes that are blocked by the j-th false RTS (the ordering of false RTS is arbitrary). For convenience, denote the collection of the sets B j by B = {Bj : j = 1, . . . , f (s)}. By convention, B is empty for f (s) = 0. Using the above variables, we can then define a state as follows s = (qi , Di , wi , ti , ui , rtsij , ctsij , f, B : i, j = 0, 1, . . . , N − 1). Now, let X(t) denote the state of the network at time t. Then, one can prove that the stochastic process {X(t), t ≥ 0} evolves as a continuous-time Markov chain over the state-space S with stationary probabilities π(s), where s ∈ S . This is because the time spent by {X(t)} in each state s is exponentially distributed (as the minimum between various independent and exponentially distributed random variables) and the transition P probability from state s to any state s0 is a fixed probability pss0 , where s0 6=s pss0 = 1.



The probability pss0 is given by the ratio of the transition rate from state s to state s 0 to the total rate out of state s. A detailed description of the state transitions and their rate is deferred to Appendix A. The most important point for the following is that, after each transition, the active false RTS count f can increase by at most 1, if there is an unsuccessful



RTS attempt, or decrease by at most 1, if the blocking period associated with a false RTS expires. 5.3.4



Effectiveness of the RTS Validation Mechanism



We now quantify the reduction in the false blocking probability resulting from the use of the RTS Validation mechanism. Assume that there exists at least one node in the network that can be false blocked; otherwise the false blocking probability is trivially zero. Our main result then is as follows: Theorem 1. The probability that there are at least m ≥ 1 concurrently active false RTS in the network is O(1/γ m ), as γ → ∞.



108 To make the connection with the probability of having false blocked nodes in the network, we define the notion of separated nodes. Two nodes in the network are separated if no other node can block both of them by sending one false RTS. Similarly, a set of nodes are separated if they are mutually separated. By convention, a single node is considered separated. It is a sufficient condition for two nodes to be separated that they do not share any common neighbor, although it is not a necessary condition (see, for instance, the example of Fig. 5.3(a) where nodes B, D, and F are all separated). Having n separated false blocked nodes implies that m ≥ n since no two separated nodes can be blocked by the same false RTS. We therefore have the following corollary. Corollary 2. The probability that there are n ≥ 1 separated false blocked nodes in the network is O(1/γ n ) as γ → ∞. In general, a set of separated false blocked nodes can be chosen in many ways, e.g., we can choose a maximal set to find the greatest decay exponent n. Note that the presence of false blocked nodes in a network always implies m ≥ 1 since, in the worst case, a single false RTS blocks all the nodes. Thus, another corollary of Theorem 1 is the following: Corollary 3. The probability that there are one or more false blocked nodes in the network is O(1/γ), as γ → ∞. From the above results, we see that as γ is increased, the probability that there are false blocked nodes in the network goes to zero. Moreover, the higher the number of false blocked nodes, the faster the decay if the nodes are separated. Thus increasing γ as much as possible is a very effective way of mitigating the false blocking problem. The RTS Validation algorithm proposed in Section 5.2.3 precisely achieves this goal. The key for proving Theorem 1 is Proposition 1 stated below. In preparation for this result, define class Ck to be the class of states where k false RTS are concurrently active. More precisely, Ck = {s ∈ S : f (s) = k}. Then, the following holds:
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Figure 5·6: Conceptual Diagram Showing the State Space structure of the Markov Chain X(t). Proposition 1. The stationary distribution π for the Markov chain X(t) satisfies X
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(5.1)



Here, 1 ≥ A(γ) ≥ 0 denotes the probability that there are no false blocked nodes in the network. Proof:



We use induction on k. For k = 0, the L.H.S of (5.1) is equal to sum of the



probabilities of the states where f = 0. Since f = 0 implies that there are no false blocked P nodes and vice versa, s∈C0 π(s) = A(γ), which establishes the base case. We now show that if the proposition is true for k = K, then it is also true for k = K +1.



The proposition then follows for all k by induction. Towards this end, recall that in the Markov chain X(t), the active false RTS count can change only by at most 1. Therefore, for any transition from state s to state s0 , we have |f (s) − f (s0 )| ≤ 1. Thus, if s ∈ Ci , s0 ∈ Cj and |i − j| ≥ 2, then there is no transition from state s to state s 0 . So the state-space can be viewed as a graph shown in Fig. 5·6, where there are transitions only between the states that belong to same or adjacent classes. Now we observe that from any state in CK+1 , a transition to a state in CK occurs due to the expiration of one of the K + 1 false RTS. Thus, such transition occurs with rate (K + 1)γ. On the other hand, any transition from a state s0 ∈ CK to a state s ∈ CK+1



110 increases the active false RTS count and occurs with rate σwj for some node j that is at backoff stage wj . We let C˜K (⊆ CK ) denote the set of states from which a transition occurs to a state in CK+1 . The set C˜K is nonempty because of our assumption that at least one node in the network can be false blocked. Now consider a contour that encloses the states belonging to the classes C 0 , C1 , . . . , CK , as shown in Fig. 5·6. We remind that the stationary distribution π satisfies the balance equation across any closed contour. In this case, the only transitions across this contour are from a state in CK to a state in CK+1 , and vice versa. Thus, the balance equation across the contour takes the form X
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The constant nw (s0 ) denotes the number of nodes in state s0 that are in backoff stage w and transmits false RTS packets. Note that, for any state s0 , we have X



(5.3)



σw nw (s0 ) ≤ N σ ∗ .



w



Now, since



P



s∈CK+1



π(s) ≤ 1, the R.H.S, and hence the L.H.S of Eq. 5.2 is bounded by



(K +1)γ. Thus, the sums involved in Eq. 5.2 are absolutely convergent (since all the terms are positive), and therefore we can perform term-by-term operations. Then, (K + 1)γ
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Here, the second equality in Eq. 5.4 is due to the balance equation (Eq. 5.2), the first inequality in Eq. 5.5 is due to Eq. 5.3 and the fact that C˜K ⊆ CK , and the second inequality



111 in Eq. 5.5 is due to the induction hypothesis. From (5.5), we get X
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(5.6)



Therefore, the induction hypothesis is true for k = K + 1, which proves the proposition.



We complete this section by proving Theorem 1. Proof of Theorem 1: From Proposition 1, the probability of having at least m active false RTS is XX



k≥m s∈Ck



X (N σ ∗ )k π(s) ≤ A(γ) . k!γ k k≥m
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This sum on the R.H.S. is always convergent. A simple upper bound for the R.H.S of Eq. 5.7 is given by



(N σ ∗ )m N σ ∗ /γ e m!γ m



= O(1/γ m ).



5.4 Simulation Our analysis presented in Section 5.3 showed that the RTS Validation mechanism effectively reduces the probability of having false blocked nodes in the network. As a result, we expect significant increase in network throughput and reduction in delay. In this section, we perform detailed simulations to quantify these performance gains. We first present Matlab simulations, based on the Markov chain model of Section 5.3.2, and evaluate the impact of parameters λ and γ on the network throughput for a ring topology. We then carry out simulations using NS [NS05] for IEEE 802.11 wireless networks, for a ring and a general large random topology. We evaluate the performance of these networks with and without use of RTS Validation. We also evaluate the effectiveness of increasing the time between RTS attempts (by modifying the value of the S HORT R ETRY L IMIT parameter) versus using RTS Validation.
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Figure 5·7: The Ring Topology.
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Figure 5·8: Simulation of the Markov Chain model: throughput versus exogenous traffic load λ.



113 5.4.1



Simulation of the Markov Chain Model



In this section, we present simulations results for the general Markov chain model model described in Section 5.3. We assume that packet lengths are exponentially distributed with parameter µ = 62.5 so that the mean packet transmission time is 16 ms. This value corresponds to the transmission time of a 2000 bytes packet at 1 Mb/s rate. Backoff intervals are exponentially distributed with rate σi , for any backoff stage i ≤ 6, and σi = σ6 , for any backoff stage i > 6. We set σ1 = 3125 s−1 so that the mean backoff time in the first backoff stage is 16 × 20µs = 320µs and σi+1 = σi /2 for the subsequent stages, where 1 ≤ i < 6. The simulation uses the ring topology shown in Fig. 5·7 that consists of 10 pairs of nodes. Each node Ai transmits packets to node Bi using the RTS/CTS access method. This topology allows us to isolate the effect of the RTS Validation mechanism from other factors that can affect the throughput. In particular, simulation results are not affected by unfairness issues that can arise in asymmetric topologies. In addition, there is no masked node in this topology, and therefore DATA packets do not collide [RCSss]. Also, it is easy to calculate the ideal network throughput for a ring topology, which can serve as a reference for our results. The simulations are carried out for various values of γ. For each given value of γ, we let λ increase, starting from a small value until the network saturates. The simulation outcomes are shown in Fig. 5·8. We define the throughput per node to be the average number of successfully transmitted DATA bits per second per node. Note that, in the ring topology, the throughput per node is upper bounded by half the channel rate (500 Kb/s for 1 Mb/s channel rate), since both nodes Ai+1 and Ai cannot transmit simultaneously, and thus they must share the channel. The figure plots the throughput versus the offered load λ at each node for γ = µ, γ = 2µ and γ = 10µ. For each value of γ, the simulation is run for sufficient time so that 100,000 packets are generated in aggregate.



114 We now discuss the results. When γ = µ, which can be considered to be the case when RTS Validation is not used, we see that the network can at most deliver a throughput of only about 250 Kb/s per node. However, when we increase γ to 2µ by using RTS Validation, the maximum throughput per node increases to about 350 Kb/s. When γ is further increased to 10µ, the maximum throughput per node approaches 410 Kb/s. We thus conclude that even a moderate increase in γ, resulting from the use of RTS Validation, can result in a very substantial increase in throughput. This result confirms that RTS Validation is a very efficient means of recovering the network throughput lost due to the false blocking problem. Note that according to the IEEE 802.11 specification, the implementation of RTS Validation as proposed in Section 5.2.3 is equivalent to using γ ≈ 50µ (the result obtained for this case is very similar to that obtained with γ = 10µ). 5.4.2



Simulation of IEEE 802.11 Networks



Our next goal is to determine the effectiveness of RTS Validation in IEEE 802.11 wireless networks. For this purpose, we have created a simulation environment using the NS simulator [NS05], which simulates wireless networks based on the IEEE 802.11 standard. Table 5.1 summarizes the main parameter settings. In particular, the data rate is set to 1 Mb/s and the RTS Threshold is set to 0 so that the RTS/CTS access control method is always used. Since the standard distribution of NS does not implement RTS Validation, we have added this capability to NS. In order to uncouple the impact of RTS Validation from other effects, such as DATA packet collisions, we will first consider the ring topology of Fig. 5·7. The effectiveness of RTS Validation in a large random network is explored afterwards. Ring Topology Throughput and Delay In this set of simulations, we used the default NS settings. In particular, the S HORT R ETRY L IMIT parameter is set to 7. The arrival process at each



115 Table 5.1: Key NS parameters. Routing protocol Propagation model Data rate Carrier sense threshold Receiving range Threshold Packet size RTS Threshold L ONG R ETRY L IMIT



DumbAgent TwoRayGround 1 Mb/s 2.5 × 10−10 W 2.5 × 10−10 W 2000 Byte/500 Byte 0 4



node Ai (cf. Fig. 5·7) follows an independent Poisson process with rate λ. Fig. 5·9 shows the simulation outcome when the packet size is fixed at 2000 byte. We find that with the standard protocol, the maximum throughput per node is only about 260 Kb/s. On the other hand, when we use RTS Validation as described in Section 5.2.3, the maximum throughput per node becomes about 400 Kb/s. Thus, RTS Validation is able to increase the maximum throughput by about 50%. It is important to point out that the increase in throughput occurs at all load values as we expect from the analysis presented in Section 5.3. Indeed, the difference starts becoming visible from λ = 0.2 Mb/s onwards. Also note the similarity between Fig. 5·9 and Fig. 5·8. This results confirms that our analytical model accurately captures the behavior of the IEEE 802.11 protocol. We next evaluate another important performance metric, the packet delivery time, or simply delay. Suppose a packet enters its transmission queue at time t 1 and let the packet be received successfully at time t2 . Then, the delay for this packet is defined to be (t2 −t1 ). The delay calculation includes only successfully transmitted packets. In Fig. 5·10, we plot the throughput versus mean delay, which is also known as the operating curve [BG91, Page 366]. The operating curve provides a visual depiction of the efficiency of a protocol: the lower the curve, the better the protocol. It is clear from Fig. 5·10 that the protocol with RTS Validation is superior to the standard protocol. Note that the offset of about 18
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Figure 5·9: Ring topology: throughput vs. λ vs.
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Figure 5·10: Ring Topology: Throughput vs. Delay.
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Figure 5·11: Effect of changing S HORT R ETRY L IMIT. ms at the bottom of the figure is due to the minimum time needed to perform RTS/CTS handshake and the transmission of a DATA packet. Effect of modifying the backoff interval Our next goal is to study the effect of increasing the backoff interval between successive RTS attempts on the network throughput. For doing so, we vary the S HORT R ETRY L IMIT parameter. By increasing the values of this parameter, we increase the maximum allowable number of RTS transmission attempts as well as the average backoff interval. Fig. 5·11 shows the behavior of the network throughput for S HORT R ETRY L IMIT set to 3, 5 and 7. For each value of S HORT R ETRY L IMIT, we carry out simulation both with and without RTS Validation. The packet size is fixed to 2000 bytes. The most interesting point to note is that if RTS Validation is not used, then the throughput tends to zero at high load, for small values of S HORT R ETRY L IMIT. Thus, the network behaves as a congested network. An intuitive explanation is that for a small value of S HORT R ETRY L IMIT, the network rapidly enters the pseudo-deadlock situation described in Section 5.1.3. We



118 Table 5.2: Peak throughput when increasing S HORT R ETRY L IMIT. S HORT R ETRY L IMIT Peak Throughput With RTS Validation (Mb/s) Peak Throughput Without RTS Validation (Mb/s)



7 9 11 13 15 0.41 0.42 0.43 0.43 0.43 0.27 0.31 0.33 0.34 0.34



remind that to avoid such pseudo-deadlocks, the backoff interval must be larger than the deferral time requested by the RTS packets, which is about 16 ms in this case. This condition is satisfied for S HORT R ETRY L IMIT=7, for which the maximum size of the congestion window becomes approximately 20 ms, but not for S HORT R ETRY L IMIT equal to 3 or 5, where the maximum congestion window is about 2.5 ms and 10 ms, respectively. On the other hand, when we use RTS Validation, we see that the effect of S HORT R ETRY L IMIT is much less pronounced. This is because when RTS Validation is in use, the false blocking period is very small, and any deadlock situation cannot persist for long. Thus, the throughput maintains its peak value, even for small values of S HORT R ETRY L IMIT. However, increasing the length of backoff intervals does improve the peak throughput that the network can achieve with RTS Validation. Thus, RTS Validation and increasing backoff intervals should be considered as complementary approaches. Note that increasing S HORT R ETRY L IMIT beyond a value of about 10 does not appreciably improve the achievable peak throughput, as shown by the simulation results presented in Table 5.2. Note that setting too high a value for S HORT R ETRY L IMIT is undesirable as it could lead to head-of-the-line (HOL) blocking problems. Effect of changing the packet size When channel noise is negligible, larger packet size generally leads to higher throughput since the packet overhead is lower. However, our simulations show that this may not always be the case when false blocking is present. They also illustrate that the solution of increasing backoff intervals alone is not robust.
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Figure 5·12: Without RTS Validation: increasing packet size decreases throughput.
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Figure 5·13: With RTS Validation: throughput.
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120 Fig. 5·12 plots the throughput as a function of the traffic load for three cases, each without use of RTS Validation. The first case is for 500 byte packets and S HORT R ETRY L IMIT=3. The saturation throughput (i.e., the throughput at very high load) is only about 60% of the peak throughput in this case. Next, for the same packet size, we set S HORT R ETRY L IMIT=5, and find that the saturation throughput and peak throughput become equal. This could lead to the belief that increasing the S HORT R ETRY L IMIT parameter is enough to avoid network congestion. However, if we now increase the packet size to 2000 bytes, we find that although the peak throughput increases, the saturation throughput vanishes. We thus observe that, due to false blocking, a network can become congested when the size of packets is increased. When RTS Validation is used, the above situation does not arise, as shown in Fig. 5·13. Here, as S HORT R ETRY L IMIT increased from 3 to 5 (with packet size of 500 bytes), both the peak throughput and saturation throughput increase (note that the axes in Fig. 5·13 are different from those of Fig. 5·12). Moreover, the performance improves as the packet size is increased to 2000 bytes, which is the desirable behavior. Random Network Our analysis presented in Section 5.3 is valid for arbitrary networks and predicts that RTS Validation reduces the probability that the network is in a state with false blocked nodes. Therefore, we expect the number of DATA packet transmission to increase when RTS Validation is used. However, in a general network, not all these transmissions are successful due to masked nodes [RCSss], thereby limiting somewhat the gain in throughput. We simulated a network with 200 nodes spread randomly over a 2000 × 2000 m 2 area. The nodes are initially distributed on an uniform grid and then the coordinates of each node is perturbed by a Gaussian distributed random number with zero mean and 37.5 variance. Fig. 5·14 shows the resultant network. The transmission range of each node is 200 m. The
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Figure 5·14: A random network. The circle represents the transmission range of the node at the center. channel is assumed to be noiseless so that a receiver can always decode a packet unless the packet overlaps with another transmission by a node within its range. The propagation delay is assumed to be negligible. The nodes remain static. These simulation settings allow us to separate the effects of false blocking from other causes of performance degradation, such as channel fading, propagation delay, and mobility. We used the same network configuration in all the simulations to avoid fluctuations in the simulation outcomes resulting from topology changes. Each node in this network independently generates a traffic of 2000 byte packets. Packets at each node are generated independently according to a Poisson process with average rate λ. For each new packet, one of the neighbors of the source node is selected at random (uniformly) to be the destination. In order to isolate the effects of routing mechanisms from medium access issues, the destination of each packet is only one hop away. Each node uses a single First-In First-Out (FIFO) queue of infinite size. Therefore, the simulation results are not affected by the issues of finite buffer size. For each value of λ, the simulation is run for a sufficient amount time so that the network generates 200,000 packets on aggregate. We used default
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Figure 5·15: Random topology: throughput vs. λ. parameters of the NS. In particular, we have S HORT R ETRY L IMIT=7. We simulated the network both with and without RTS Validation. The simulation outcomes are shown in Figs. 5·15 and 5·16. In Fig. 5·15 we plot the throughput, counting only the successfully transmitted DATA packets. The RTS Validation mechanism is again successful in increasing the peak throughput considerably: from about 8.7 Mb/s to about 10.8 Mb/s, a 25% increase. As a reference, we also show the network throughput if RTS/CTS handshake is not employed at all. In this case, we see that the throughput is only about 5 Mb/s. As a matter of fact, about 80% of the transmitted DATA packets collide when we do not use RTS/CTS handshake. This demonstrates the need for RTS/CTS handshake in multihop wireless networks. The operating curves for this network is shown in Fig. 5·16. As we expect, this figure clearly shows that the RTS Validation is much more efficient than the standard RTS/CTS access, and the basic access mode performs the worst. In summary, our simulations verify that the RTS Validation mechanism is a very ef-
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Figure 5·16: Random topology: delay vs. throughput. ficient solution to the false blocking problem that improves both the peak and saturation throughput, as well as decreases delay under diverse situations. Moreover, we found that the solution of increasing backoff intervals is neither robust, nor efficient; however, when used in conjunction with RTS Validation, it reinforces the effectiveness of RTS Validation even further.



5.5 Summary The RTS/CTS mechanism is widely used in multihop networks to avoid collisions caused by hidden nodes. In current implementations of this mechanism, any node that receives an RTS or a CTS packet inhibits itself from transmitting without using any further information. In this chapter, we have shown that this approach leads to false blocking, where a node may become prohibited from transmitting even if no nearby node transmits. Moreover, false blocking can propagate throughout a network resulting in a large number of false blocked nodes in the network and even pseudo-deadlocks. Due to false blocking, the



124 peak value of the throughput is considerably reduced. Furthermore, in some cases, the throughput decrease as the load exceeds a certain value. Therefore, the RTS/CTS mechanism may congest a network instead of stabilizing it. We have discussed multiple approaches for mitigating the false blocking problem including the solution of increasing backoff intervals, and our proposed solution, RTS Validation. The RTS Validation is a simple backward-compatible solution: a node that uses RTS Validation defers for an entire packet transmission period if DATA packet transfer begins, but defers only for a short time if no transmission takes place when DATA packet transmission is expected. We have modeled and analyzed the reduction in false blocking probability resulting from the use of RTS Validation in networks of arbitrary topology. The analysis demonstrates that RTS Validation is an efficient solution that sharply reduces the probability of false blocking. By means of simulation, we have evaluated the effect of RTS Validation on network throughput and delay. The simulations show that the use of RTS Validation improves the network performance in at least three aspects: it stabilizes the network throughput at high load; it increases the peak throughput by as much as 50%, and it significantly reduces the average delay. We have also found from simulations that the solution of increasing backoff interval alone is neither efficient nor robust. However, when implemented in conjunction with RTS Validation, network performance is further improved.
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Chapter 6



Conclusion The multihop wireless networking technology—also known as mesh networking—has gathered significant interest recently due to its potential for superior coverage, reliability, and performance as compared to single-hop wireless networks. Frequently, meshnetworks use CSMA-type MAC protocols; e.g., the IEEE 802.11 protocol. In such a protocol, nodes only use local information to decide whether to transmit a packet or not. In single-hop networks, such protocols perform sufficiently well. However, previous studies shed little light on the nature of these protocols when used in multihop topologies. In this dissertation, we have comprehensively studied the behavior of IEEE 802.11 in multihop topologies. Our work has shown that using this protocol in multihop topologies may give rise to new issues that do not arise in single-hop topologies. In the first part of this dissertation, we have analyzed the nature of the basic access protocol—in essence CSMA—in generalized linear networks. We have developed analytical models that take queueing and retransmissions into account. Using this model, we have derived exact expressions for the probability of packet collision and saturation point for a four-node elementary topology. Then, we have extended these results to generalized linear networks by an iterative procedure. The extended analysis is exact at low load, and can be approximated within any desired degree of accuracy. Our analytical results, together with simulation results, reveal that the basic access protocol may exhibit unstable behavior in multihop settings. These instabilities are caused by the fact that the basic access protocol cannot protect all DATA packets from collisions due to the presence of hid-



126 den nodes. The unsuccessful packets, which are retransmitted, cause additional collisions. This produces a compounding effect. As a consequence, a node may saturate at arbitrary low load because of transmissions by a node located faraway. Thus, we have shown that low load does not necessarily guarantee stability in multihop topologies. Next, we have studied the effect of using the RTS/CTS handshake option of the IEEE 802.11 protocol. In this access method, additional packets are exchanged between the transmitter and the receiver to secure the channel for the DATA packet. In star topologies, the RTS/CTS mechanism virtually eliminates DATA packet collisions if the propagation delay is negligible and control packets are very short. Thus, under these conditions, one may expect that the RTS/CTS access method would solve the instability issues related to the basic access protocol. In the second part of this dissertation, we have shown that a successful exchange of RTS and CTS is not sufficient to prevent DATA packet collisions in multihop networks, even under the aforementioned idealized conditions. This is due to the presence of masked nodes—nodes that cannot overhear control packets due to other on-going transmissions. We have thoroughly evaluated the impact of masked nodes on the performance of the RTS/CTS access method in multihop networks. We have conducted real experiments on a testbed that we designed, and bolstered the experimental results via queueing-theoretic analysis and simulations. The experiments and analytical results clearly demonstrate that RTS/CTS exchanges fail to eliminate a significant number of packet collisions (about 10% to 15%), and that the presence of masked nodes is the major cause of the failure. Further, we have evaluated the effect of masked nodes on large networks by simulations. One of the key aspects of the simulation is the oracle-mode—a hypothetical mode in which every node hears every RTS or CTS packet it is supposed to receive even if the packet collides in reality. Thus, the oracle mode simulates the network as if masked nodes did not exist. This approach allowed us to make a comparative study of the impact of masked nodes on



127 network performance. Simulation results show that collisions due to masked nodes result in retransmissions and subsequent increases in packet delivery time. The average delay may increase in real mode by as much as 100% compared to the oracle mode. In the last part of this dissertation, we have uncovered a more subtle problem with the current implementations of the RTS/CTS mechanism that may profoundly impact the performance of multihop networks. The RTS/CTS mechanism cannot prevent all DATA packet collisions due to the presence of masked nodes, but in general it significantly reduces the probability of collision. However, we have shown that the approach of preventing any node that receives an RTS or a CTS packet from transmitting leads to false blocking, where a node may become prohibited from transmitting even if no nearby node transmits. False blocking can propagate through a network like a domino effect resulting in a large number of false blocked nodes in the network. This may create deadlock-like situations. Nodes involved in such a situation cannot transmit any packet for long periods of time. False blocking significantly reduces the peak value of the throughput. In some cases, the throughput even decreases when the load exceeds a certain value. Therefore, the RTS/CTS mechanism may in fact congest a mesh network instead of stabilizing it. Our investigations reveal that false blocking occurs due to the fact that a node that overhears an RTS prohibits itself from transmitting without using any additional information. However, for networks that do not use any power-control scheme, a node that receives an RTS is expected to be able to sense the DATA packet transmission as well. We have developed a solution to the false blocking problem based on this idea. Our solution is called RTS Validation, which is a backward-compatible protocol. After receiving an RTS packet, a node that uses RTS Validation senses the channel at the beginning of the expected DATA transfer period. If the channel is found busy, the node defers for the entire DATA transmission period, otherwise it ignores the RTS. Modeling the network dynamics as a continuous-time Markov chain, we have analyzed the reduction in false blocking



128 probability resulting from the use of RTS Validation in networks of arbitrary topology. The analysis establishes that the use of RTS Validation reduces the probability of false blocking at least linearly with the average false blocking period. The analytical conclusions are supported by simulations. Simulations also show the effect of RTS Validation on network throughput and delay. Specifically, simulation results demonstrate that the use of RTS Validation improves the network performance in at least three aspects: it stabilizes the network throughput at high load; it increases the peak throughput by as much as 50%, and it significantly reduces the average delay.



6.1 Future Work The work in this dissertation significantly contributes to our understanding of the behavior of CSMA-type protocols in multihop topologies. We have conclusively demonstrated and analyzed many interesting properties that do not arise in single-hop topologies: instability issues, deadlocks, false blocking, etc. By no means, however, we have addressed all the problems. On contrary, many new issues arise as we gain clearer insight. Our proposed RTS Validation technique efficiently solves the false blocking problem. However, even with RTS Validation, a node may attempt to send DATA or RTS packets to a node that is prohibited from transmitting, and go into backoff. We call this the blocking problem. Blocking is a fundamental and challenging problem. This problem is in essence similar to the instability problem of the basic access method. Both arise due to the fact that the backoff time-scale required to stabilize a network is several order of magnitude higher for multihop networks than that for single-hop networks. In a single-hop network, collisions occur due to propagation delays, which is of the order of a micro-second. But, in mesh networks, a node may remain blocked continuously for a packet transmission time or more, which is typically of the order of several milli-seconds. Thus, the backoff time scales should be of the order of a packet size in mesh networks; but, doing so is wasteful in single-



129 hop networks. We conjecture that a backoff type collision resolution technique that works uniformly well in both situations is hard to come by. However, if the cause of a perceived packet collision can be determined, then an appropriate solution can be used. Observe that there are at least four reasons for not receiving an acknowledgment in response to an RTS packet: (i) the RTS packet collided with another RTS packet sent to the same receiver, (ii) the receiver is blocked, (iii) erroneous packet reception occurred due to channel noise, and (iv) the receiving node exists no longer. Clearly, the appropriate response for one case is different from other cases. Thus, this problem boils down to determining the receiver’s state; a problem that is hard to solve in single-channel environments. In mesh networks, another interesting MAC-level scheduling problem arises. For an illustration, consider the following scenario. Suppose that a node A has multiple neighbors and the transmission queue at node A contains a packet for each of the neighbors. Assume now that node A sends an RTS to one of its neighbors, node B, but receives no CTS in reply. In the IEEE 802.11 protocol, node A would go into backoff. However, during this time, another neighbor, node C, may be free to receive. Intuitively, node A can improve the network performance by sending a packet to node C instead of waiting for node B to become free by going into backoff. Even if node A knows the state of all its neighbors, still the scheduling problem remains nontrivial; it is similar to the problem considered in [SS02]. In practical situations, obtaining accurate state information is difficult as well as resource consuming, which makes the problem even harder. Comprehensive solutions to these problems for multihop topologies represent a very interesting research area open for future work.



Appendix A



The Markov Chain In Section 5.3, we introduced a continuous-time Markov chain framework that allows to model the qualitative behavior of general IEEE 802.11 wireless networks. In this appendix, we describe in detail the state transitions of this Markov chain. It is convenient for this purpose to define some auxiliary variables. Let B i be the set of neighbors of node i. We let bi (s) = 1 be the blocking indicator of node i, i.e. bi (s) = 1 if node i is blocked in state s, bi (s) = 0 otherwise. Clearly, node i is blocked either because of a genuine or false RTS or a CTS or if one of the nodes in its neighborhood is transmitting (node i may not have heard the RTS or CTS if it were masked). Mathematically, bi (s) = 1 if and only if either i ∈ Bj for some Bj ∈ B, or rtsij = 1 (for some j), or ctsij = 1 (for some j), or tj (s) = 1 for some j ∈ Bi . We define Ni (s) (⊆ Bi ) to be the set of nodes that can hear a control packet sent by node i in state s. In other words, these are the neighboring nodes of node i that sense the channel idle in state s, i.e. j ∈ Ni (s) if and only if ∀ k ∈ Bj , tk (s) = 0. Next, we denote di (s) to be the destination for the packet at the head of the queue at node i. Thus, di (s) is the first element in the array Di (s). Finally, let Vi (s) denote the set of vulnerable nodes around node i in state s. These nodes are receiving a packet in state s and any transmission from node i will destroy this packet. Clearly, j ∈ Vi (s) if and only if node j is in the neighborhood of node i and node j is receiving a packet from another node k. Mathematically, these conditions translate into j ∈ Bi , j = dk (s) for some k and tk (s) = 1. 130
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Type 1. 2.



3.



4.



5.



6.



From State s qi



To State s0 qi + 1



Di qi ui = 1 wi ti = 1 rtsji , j ∈ Bi ctsjdi , j ∈ Bdi



Di ⇐, j ∈ Bi qi − 1 ui = 1 wi = 0 ti = 0 (rtsji − 1)+ (ctsjdi − 1)+



Di qi ui = 0 wi ti = 1 rtsji , j ∈ Bi ctsjdi , j ∈ Bdi qi > 0 wi ti = 0 bi = 0 bdi = 1 f



Di ⇒i qi ui = 1 wi + 1 ti = 0 (rtsji − 1)+ (ctsjdi − 1)+ qi wi + 1 ti = 0 bi = 0 b di = 1 f +1



B uk , k ∈ V i qi > 0 ti = 0 ui bi = 0 bdi = 0 rtsji , j ∈ Ni ctsjdi , j ∈ Ndi uk , k ∈ V i ∪ V d i f >0



B ⇐, uk = 0 qi ti = 1 ui = 1 bi = 0 b di = 1 rtsji + 1 ctsjdi + 1 uk = 0 f −1



B



Rate pij λi



Event An exogenous arrival at node i,



µ



with node j as the destination. Completion of a successful DATA transmission by node i.



j



d



µ



Completion of an unsuccessful DATA transmission by node i.



σ wi



An unsuccessful RTS attempt to node di by node i.



σ wi



A successful RTS attempt to node di by node i.



f ·γ



Completion of the j-th



Ni (s)



Bj



B⇒



false blocking period.



Table A.1: The transitions of the Markov chain X(t).



132 With this notation, Table A.1 show all the transitions possible out of any state. There are four events that cause a state transition: (i) an exogenous arrival at a node; (ii) an RTS transmission attempt, which may or may not be successful; (iii) completion of a DATA packet transmission, which may or may not have collided; and (iv) completion of a false blocking period. So, there are six types of transitions for each node i, i.e. at most 6N transitions can occur out of a given state. However, not all transitions are possible out of each state. The variable values in the second column defines the conditions which must be satisfied for that transition. For example, a node can send an RTS only if it is not blocked in that state. So, we must have bi = 0 for a Type 4 or Type 5 transition. The third column defines the new state. The rate of transition is shown in the fourth column, and the fifth column describes the event that causes this transition. We use the notation (x) + to denote j



max{0, x}. The insertion of the integer j at the end of the array D i is denoted by Di ⇐, d



i Similarly, and the deletion of the first element from the array Di is denoted by Di ⇒.



Ni (s)



Bj



B ⇐ denotes the insertion of the set Ni (s) in the collection B, and B ⇒ denotes the deletion of the j-th set from B. The destination of each new packet sent by a node is chosen with a fixed probability among its neighbors, but other Markovian policies can be accommodated similarly.
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