









	
 Home

	 Add Document
	 Sign In
	 Create An Account














[image: PDFKUL.COM]






































	
 Viewer

	
 Transcript













Global equilibria of EPECs with shared constraints Uday V. Shanbhag∗



Ankur A. Kulkarni



Abstract This paper develops a paradigm for claiming the existence of global equilibria for EPECs with shared constraints. EPECs commonly arise through the modeling multi-leader multi-follower games. But the application of standard fixed point arguments to the reaction map of such games is hindered by the lack of suitable continuity properties, amongst other requirements, in this map. We present modifications of the canonical model of multi-leader multi-follower games that result in EPECs with shared constraints, with far more favorable properties. We show that a global equilibrium of this EPEC exists when a suitably defined modified reaction map admits a fixed point. Sufficient conditions for the existence of these fixed points are obtained via topological fixed point theory. Finally, the paradigm developed is applied to a class of LCP-constrained EPECs where conditions for the contractibility of the domain are derived via the theory of retracts.
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Introduction



EPECs, or Equilibrium Programs with Equilibrium Constraints, are a recently explored class of mathematical programs that have caught the interest of researchers in the field of mathematical programming. EPECs arise rather naturally through game theory, out of the modeling of multi-leader multi-follower games. In multi-leader multi-follower games, players are categorized into leaders and followers. Followers compete amongst each other in a conventional Nash game, assuming the decisions of leaders as fixed while leaders compete against each other subject to an equilibrium amongst the followers. The latter can be articulated as an equilibrium constraint in the optimization problems of the leaders whereby the equilibrium amongst leaders is the solution of an equilibrium program with equilibrium constraints. Naturally, understanding the equilibria of the EPEC is of great relevance to comprehending the nature of competition between multiple firms faced with multiple followers. This class of games has gained significant exposure in the last decade particularly through its use when analyzing strategic behavior of firms competing in power markets [15, 5, 36]. Sherali [29] examined the existence of an equilibrium in a forward market when the firms are characterized by identical linear costs. Su [34] extended this analysis to the non-identical setting while DeMiguel and Xu examined a stochastic counterpart of such games in [7]. An “existence” result may be obtained for the weaker notion of a local Nash equilibrium, which refers to the solution of the aggregated stationarity conditions. Ralph and Hu [18] appear to have been amongst the first to use such a notion while more recent work by Pang [25] examines when such an equilibrium exists in the context of EPECs. In fact, the stationarity approach has been the basis of computational approaches [21, 33]. Finally we note that EPECs may also arise in games other than the multi-leader multi-follower variety, such as Nash games in which each player solves a bilevel optimization. Here, the solution of a lower level optimization problem is posed as an equilibrium constraint in each player’s optimization problem. Before proceeding further, it is worth emphasizing that our paper focuses on developing a framework for providing existence statements for global equilibria, rather than local. Let N = {1, 2, . . . , N } be a set of leaders. In the canonical EPEC, leader i solves a parameterized mathematical program with equilibrium constraints ∗ Both authors are with the Department of Industrial and Enterprise Systems Engineering, University of Illinois, UrbanaChampaign, IL 61801, U.S.A. and are reachable at (akulkar3,[email protected]). The authors would like to thank Profs. J-S. Pang and T. Ba¸sar for their suggestions and comments.



1



(MPEC) of the following kind. Li (x−i , y −i )



minimize xi ,yi



ϕi (xi , yi ; x−i )



subject to



xi ∈ Xi , yi ∈ Yi , yi ∈ SOL(F (xi , x−i , ·), K(xi , x−i )).



R



Here xi ∈ mi is leader i’s strategy and yi is the tuple of follower strategies that form the equilibrium of a Nash game parametrized by the tuple x = (x1 , . . . , xN ), of the strategies of the N leaders. We use the usual notation x−i = (x1 , . . . , xi−1 , xi+1 , . . . , xN )



(¯ xi , x−i ) = (x1 , . . . , xi−1 , x ¯i , xi+1 , . . . , xN ).



We assume throughout that Xi , Yi are closed convex sets. For each x, follower equilibria are characterized by the solution of the variational inequality VI(F (x, ·), K(x)) and are denoted as SOL(F (xi , x−i , ·), K(xi , x−i )). Henceforth we abbrieviate S(x) = SOL(F (xi , x−i , ·), K(xi , x−i )). (1) Though yi is not within leader i’s control, a minimization over yi is performed by a leader who is assumed to be optimistic, rather than a pessimistic leader who would maximize over yi while minimizing over xi . Let y = (y1 , . . . , yN ) and let n be space of (x, y). By the feasible region of the EPEC we mean the set   xi ∈ Xi ,   F = (x, y) ∈ n yi ∈ Yi , . (2)   yi ∈ S(x), i = 1, . . . , N.



R



R



We denote this EPEC by E , and by Ωi (x−i , y −i ), the feasible region of Li (x−i , y −i ). It is easily seen that F is the set of fixed points of N Y Ω := Ωi . (3) i=1



Each objective function ϕi is assumed to be continuous and defined over the range of the set-valued map Ωi . By a leader-follower Nash equilibrium, or simply equilibrium, of this game is meant a tuple of leader strategies (x, y) ∈ F such that ϕi (xi , yi ; x−i ) ≤ ϕi (ui , vi ; x−i ) ∀(ui , vi ) ∈ Ωi (x−i , y −i ),



i = 1, . . . , N.



In other words, at the equilibrium, there is no incentive for unilateral deviation for any leader, and given the strategies of the leaders, the followers are at Nash equilibrium. We refer to such an equilibrium as the “global equilibrium,” as opposed to a “local equilibrium.” The latter refers to a tuple (x, y) that satisfies necessary conditions for optimality of each leader’s optimization problem. Apart from its importance in modeling, the EPEC is also of theoretical interest. The central theoretical question pertaining to EPECs is that of the existence of an equilibrium. There are many instances of EPECs for which equilibria have been shown to exist, (for example [7, 30, 34]), but it is not clear how these examples may be generalized to a wider class of EPECs. On the other hand, existence results that are theoretically broader are either applicable to EPECs that are essentially single stage games – where there is unique follower equilibrium for each tuple of leader strategies – or they pertain to weaker equilibrium concepts such as stationarity. At the heart of this state of affairs lies the fact that it is not known on what broad mathematical principle, the existence of an equilibrium of an EPEC rests. In conventional Nash games with convex strategy sets, such principles are well known – the fixed point theorems of Brouwer and Kakutani (see [3]). Indeed when the feasible region of the EPEC is convex and compact, the EPEC is either a conventional Nash game or a generalized Nash game and the existence of a global equilibrium follows from classical results. But since convexity rarely holds for the equilibrium constraints and due to the presence of the opponent’s strategies in these constraints, these theorems do not apply to EPECs directly. Consequently, while the need to analyze equilibria of EPECs is imminent, there currently exists no paradigm for this purpose that can be expressed and understood in terms of mathematical concepts. 2



1.1



Contributions



This paper develops such a paradigm for EPECs with shared constraints. In such a game, the strategy sets of players are a function of the strategies of their opponents in such a way that there is a common set, say C, lying in the product space of the strategies, that the tuple of player’s strategies are required to lie in. The objective functions, say f1 , . . . , fN : C → , are defined only over this common constraint and an equilibrium of this game is a point (z1 , . . . , zN ) ∈ C such that for each i



R



fi (z1 , . . . , zN ) ≤ fi (z1 , . . . , z¯i , . . . , zN ) ∀ z¯i



s.t.



(z1 , . . . , z¯i , . . . , zN ) ∈ C.



The reader may see [3, 10, 28, 20] for more on these games. The EPEC bears a strong resemblance to the shared constraint game because each leader’s decisions are constrained by the equilibrium amongst the same set of followers. However, it turns out, the conventional model of the EPEC, in which leaders solve Li for i ∈ N , does not result in a shared constraint game. This work presents modifications of this model that result in an EPEC that is a shared constraint game and lead to a slightly different models, that could be used to model multi-leader multi-follower competition. The key benefit of converting the EPEC to a shared constraint game lies in its analysis, for it remedies many of the analytical difficulties that arise in showing the existence of an equilibrium of the EPEC. To elaborate, recall from [3] that the existence of an equilibrium of a conventional Nash game can be shown to be equivalent to the existence of a fixed point of a certain mapping, called the reaction map, that maps the strategy space of the game to itself. For a given tuple of strategies x in the domain, the values mapped by the reaction map are the best responses of players, obtained assuming that for each player i the strategies of the opponents are held fixed at x−i . For E , the map R(x, y) = (R1 (x−1 , y −1 ), × · · · ×, RN (x−N , y −N )),



Ri (x−i , y −i ) = SOL(Li (x−i , y −i )),



constitutes the reaction map. Existence of an equilibrium could be claimed by showing that R admits a fixed point. But if one attempts to apply fixed point theory to R, several difficulties emerge. Almost all fixed point theorems rely on three assumptions: (a) the mapping to which a fixed point is sought is assumed to be a selfmapping; (i.e. it maps its domain to itself, or subsets of itself) (b) the mapping is required to be continuous (if the mapping is single-valued) or upper semicontinuous (if set-valued); and (c) the domain of the mapping and the mapped values are required to be of a specific shape, e.g. convex. The first difficulty one encounters is that this reaction map is not necessarily a self-mapping, since range(Ω) may not be a subset of dom(Ω). Secondly, the continuity (or upper semicontinuity) of R is far from immediate and usually requires Ω to be continuous, which is perhaps the biggest difficulty of all. And finally, dom(Ω) is hard to characterize and little can be said about its shape. These three difficulties listed are germane to any coupled constraint game, but they are more pronounced in the EPEC since continuity of S is hard to guarantee, except for some trivial cases. The analytically powerful feature of shared constraint games is that another map can be constructed whose fixed points are the equilibria of the shared constraint game. This map is a self-mapping, it is upper semicontinuous under mild assumptions, and its domain is F, which is much easier to characterize. Therefore, in applying fixed point theory to this map, the challenge lies in dealing with the nonconvexity of F. A formal approach to handling nonconvexity of equilibrium constraints based on topological fixed point theory and the theory of retracts is used to overcome this difficulty. We also observe that if the objective functions are defined over the entire space, the use of the theory of retracts can be avoided; this is discussed in section 4.1.3. The theoretical message of our work is that (a) a shared constraint formulation of multi-leader multi-follower games has much more analytical tractability and (b) contractibility, as opposed to convexity, is a key property for the existence of equilibria to EPECs obtained in this way. Since topological fixed point theory is very general and contains the convex fixed point theorems of Brouwer and Kakutani, what results is a very general, and to a great extent, unifying theory of the existence of equilibria, that contains the already known theory of equilibria for convex constrained games. We are not the first to notice this. Debreu [6], Tesfatsion [35] and McClendon [23] have applied topological fixed point theory to abstract games with general strategy sets. Our contribution is in posing shared constraint games as alternative formulations for multi-leader multi-follower competition and showing that the analysis of the resulting EPECs can be accomplished through topological fixed point theory.
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Our work leads to a broad existence theory for these EPECs and the identification of open problems, mostly relating to the nature of solution sets of MPECs, which if answered, would broaden this theory. A note is due of the assumptions we make and the kind of results we derive. Our intention in this paper is to present a foundational theory for existence of equilibria of EPECs with shared constraints. Consequently, we derive results that are valuable for both their generality and their explanatory power and thereby allow for understanding more precisely the conceptual barriers to stronger results. Such barriers may take the form of an inability to immediately verify a required sufficiency condition; they are not addressed in this paper. Most results are followed by a discussions on the reach of the result and possible ways of avoiding pathology so as to widen this reach. One of our focii is also that when specialized to conventional Nash games with convex constraints, our assumptions and results emerge as equivalent to known results for such games. Indeed one of our motivations for taking the route of topological fixed point theory is this unification. Finally, note that in attempting to develop results of this kind, we are unable to provide the sharper conclusions that are common in works where specific EPECs are considered and structural assumptions are made. The paper is organized as follows. Section 2 introduces the EPEC associated with a canonical multi-leader multi-follower game and presents modifications of this model for constructing a shared constraint game. We discuss how fixed point theory may be applied to the latter through the modified reaction map. Furthermore we discuss relations between these modifications and their relation to the original model. In Section 3, we present a review of the nonconvex fixed point theory that is used in this paper. Section 4 applies this fixed point theory to the modified reaction map derived in Section 2 while in Section 5, we consider some instances of EPECs and examine the implications of the results from Section 4 to these EPECs. The paper concludes in Section 6 with a brief summary.



2



The EPEC as a shared constraint game



We begin with the model from the introduction wherein player i then solves the MPEC Li (x−i , y −i )



minimize



ϕi (xi , yi ; x−i )



subject to



xi ∈ Xi , yi ∈ Yi , yi ∈ S(x).



xi ,yi



The logic behind using the follower decision yi as a decision variable of the leader problem is that the leader is taking his decisions in an optimistic manner; specifically he optimizes over the set of all values that follower equilibria could yield. Two chief distinctions arise in EPEC solution concepts when one has to decide the nature of follower decisions at equilibrium. Since the optimal yi ’s are, after all, conjectures on the part of the leader, one school of thought allows these yi ’s to be distinct across leaders. The leader follower equilibrium defined above pertains to this thinking. Another school of thought requires that these conjectures be consistent, i.e. at equilibrium yi = yj , for all i, j ∈ N . This would be relevant if the equilibrium is to be interpreted in practical settings. The goal of this section is to reformulate the EPEC as a shared constraint game and present the analytical consequences of this reformulation. Section 2.1 gives a background of coupled constraint games. Section 2.2 presents the shared constraint reformulations and Section 2.3 contains the analytical consequences. The analytical consequences include showing that a sufficient condition for the existence of an equilibrium to an EPEC is the existence of fixed point to a certain modified reaction map. Section 2.4 presents a comparison of the equilibria of the modifications with that of the original EPEC.



2.1



Coupled constraint games



A game is defined by a set of players, a strategy space for each player, a set of permissible strategies and real valued objective functions defined on the set of permissible strategies. The set of permissible strategies is a subset of the product space formed from taking the cartesian product of the strategy spaces of all players. All tuples of player strategies are required to lie in the set of permissible strategies. In classical Nash games, the set of permissible strategies is itself a cartesian product of sets drawn from strategy spaces. 4



The EPEC is a highly nonconvex coupled constraint game with not necessarily shared constraints. A game is said to be a coupled constraint game if the strategies available to a player depend on the the strategies chosen by his opponents. A game is said to be a coupled constraint game if the feasible region of eachQplayer’s optimization N problem is a function of the strategies of other players. The feasible region mapping Ω = i=1 Ωi defined in (3) −i −i −i −i (where Ωi (x , y ) is the set of (xi , yi ) feasible for Li (x , y )) is said to be a shared constraint if Ω has the following structure: for (x, y) in the domain of Ω, (u, v) ∈ Ω(x, y) ⇐⇒ (ui , x−i , vi , y −i ) ∈ F



∀ i.



(4)



Such an Ω is completely defined by its fixed point set, F. Shared constraint games arise naturally when players face a common constraint, e.g. in a bandwidth sharing game, and are an area of flourishing recent research; see [11]. Shared constraint games were introduced by Rosen [28] as a rigorous generalization of the classical Nash game. A set C ⊆ n is taken as the set of permissible strategies and objective functions fi are defined as C → mappings. The equilibrium of this game is a point z = (z1 , . . . , zN ) such that



R



R



z ∈ C,



fi (z1 , . . . , zN ) ≤ fi (z1 , . . . , z¯i , . . . , zN )



∀ z¯i s.t. (z1 , . . . , z¯i , . . . , zN ) ∈ C,



∀ i.



(5)



This definition is sound since fi ’s are defined over C. It is also consistent with the idea that each player have no incentive for unilateral deviation over the space of permissible strategies. An alternative, equivalent definition, introduced by Harker [14]: z is an equilibrium if z ∈ ΩC (z) and for all i fi (z1 , . . . , zN ) ≤ fi (z1 , . . . , z¯i , . . . , zN ) where C



Ω =



N Y



ΩC i,



and



−i ∀ z¯i ∈ ΩC i (z ),



−i ΩC zi | (¯ zi ; z −i ) ∈ C}. i (z ) = {¯



i=1



These games have subsequently been extended to coupled constraints games with not necessarily shared constraints. In such a game, an equilibrium is a point z such that z∈



N Y



S −i ΩN i (z ),



fi (z1 , . . . , zN ) ≤ fi (z1 , . . . , z¯i , . . . , zN )



S −i ∀ z¯i ∈ ΩN i (z ),



∀ i.



i=1 S Here ΩN is any convex valued set-valued map, not necessarily of the form of a shared constraint. If we let Ci to i S be the graph of ΩN i , we may rewrite the above as



z∈



N \



Ci ,



fi (z1 , . . . , zN ) ≤ fi (z1 , . . . , z¯i , . . . , zN )



∀ (¯ zi , z −i ) ∈ Ci



∀ i.



(6)



i=1



Comparing (6) with (5) reveals that the coupled constraint game without shared constraints has some features distinct from conventional Nash game and shared constraint games. The space of permissible strategies is different for each player and at equilibrium, each player i has no incentive for unilateral deviation over his own space of permissible strategies, Ci , which is also the domain of fi . The equilibrium is thus a point that lies in the intersection of all spaces of permissible strategies, ∩Ci . This leaves the possibility that ∩Ci could be empty, even while Ci are nonempty. This is impossible for a shared constraint, since the graph of ΩC i is C for all i. Indeed Arrow and Debreu in [1] recognize that such games are technically not games and instead call them abstract economies. Less is known in literature about coupled constraint games without shared constraint even with convex constraints. This difficulty is intensified in the EPEC due to the inherent lack of regularity of the constraints involved. On the contrary, much has been said about shared constraint games, with convex fixed point sets (See particularly, the works of Rosen [28], Facchinei and Pang [12], Facchinei et al. [10] and Kulkarni and Shanbhag [20]). It is tempting to therefore think that in the case where the Ω is a shared constraint, the EPEC will be more amenable and a more complete understanding could be obtained for it. 5



2.2



Shared constraint formulations



The setting that motivates the EPEC has a strong and natural resemblance to shared constraint games: each leader in a multi-leader-multi-follower game is constrained by the equilibrium amongst the same set of followers. However this constraint is not automatically a shared constraint because the equilibrium of the followers is not a constant, but a variable of each leader’s decision problem. The possible disparity in the conjectures that leaders make about follower equilibria results in this constraint not being shared. Even definitions that require these conjectures to consistent, only require this consistency at equilibrium; consistency is not required to prevail in individual optimization problems and is therefore not enough to make the constraint shared1 . Note that the single-valuedness of S also enforces consistency only at equilibrium, not in the leader’s optimization problems. The objective of this section is to “make” the EPEC a shared constraint game. We demonstrate other formulations of the EPEC that result in shared constraint games. The analytical advantages of having such an EPEC will seen in Section 2.3. Note that the goal of this paper is the study of EPECs and to present an analytical theory for them; understanding the game theoretic meaning of the formulations and modifications that follow is beyond the scope of this paper. Leaders sharing all equilibrium constraints: following optimization problem. −i −i Lae i (x , y )



Consider the formulation in which the ith leader solves the



ϕi (xi , yi ; x−i )



minimize xi ,yi



xi ∈ Xi , yi ∈ Yi , yj ∈ S(x)



subject to



j = 1, . . . , N.



Let this game be denoted by E ae . The difference between this problem and Li is that all constraints yj ∈ S(x),



j = 1, . . . , N



are now a part of each leader’s optimization problem. As a consequence, while yi satisfies the same constraints −i −i as in Li (x−i , y −i ), xi is constrained by additional constraints. For yj ∈ Yj , xj ∈ Xj for j 6= i, let Ωae i (x , y ) be ae −i −i the feasible region of Li (x , y ). i.e. −i −i N Ωae i (x , y ) = {xi , yi | xi ∈ Xi , yi ∈ Yi , y ∈ S (x)} = {xi , yi | x ∈ X, y ∈ Y, (x, y) ∈ G},



where Y =



N Y



Yi ,



X=



i=1



N Y



Xi ,



SN =



i=1



N Y



S,



and



G = {(x, y) |y ∈ S N (x)},



(7)



i=1



is the graph of S N . It easy to see that Ωae i is in the form dictated by (4). Furthermore, the fixed points of QN Ωae = i=1 Ωae are the same as that of Ω. i (x, y) ∈ Ωae (x, y) ⇐⇒ (x, y) ∈ Ω(x, y) ⇐⇒ (x, y) ∈ F = (X × Y ) ∩ G. An equilibrium of E ae is a point (x, y) ∈ F, such that



ϕi (xi , yi ; x−i ) ≤ ϕi (¯ xi , y¯i ; x−i )



−i −i ∀ (¯ xi , y¯i ) ∈ Ωae i (x , y ), ∀i.



This immediately leads us to the following result. Lemma 1 Every equilibrium of E is an equilibrium of E ae . −i −i −i −i Proof : An equilibrium (x, y) of E is in F. Since Ωae i (x , y ) ⊆ Ωi (x , y ), the result follows. 1 Indeed this is a common feature of many “equilibrium” definitions for the EPECs, wherein at equilibrium more requirements are imposed on the solutions of the players’ optimization problems, which do not necessarily hold for solutions that are not equilibria.
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Leaders with consistent conjectures: In EPECs, often a requirement is imposed that at equilibrium the conjectures made by leaders about follower equilibria be consistent, yi = yj , for all i, j. It is not immediately clear if such consistency should be an exogenous requirement on the game, or if it should be imposed as a part of each leader’s optimization problem. If we impose the consistency requirement endogenously the resulting EPEC, E cc , turns out to be a shared constraint game in which the ith leader solves the following problem. −i −i Lcc i (x , y )



minimize xi ,yi



ϕi (xi , yi ; x−i ) xi yi yi yj



subject to



∈ ∈ ∈ =



Xi , Yi , S(x) y1 , j = 1, . . . , N,



−i −i cc −i −i Let yj = y` , yj ∈ Yj , xj ∈ Xj , for all j, ` 6= i. Let Ωcc i (x , y ) denote the feasible region of Li (x , y ) −i −i Ωcc i (x , y ) = {xi , yi | xi ∈ Xi , yi ∈ Yi , yi ∈ S(x), yj = y1 , j = 1, . . . , N }



= {xi , yi | x ∈ X, y ∈ Y, y ∈ S N (x), y ∈ A} where A = {y | yi = y1 , i = 1, . . . , N }, Consequently, Ω



cc



=



QN



cc i=1 Ωi



is a shared constraint. Let F



cc



(8) cc



be set of fixed points of Ω , given by



F cc = (X × (Y ∩ A)) ∩ G. Lemma 2 If S is single-valued, we have F = F cc . Proof : It is obvious that F cc ⊆ F. To show the claim, let (x, y) ∈ F. Since S is single valued, y ∈ A and consequently (x, y) ∈ F cc . Lemma 3 Let S be single-valued. Every equilibrium of E is an equilibrium of E cc . −i −i −i −i Proof : An equilibrium (x, y) of E is in F, and so by Lemma 2, (x, y) ∈ F cc . Since Ωcc i (x , y ) ⊆ Ωi (x , y ), the result follows.



Notice that E ae retains equilibria of E even when S is set-valued, while a we are able to claim a similar property for E cc only under the single-valuedness of S. Remark : We wish to emphasize the following facts: • That a constraint is shared does not imply that the conjectures are consistent. • That conjectures are consistent at equilibrium, (say if S is single-valued) does not imply that constraint is shared. • If the conjectures are consistent in individual optimization problems, they are consistent at equilibrium and the constraint is shared. 2 Leaders solving bilevel optimization problems: The game in which leaders solve bilevel optimization problems without coupled constraints is also an EPEC with shared constraints. Consider a game where the ith leader solves −i −i Lbl i (x , y )



minimize



ϕi (xi , yi ; x−i )



subject to



xi ∈ Xi , yi ∈ Sbi (xi ), yi ∈ Yi .



xi ,yi
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bl Notice the absence of the coupling of leader decisions in the constraints. Let Ωbl i be the feasible region of Li and QN bl bl bl let F be the set of fixed points of Ω := i=1 Ωi . Since there is no coupling, it is easily seen that



b F bl = Ωbl = {(x, y) | x ∈ X, y ∈ Y, (x, y) ∈ G}, QN where Gb = i=1 Gbi and Gbi is the graph of Sbi . If (xj , yj ) ∈ Ωbl j , for j 6= i, bl Ωbl i = {(xi , yi ) | xi , yi } = {(xi , yi ) | (x, y) ∈ F }.



Clearly Ωbl is a shared constraint. Leaders with objectives independent of follower equilibrium: This game, though not a shared constraint game, obeys a key result that holds for shared constraint games. Here we assume that the ith leader solves the following problem. −i −i Lind i (x , y )



minimize xi ,yi



subject to



ϕi (xi ; x−i ) xi ∈ Xi , yi ∈ Yi , yi ∈ S(x).



We denote this game by E ind and discuss it at the end of Section 2.3.



2.3



Fixed point formulation through the modified reaction map



At the classical Nash equilibrium, each player’s strategy is his “best response” assuming the strategies of his opponents are held fixed. For any tuple of strategies x = x1 , . . . , xN , one may obtain a tuple of “best responses” in the following manner: take the ith “element” of the tuple to be the solutions of player i’s optimization problem obtained from assuming the opponent’s strategies fixed at x−i . The resulting best response would, in general, be a set-valued function of x, mapping the space of strategies to subsets of this space. This function is often called the reaction map. The Nash equilibrium is a fixed point of this map. When the feasible region of each player’s optimization problem is convex and independent of his opponent’s strategies, and each player’s objective function is convex in his own strategy, this map is upper semicontinuous and convex-valued. Thus if the space of strategies of players, which forms the domain of the reaction map, is also compact, Kakutani’s fixed point theorem yields the existence of the fixed point to the reaction map, i.e. a Nash equilibrium exists. The nonconvexity of an EPEC implies that there is no simple characterization of optimality, and since our interest is in global equilibria, a return to first principles, as above, is the only way ahead. However, when the strategy set of a player is dependent on the strategies of his opponents, difficulties arise in the above modus operandi when one attempts to apply fixed point theory to the reaction map of such a game. To illustrate this, let us define the following reaction map for the EPEC E mentioned in Section 1. Let R : dom(Ω) → 2range(Ω) ,    ϕ1 (¯ x1 , y¯1 ; x−1 ) ≤ ϕ1 (u1 , v1 ; x−1 )       .. R(x, y) = (¯ x, y¯) ∈ Ω(x, y) ∀ (u, v) ∈ Ω(x, y) . (9) .       −N −N ϕN (¯ xN , y¯N ; x ) ≤ ϕN (uN , vN ; x ) (x, y) is an equilibrium of E if and only if (x, y) is a fixed point of R. Almost all fixed point theorems rely on the following broad assumptions: (a) the mapping to which a fixed point is sought is assumed to be a self-mapping; (b) the mapping is required to be continuous (if the mapping is single-valued) or upper semicontinuous (if set-valued); (c) the domain of the mapping and the mapped values are required to be of a specific shape, e.g. convex. 8



The first difficulty one encounters is that R is not necessarily a self-mapping, since range(Ω) may not be a subset of dom(Ω)2 . Secondly, the continuity (or upper semicontinuity) of R is far from immediate. This usually requires Ω to be continuous. Finally, dom(Ω) is hard to characterize and little can be said about its shape. A compelling feature of shared constraint games is that all three of these difficulties can be circumvented through the use of another map whose fixed points are also equilibria of E . Assume Ω is a shared constraint, with a fixed point set F. Let Ψ : F × F → be given by



R



Ψ(x, y, x ¯, y¯) =



N X



ϕi (¯ xi , y¯i ; x−i )



∀(x, y), (¯ x, y¯) ∈ F.



(10)



i=1



and consider the map modified reaction map Υ : F → 2F , defined as  Υ(x, y) := (¯ x, y¯) ∈ F | Ψ(x, y, x ¯, y¯) = inf



 Ψ(x, y, u, v) .



(11)



(u,v)∈F



We show below that a fixed point of Υ is an equilibrium of E . Notice that the difficulties due to (a) and (b) that arise in R do not appear Υ: Υ is a self-mapping and because the infimum in (11) is over a set that is independent of (x, y), the upper semicontinuity of Υ is easily obtained. (c) remains a hurdle. However since F is much easier to characterize than dom(Ω), (c) can be approached with greater ease for Υ than for R. Note that the map Υ is analogous to that used by Rosen [28], Theorem 1. Rosen’s work is the inspiration for our approach. Lemma 4 If Ω is a shared constraint, i.e. it satisfies (4), then every fixed point of Υ is a fixed point of R. Proof : We deny the claim and show that it results in a contradiction. Suppose (x, y) ∈ Υ(x, y) and (x, y) ∈ / R(x, y). There exists (u, v) ∈ Ω(x, y) and i such that ϕi (ui , vi ; x−i ) < ϕi (xi , yi ; x−i ). Since (u, v) ∈ Ω(x, y), we must have (ui , x−i , vi , y −i ) ∈ F. But this means Ψ(x, y, ui , x−i , vi , y −i ) < Ψ(x, y, x, y), a contradiction to (x, y) ∈ Υ(x, y). Remark : It is not true that every equilibrium of the EPEC is a fixed point Υ. This can be checked easily by considering a hypothetical case with convex F, wherein it is well known that fixed points of R and Υ can be very different, see e.g. [20] where this is discussed in detail. Existence of a fixed point to Υ is only a sufficient condition for an equilibrium of the EPEC to exist. There may exist fixed points of R that are not fixed points of Υ and games for which there are fixed points to R, but none to Υ, as shown in [20]. When F is convex, Theorem 4 and the map Υ also has an interesting connection with the “variational equilibrium” [11, 12, 20] in games with convex shared constraints. Suppose F is convex and each ϕi is convex in (xi , yi ). Fixed points of R form the generalized Nash equilibrium [14] of the game. The variational equilibrium is defined as the solution of the variational inequality VI(F, F ), where F = (∇1 ϕT1 , . . . , ∇N ϕTN )T , and it is easy to see that it is the same as the fixed points of Υ. 2 Recall the third category of shared constraint games, E ind , wherein the objective functions of leaders are independent of the follower equilibrium. We show that fixed points of Υ are equilibria of E ind . Suppose each leader solves the following MPEC. −i −i Lind i (x , y )



minimize xi ,yi



subject to



ϕi (xi ; x−i ) xi ∈ Xi , yi ∈ Yi , yi ∈ S(x).



2 Of course, if Ω(x, y) 6= ∅ for all (x, y) ∈ X × Y , we have dom(Ω) = X × Y and R to be a map from X × Y to subsets of X × Y . But one of the key difficulties [22] of MPECs and EPECs is that the domain of the problem is defined implicitly through S. In this work, we seek a theory that does not rely on the verification of the statement “dom(Ω) = X × Y ”. The approach of Arrow et al. [1] assumes this statement.



9



Notice that yi is a variable of the above MPEC, though it does not appear explicitly in the objective. We also assume that Yi = Yj for all i, j. Fixed points of Υ are also equilibria of this game. Observe that in this case, Ψ(x, y, x ¯, y¯) =



N X



ϕi (¯ xi ; x−i ),



1



is also independent of y¯. Lemma 5 If (x, y) is a fixed point of Υ, it is an equilibrium of E ind . Proof : Again we prove this by contradiction. Let (x, y) ∈ Υ(x, y) and (x, y) ∈ / R(x, y). So there exists (u, v) ∈ Ω(x, y) and leader i such that ϕi (ui ; x−i ) < ϕi (xi ; x−i ), where



ui ∈ Xi ,



vi ∈ Yi ,



vi ∈ S(ui ; x−i ).



Let (¯ x, y¯) be the point given as 



 x1    ..  vi  .     . −i  x ¯=  ui  = (ui ; x ) y¯ =  ..  .  .  vi  ..  xN Since (x, y) ∈ F, xj ∈ Xj , for all j, whereby x ¯ ∈ X. Since Yi = Yj for all j, y¯ ∈ Y and since vi ∈ S(¯ x), it follows that y¯ ∈ S N (¯ x). It follows from this that (¯ x, y¯) ∈ F. So X Ψ(x, y, x ¯, y¯) = ϕj (xj ; x−j ) + ϕi (ui ; x−i ) < Ψ(x, y, x, y). j6=i



This contradicts (x, y) ∈ Υ(x, y). Remark : Notice that when S is single-valued, the fixed points of Υ are equilibria that are common to E ae and E cc . This is so because of Lemma 2, which gives F cc = F for single-valued S, and Lemma 4 which shows that fixed points of Υ are equilibria of E cc and E ae . 2 We now come to an example presented in [26] wherein the authors produced an EPEC that had no solution. We observe that this EPEC is not a shared constraint game. But if this EPEC is modified in the form of E ae , the modified EPEC does admit an equilibrium. Example 1. The example comprises of 2 leaders and 1 follower. X1 = X2 = [0, 1] and Y = follower is assumed to solve the optimization problem



R.



The lone



min{y(−1 + x1 + x2 ) + 21 y 2 } = max{0, 1 − x1 − x2 } y≥0



The leaders, notably, have objectives independent of the strategies of the other leader and thus solve the following optimization problems. L1



minimize x1 ,y1



subject to



ϕ1 (x1 , y1 ; x2 ) = 12 x1 + y1



L2



x1 ∈ [0, 1] y1 = max{0, 1 − x1 − x2 }



minimize x2 ,y2



subject to



ϕ2 (x2 , y2 ; x1 ) = − 12 x2 − y2 x2 ∈ [0, 1] y2 = max{0, 1 − x1 − x2 }



One may explicitly substitute the optimal y1 , y2 in terms of x1 , x2 to obtain a reaction map in the x1 , x2 space.   x1 ∈ [0, 21 ) {0} R1 (x2 ) = {1 − x2 } ∀x2 ∈ [0, 1] R2 (x1 ) = {0, 1} x1 = 12   {1} x2 ∈ ( 21 , 0]. 10



It is easy to see that this map has no fixed point, whereby this game has no equilibrium. Now consider the following problem in which both leaders see both equilibrium constraints. L1



minimize x1 ,y1



subject to



ϕ1 (x1 , y1 ; x2 ) = 12 x1 + y1



L2



x1 ∈ [0, 1] y1 = max{0, 1 − x1 − x2 } y2 = max{0, 1 − x1 − x2 }



minimize x2 ,y2



subject to



ϕ2 (x2 , y2 ; x1 ) = − 12 x2 − y2 x2 ∈ [0, 1] y1 = max{0, 1 − x1 − x2 } y2 = max{0, 1 − x1 − x2 }



This is clearly a shared constraint game with F = {(x1 , x2 ) ∈ [0, 1]2 , (y1 , y2 ) ≥ 0 | y1 = max{0, 1 − x1 − x2 } = y2 }. We have ¯1 + y¯1 − 21 x ¯2 − y¯2 , Ψ(x, y, x ¯, y¯) = 21 x which, importantly, is independent of (x, y). So Υ(x, y) = arg min Ψ(x, y, x ¯, y¯) (¯ x,¯ y )∈F 1 x ¯1 (¯ x,¯ y )∈F 2



= arg min



− 21 x ¯2



= ((0, 1), (0, 0)). It follows thereby that ((x1 , x2 ), (y1 , y2 )) = ((0, 1), (0, 0)) is an equilibrium of the modified game. It is illuminating to study the objectives of the two at equilibrium. Leader 1 gets ϕ1 (0, 0, 1) = 0 whereas leader 2 gets ϕ2 (1, 0, 0) = − 21 . 0 is leader 1’s global minimum and he thus has no incentive to deviate from it. For leader 2, the strategy set at equilibrium reduces to a singleton containing only his equilibrium strategy. This is induced by the presence of leader 1’s equilibrium constraint in his optimization problem. To see this notice that the constraint y1 = max{0, 1 − x1 , x2 } is, at equilibrium, equivalent to 0 = max{0, 1 − x2 }. This, together with the constraint x2 ∈ [0, 1] implies x2 = 1 and consequently y2 = 0. 2 Remark : The above example has several messages that we can learn from, but we make some cautionary remarks so that we do not convey the wrong message. • All EPECs when modified to a shared constraint form may not admit equilibria. The key feature of the above example that enables an equilibrium is that the objectives of leaders are independent of the strategies of other leaders. For any such game Υ is a constant map, and thus admits a fixed point. Of course the independence of ϕi from x−i is not necessary to obtain a constant-valued Υ. In the above example we may take ϕ1 (x1 , y1 , ; x2 ) = 12 x1 + y1 + f1 (x2 ), ϕ2 (x2 , y2 ; x1 ) = − 21 x2 − y2 + f2 (x1 ), where f1 , f2 are any continuous functions. Because of the separability in the objective functions, we would still get that Υ is a constant map: 1 x ¯1 (¯ x,¯ y )∈F 2



Υ(x, y) = arg min



− 21 x ¯2 + f1 (x2 ) + f2 (x1 ) = ((0, 1), (0, 0)).



• Note also that shared constraint formulations are merely alternative formulations of multi-leader multifollower games that are analytically more tractable than the original formulation. We do not mean to suggest that merely their tractability, as opposed to their meaningfulness, be used as the basis for their applicability. • A deeper study is needed to comprehensively understand the applicability of shared constraint formulations and to assess if there exist other formulations that result in EPECs with shared constraints. 2 We formalize these remarks through the following theorem, which also is our first existence result. Theorem 6 Let Ω be a shared constraint as defined in (4). Suppose for each i ∈ N , ϕi (xi , yi ; x−i ) = ϕi (xi , yi ), i.e., assume that ϕi is independent of x−i . If the infimum in (11) is achieved, the EPEC has an equilibrium. 11



The following example shows some settings where this theorem could be applied. Example 2. Consider a game comprising of players that are either “firms” or “service-providers”. Serviceproviders take payments from contractors to complete a certain task. The payoff received by each service-provider depends on the his strategy, the strategies of all other service-providers and the payment he receives from the firm. Thus service-providers compete amongst each other in a Nash game parametrized by the payments of the firns. The payoff received by the firms depends on the resulting equilibrium amongst the service-providers and their payments to these service-providers. This payoff does not explicitly depend on the strategies of the other firms, but does so in an implicit manner through the equilibrium amongst the service-providers. Furthermore, firms are required to be consistent in their conjectures of the equilibrium amongst service-providers. The firms individually wish to optimize their payoff, but the coupling of their actions through the game of service-providers results in a noncooperative game between them. It is evident that this is a multi-leader multi-follower game with firms as the leaders and service-providers as the followers. Suppose there are N firm, let xi , ϕi , i = 1, . . . , N be their strategies and payoffs respectively. Let yi denote the tuple of strategies of the service-providers conjectured by firm i and let S(x) be set of Nash equilibria for the subgame played by service-providers with firms’ strategies as x. The optimization problem of firm i is as follows. Ccc i



minimize xi ,yi



subject to



ϕi (xi , yi ) xi ∈ Xi , yi ∈ S(x), yj = y1 , j = 1, . . . , N.



This is a shared constraint game of the form of E cc . By Theorem 6, there is a equilibrium to this game. Note that “service-providers” in the above example could be firms that compete in a market and “firms” could be investors where xi ’s are their investments. 2 2.3.1



Properties of Υ



To show the upper semicontinuity of Υ, let us recall some background from set-valued analysis. The following definitions are commonly found; see e.g. Hogan [16]. A set-valued map S : T → 2W is closed at t¯ if {tk } → t¯, wk ∈ S(tk ) and wk → w ¯ implies w ¯ ∈ S(t¯). It is closed on a set T if it closed at all t¯ ∈ T . S is upper semicontinuous at t¯ if for any open set U ⊃ S(t¯), there exists a neighbourhood V of t¯ such that for all t ∈ V , S(t) ⊂ U. If S is upper semicontinuous at t¯ it is closed t¯. If S is closed at t¯ and locally bounded at t¯, i.e. if there exists a neighbourhood B of t¯ such that the set [ S(t), t∈B∩T



is bounded, then S is upper semicontinuous at t¯. Instead of the term locally bounded, the term uniformly compact is often used, for obvious reasons. S called open at t¯ if {tk } → t¯ and w ¯ ∈ S(t¯) imply the existence of a sequence {wk } such that wk ∈ S(tk ) for k sufficiently large and wk → w. ¯ S is open if and only if it is lower semicontinuous. S is continuous at t¯ if it is both open and closed at t¯. Note that our notion of continuity is a little weaker than that in other sources, such as Aubin [2], which require S to be upper and lower semicontinuous for it to be continuous. Lemma 7 Let Ψ be continuous on F × F and assume that the infimum in (11) is achieved by a point (¯ x, y¯) ∈ F for each (x, y) ∈ F. Then Υ is closed and nonempty. If Υ is locally bounded, it is upper semicontinuous. If Υ is locally bounded and single-valued, then it is continuous (as a single-valued function). Proof : Nonemptiness of Υ follows from the assumption that the infimum is achieved. Closedness follows from classical stability results, see e.g. Hogan [16], Theorem 8. The last claim is obvious as a special case of upper semicontinuity of set-valued maps for single-valued maps. Clearly, local boundedness of Υ is implied by the compactness of F. In general, Υ need not be open. Indeed much simpler mappings like that the solution of a parametrized linear program can also fail to be open. Zhao, in a beautiful paper [37], gave a sufficient condition for an 12



optimization problem to have a lower semicontinuous solution set. We adapt Zhao’s result to our setting to derive a condition sufficient for the lower semicontinuity of Υ. Since Υ is already known to be upper semicontinuous (if locally bounded), this condition is essentially a sufficient condition for Υ to be continuous. Let Ψ∗ (x, y) := Ψ(x, y, Υ(x, y)). Lemma 8 Suppose Ψ is continuous on F × F and let (x, y) ∈ F be a point. If 1. Υ is locally bounded at (x, y) and 2. for all ε > 0 there exists α > 0 and δ > 0 such that ∀ (ˆ x, yˆ) ∈ B((x, y), δ),



∀(¯ x, y¯) ∈ F\B(Υ(ˆ x, yˆ), ε)c ,



Ψ(ˆ x, yˆ, x ¯, y¯) ≥ Ψ∗ (x, y) + α,



then Υ is lower semicontinuous at (x, y). Proof : See Zhao, Theorem 1, [37]. The condition in 2 is necessary for the lower semicontinuity in numerous cases, particularly if Ψ is uniformly continuous. See Theorem 2 in Zhao’s [37] and Kien [19] for sharper results.



2.4



Comparison with the original EPEC



In the case where for every x ∈ X, S(x) is a singleton belonging to ∩i∈N Yi , we get F = {(x, y) | x ∈ X, y = S N (x)} QN where S N (x) = j=1 S(x). Furthermore, in the definition of Υ, one can substitute the follower equilibrium tuple in terms of the tuple of decisions of the leaders (as in Example 8 in Section 4.1.1). This approach is akin to the implicit programming approach for MPECs [22]. i.e. for (x, y) ∈ F, min Ψ(x, y, u, v) = min Ψ(x, S N (x), u, S N (u)). u∈X



(u,v)∈F



Let Γ(x) := arg min Ψ(x, S N (x), u, S N (u)). u∈X



X



N



If x is a fixed point of Γ : X → 2 , then (x, S (x)) an equilibrium of this game. Thus showing the existence of fixed points to Γ could be another approach to showing the existence of an equilibrium to EPECs with shared constraints such as E ae and E cc . For simplicity of exposition we will refer to fixed points of Γ as “equilibria” of the shared constraint EPEC. Implicit programming approaches have also been used in for EPECs, for e.g. by Sherali in [29] and Su in [34]. Indeed these two papers show the existence of an equilibrium to the original EPEC E formed from MPECs such as Li . The implicit programming route also provides a way for making a comparison between an equilibrium of E with those equilibria of the shared constraint game that are obtained via the fixed point of Γ. In both [29, 34] S is single-valued and Yi = n for all i. Following this approach let us rewrite the original leader problem Li in the following form.



R



Li (x−i , y −i )



minimize xi



subject to



ϕi (xi , S(x); x−i ) xi ∈ Xi ,



b : X → 2X , where It is easy to see that an equilibrium of this game is the same as a fixed point of Γ b Γ(x) := arg min u∈X



N X i=1



ϕi (ui , S(ui , x−i ); x−i ) = arg min Ψ(x, S N (x), u, S(u1 , x−1 ), . . . , S(uN , x−N )). u∈X



b and Γ. Importantly, observe that a fixed point of one is not necessarily a fixed Notice the difference between Γ point of the other. This may come as a surprise, considering that Lemmas 1 and 3 show that equilibria of the original (without shared constraints) EPEC, E are also equilibria of EPECs with shared constraints of the form 13



b are equilibria of the E ae and E cc . But this “contradiction” can be explained by noticing that fixed points of Γ ae cc EPECs E and E , but such equilibria need not be fixed points of Γ. Since the fixed point formulation through Υ or Γ is only a sufficient condition for the existence of equilibria of E ae or E cc , there may exist equilibria of these EPEC that are not necessarily fixed points of the Γ. However there is another interesting consequence of this comparison. The notational similarity between Γ and b suggests that under certain conditions an equilibrium of the shared constraint EPEC obtained as a fixed point Γ of Γ may also be an equilibrium of the original EPEC E . Theorem 9 Suppose for all x ∈ X, S(x) is a singleton lying in ∩i∈N Yi and let the objectives of players be such that Ψ(x, S N (x), u, S N (u)) ≤ Ψ(x, S N (x), u, S(u1 , x−1 ), . . . , S(uN , x−N )), ∀ u, x ∈ X. b and thus an equilibrium of E . Then every fixed point of Γ is also a fixed point of Γ Proof : If x is a fixed point of Γ, Ψ(x, S N (x), x, S N (x)) ≤ Ψ(x, S N (x), u, S N (u))



∀u ∈ X.



By the hypothesis of the theorem, we have Ψ(x, S N (x), x, S N (x)) ≤ Ψ(x, S N (x), u, S(u1 , x−1 ), . . . , S(uN , x−N )), b which means x is a fixed point of Γ.



3



Nonconvex fixed point theorems



We showed in Section 2 that a sufficient condition for the existence of an equilibrium to the EPEC with shared constraints, is the existence of a fixed point of a map, defined on the possibly nonconvex set F. Much of fixed point theory commonly applied in mathematical programming relies on convexity and various sufficient conditions for the existence of Nash equilibria pass through the application of theorems equivalent to convex fixed point theorems of Brouwer or Kakutani. The nonconvexity of F is a significant hindrance in discovering such a condition for the EPEC. This section introduces fixed point theorems that apply without the requirement of convexity of F. Note that if the objective functions of players have domain that is the entire space, additional requirements on F, for which this section builds the theory, are not needed. This is discussed in Section 4.1.3. There are many varieties of nonconvex fixed point theorems present in literature. The hypotheses of the fixed point theorems we survey do not limit the nature of the mapping. Most conditions are imposed on the nature of the domain. Central to this approach is the notion of the fixed point property. A set X has this property if any continuous singled valued self-mapping of X admits a fixed point. So compact convex sets in Euclidean spaces have the fixed point property. Our review of nonconvex fixed point theorems is thus, essentially, a review of a class of sets, called compact absolute retracts, with the fixed point property. Our review of nonconvex fixed point theorems sit naturally within two approaches to fixed point theory: first through algebraic topology and the second through set theoretic topology. Our exposition situates these theorems through the latter approach. One of the intentions of the authors is to bring these fixed point theorems to the attention of the community of mathematical programmers. Thus our attempt has been at keeping the survey extensive and yet relevant to mathematical programming. Throughout, our concepts are mentioned in full generality and then specialized to Euclidean spaces, and particularly constraints arising in mathematical programming, in the examples that follow.



3.1



Fixed point property and absolute retracts



Following is the formal definition of the fixed point property. Definition 10 (Fixed point property) A topological space X is said to have the fixed point property if every continuous function that maps X to itself admits a fixed point. 14



A key topological notion is that of a retract. Definition 11 (Retract) Let B be a topological space and A ⊆ B. A is said to be a retract of B if there exists a continuous function r : B → A such that r(a) = a for all a ∈ A. The function r is called a retraction.



R



R



Example 3. Closed convex set in n : Any closed convex set, C ⊆ n is a retract of a set B ⊆ containing it. To see this, take r in Definition 11 as the projection on C restricted to B.



Rm, m ≥ n, 2



We introduce some nonconvex sets with this property that are not topologically too different from convex sets. Indeed if viewed in a broader topological sense these sets are seen to possess precisely those properties of convex sets that enable fixed point theorems such that Kakutani’s or Brouwer’s. The motivation behind our approach is as follows. The fixed point property is invariant under two topological operations: (a) under homeomorphisms – if X has the fixed point property and Y is homeomorphic to X, then Y also has the fixed point property– and (b) under retractions. If X has the fixed point property, then any retract Y of X has the fixed point property. So, to show that a set A has the fixed point property, one could show that it is homoemorphic to a retract of another set B which is known to have this property. Indeed one could attempt explicitly constructing a function f such that A = f (B), where f is the composition h ◦ r of a homoemorphism h and a retraction r. However this modus-operandi often proves to be as hard as the original problem. Maps of the form h ◦ r are called r-maps [4] and the set A above is said to be the r-image of B. A deep and systematic understanding of sets that are r-images of compact convex sets in n is one of the consequences of Borsuk’s incredible theory of retracts. Thanks to this, our way of identifying such sets does not need to pass through the explicit construction of an r-map and can instead be done through unions and intersection of compact convex sets. The central idea in this theory is the aforementioned notion of an absolute retract. Let us warm up to some topological notions, beginning with the concept of contractibility. Recall that a homotopy H on a space X is a continuous function mapping X × [0, 1] to X. A key topological property is that of contractibility. Let 1X denote the identity mapping on X.



R



Definition 12 (Contractibility) A topological space X is said to be contractible if there exists a homotopy H : X × [0, 1] → X such that H(·, 0) = 1X and H(·, 1) = x ¯ for some x ¯ ∈ X. Example 4. 1. Convex set: A convex set is contractible to any point in the set. For a convex set X and any point x ¯ in it one may define the homotopy H(t, ·) = (1 − t)1X + t¯ x, where 1X is the identity mapping restricted to X. H maps [0, 1] × X to X because H(t, X) ⊂ X for each t ∈ [0, 1], by convexity of X. 2. If X is star-shaped, i.e. there exists a point x ¯, called star-center, in X such that the segment joining x ¯ to any point in X lies in X, then X is contractible; it is contractible to the star-center.



R



R



3. The complementarity feasible region in 2 is contractible. Let X = {(x, y) ∈ 2 | 0 ≤ x ⊥ y ≥ 0} be this region. X is contractible to (0, 0), since it is star-shaped with (0, 0) as the star-center. Notice that contractibility necessitates connectedness. Hence, the complementarity feasible region with non-degeneracy or the strict complementarity feasible region, {(x, y) ∈



R2 | 0 ≤ x ⊥ y ≥ 0, xy > 0},



is not contractible. The product of contractible sets is contractible. If X and Y are contractible to x and y respectively, X × Y is contractible to (x, y). It follows that the complementarity feasible region in 2n , X = {(x, y) ∈



Rn × Rn | 0 ≤ x ⊥ y ≥ 0}



is contractible.



R



2



Here we review only those notions from the theory of retracts that we need; a more complete picture is given in Borsuk [4] and Hu [17]. Throughout, by “space” we shall mean a topological space. We caution the reader to not confuse it with the notion of a linear or vector space. By a neighbourhood is meant an open 15



set in the topology. A locally convex space is a topological vector space in which every point admits a convex neighbourhood. A homeomorphism between spaces X and Y is a continuous function h : X → Y such that h−1 exists and is continuous. In such a situation, X and Y are said to be homeomorphic. A metrizable space is a space homeomorphic to a metric space. Definition 13 1. Neighbourhood Retract: Let X be a topological space. A set A ⊆ X is said to be a neighbourhood retract of X if A is a retract of an open subset U of X. 2. Absolute Neighbourhood Retract (ANR): A metrizable space Y is said to be an ANR if every homeomorphic image of Y as a closed subset of a metrizable space Z is a neighbourhood retract of Z. 3. Absolute Retract (AR): A metrizable space Y is an AR if every homeomorphic image of Y as a closed subset of a metrizable space Z is a retract of Z. All open subsets of X are also neighbourhood retracts of X. In keeping with this logic, one may also regard the empty set as a neighbourhood retract and since, in a topological space X the total space X is an open set, every retract of X is a neighbourhood retract. A metrizable space Y is an A(N)R if and only if for all metrizable spaces Z containing a closed subset X which is homeomorphic to Y , there exists a retraction r : Z → X (r : U → X, for some U open in Z). A retract of an AR is an AR and a neighbourhood retract of an ANR is an ANR. The notion of contractibility relates ARs to ANRs. Theorem 14 (Theorem 2.1 (IV) [8]) Y is an AR if and only if it is a contractible ANR. Note that this implies that ARs are necessarily nonempty. We now quote the result that is central to our purpose and the role that ARs play in fixed point theory. Theorem 15 (Theorem 7.4 [17]) Every compact AR has the fixed point property. Note that no assumption of convexity was made in the definition of ARs or in the above theorem. ARs can however be related to convex sets: every AR is the r-image of a convex subset of a normed linear space. Indeed every compact AR is the r-image of the convex hull of a finite set of points in some n . ARs also contain familiar classes of convex sets in normed spaces.



R



Theorem 16 (Dugundji extension theorem (Theorem 7.5 (II) [8])) Every metrizable convex subset of a locally convex linear space is an AR. Dugundji’s result shows that Theorem 15 contains in it Brouwer’s fixed point theorem. The theory of retracts provides us a way of constructing new ARs and ANRs from old ANRs and thus generalize Brouwer’s fixed point theorem in a significant way. We quote below some results of this character. More such results may be found in Borsuk [4, ch. IV] and the section on “pasting ANRs together” in [8, p. 283]. Theorem 17 (Theorem 6.1 p. 90 [4]) an AR.



1. If X1 , X2 are ARs and X1 ∩ X2 6= ∅ is an AR then X1 ∪ X2 is



2. If X1 , X2 are ANRs and X1 ∩ X2 is an ANR then X1 ∪ X2 is an ANR.



R



R



Example 5. The complementarity feasible region in 2 , X = {(x, y) ∈ 2 | 0 ≤ x ⊥ y ≥ 0} is an AR. This can seen from the following: X1 = {(x, 0) | x ≥ 0} and X2 = {(0, y) | y ≥ 0} are compact convex sets in 2 . By Dugundji’s extension theorem, X1 and X2 are ARs. Further, their intersection X1 ∩ X2 is the singleton {(0, 0)}, so is an AR. By the above theorem, X = X1 ∪ X2 is an AR. By the same token the bounded complementarity feasible region {(x, y) ∈ 2 | 0 ≤ x ⊥ y ≥ 0} ∩ [0, a] × [0, b] is a compact AR, and has the fixed point property. 2



R



R



ARs are less common in as constraints of EPECs than ANRs. In fact ANRs are very common and a vast variety of sets from mathematical programming can be shown to be ANRs. For this paper, we require only the following result. Theorem 18 (Aronzajn-Borsuk (Corollary 4.4, p. 283 [8])) Any finite union of closed metrizable convex sets in a locally convex space in an ANR. 16



Example 6. It follows from the above result that the solution set of a linear complementarity problem is an ANR. Thus if this solution set is contractible and compact, it has the fixed point property. 2 The following is another important property that allows one to construct new ANRs from known ANRs. Theorem 19 (Proposition 1.3, p. 279 [8] and Theorem 7.1 [4]) A finite cartesian product Q n i=1 Yi is an A(N)R if and only if each Yi is an A(N)R.
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Example 7. The complementarity feasible region in 2n , X = {(x, y) ∈ n × n | 0 ≤ x ⊥ y ≥ 0} is the Qn cartesian product of ARs, i=1 {(x, y) ∈ 2 | 0 ≤ x ⊥ y ≥ 0}, and hence is itself an AR. 2



R



3.1.1



Relaxing compactness



We now generalize the above fixed point theorems to relax the requirement of the compactness on the domains considered. The conquest of non-compactness is non-trivial to achieve in spirit. For most unbounded (or open) subsets of n , one can construct a mapping lacking a fixed point by moving the “fixed-point-to-be” towards infinity (or the boundary) [31]3 . In the results that follow, we will conquer non-compactness in letter. We allow the domain of the function to be non-compact, but require that the function have a compact image. As an example, let C be a closed and convex in n and f : C → C be a continuous compact mapping, i.e. f (C) =: B is compact. Despite C not being compact, f admits a fixed point. Define g : conv B → conv B as the restriction of f to conv B; this is well defined, since C is convex and contains conv B. Brouwer’s fixed point theorem yields a fixed point to g, which by definition is also a fixed point of f . Extending this logic we get our first generalization of Theorem 15 to non-compact domains.
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Theorem 20 Let X be a space and f : X → X be continuous compact mapping. If f (X) is an AR, f has a fixed point. A more sophiscated argument (see p. 6–8 [8]) yields another generalization of Theorem 15. Theorem 21 (Theorem 4.6 p. 8 [8]) Let X be an AR and f : X → X be a continuous compact mapping. Then f has a fixed a point.



3.2



Fixed point theory for nonconvex set-valued maps



We now come to the fixed point theory of set-valued maps; having prepared the background already, we can state them readily. The following theorem due to Eilenberg and Montgomery, generalizes Kakutani’s fixed point theorem to nonconvex domains. ARs and the property of contractibility play an important role here too. Theorem 22 (Eilenberg–Montgomery [9]) Let X be a compact AR and T : X → 2X be a set-valued map. If T is upper semi-continuous and for each x ∈ X, T (x) is contractible, then T admits a fixed point. S Analogously to single-valued maps, a set-valued map T : X → 2Y is called compact if T (X) = x∈X T (x) is contained in a compact subset of Y . A stronger version of this theorem can be articulated as follows. Theorem 23 (Corollary 7.5, p. 543 [8]) Let X be an AR and let T be a compact set-valued mapping of X into itself. If T is upper semi-continuous and for each x ∈ X, T (x) is contractible, then T admits a fixed point. Another approach to establishing the existence of fixed points to set-valued mappings is by establishing the existence of “nearby” continuous functions. Let T : X → 2X where X is a normed space. A continuous singlevalued function f is called an -approximation of T if the graph of f is contained in an  neighbourhood of the graph of T . i.e. ∀ x ∈ X, ∃ x0 ∈ X, y 0 ∈ T (x0 ) s.t.k(x, f (x)) − (x0 , y 0 )k < . (12) f is also called a graphical approximation of T . If X is a compact AR the -approximation f admits a fixed point. Using tighter -approximations, one may conclude the existence of a fixed point to T . 3 There



is a counter example to this. The set formed by the union of the graph of x 7→ sin(1/x) over the interval (0, 1] and the point (0, 1), is non-compact, but has the fixed point property. See [24], p. 12.
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Theorem 24 (p. 108, Theorem 22.4, [13]) Let X be a metric space T : X → 2X be a multi-valued upper semicontinuous mapping. If for each  > 0 there exists and -approximation of T , T admits a fixed point.



4



Fixed point theory for Υ



In the remainder of this paper we deal with only shared constraint games. We use “Ω” to denote a shared constraint. By this is meant that Ω is either Ωae or Ωcc or the game is of the form of E ind . We use F to denote the fixed point set of Ω. All objective functions are defined to be continuous functions ϕi : F → , i ∈ N . For any function f : F → , we say it is convex if the following is true



R



R



1. For z1 , z2 ∈ F such that the segment joining z1 , z2 belongs to F, f (αz1 + (1 − α)z2 ) ≤ αf (z1 ) + (1 − α)f (z2 )



∀α ∈ (0, 1)



2. For any z1 , z2 ∈ F, f (z1 ) ≥ f (z2 ) + ∇f (z2 )T (z1 − z2 ) We say it is strictly convex if the inequalities above hold strictly. In this section, we apply fixed point theorems from Section 3 to Υ. These theorems are broad and may be directly applied to Υ and based on this, sufficient conditions for existence of equilibria may be stated. There are two reasons for the necessity of this section. First, the reach of such directly obtained sufficient conditions for a map like Υ, with a specific structure, is not immediate. Theorems in Section 3 are stated in terms of abstract concepts, and these concepts need to be interpreted for Υ. The second reason is to understand the barriers to generalization of these results and thereby identify pathology, which if weeded out, could yield the more general results. Throughout we assume that F is compact. This implies that the infimum in definition of Υ, (11), is achieved and Υ is upper semicontinuous. The case of unbounded F can be dealt with by assuming Υ to be a compact mapping and applying the rest of the results below in toto. We also assume that F is an absolute retract; sufficient conditions for this are postponed to Section 5, where specific models will be considered. It will be convenient at times to take S to be the solution set of a linear complementarity problem. S(x) = SOL(LCP(M, P x + q)).



4.1



(13)



Broad results



The main fixed point theorems of Section 3 are those of Borsuk (Theorem 15), which states that continuous single-valued self-mappings of absolute retracts have fixed points, and of Eilenberg and Montgomery (Theorem 22), which states that upper semicontinuous mappings on compact absolute retracts with contractible values admit fixed points. The following theorem is a direct consequence of Theorems 15 and 22. Theorem 25 Let F be compact and suppose that Υ is either 1. single-valued on F, or 2. multi-valued on F with contractible values. Then if F is a absolute retract, E has an equilibrium. Assuming that F is an absolute retract, the reach of this result is determined by the the values mapped by Υ. Observe that F is the feasible region of an MPEC and Υ(x, y) is the set of global minimizers of an MPEC parametrized by (x, y). Thus assessing the values mapped by Υ amounts to examining the global minimizers of an MPEC. In Sections 4.1.1 and 4.1.2 we examine each of these requirements and identify open questions. In Section 4.1.3 we examine the requirement of F being an absolute retract.
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4.1.1



Single-valuedness of Υ



Asking that Υ be single-valued on F is asking that this MPEC in (11) have a unique global minimizer for all values of the parameter (x, y) belonging to F. We do not know of any general result in literature that guarantees this. However a trivial sufficient condition can be derived.
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Lemma 26 Let Z be a set in n and let f : Z → . Assume that f is a continuously differentiable and strictly convex function and let z ∗ ∈ Z be a global minimizer of f over Z. Then z ∗ is the only global minimizer of f over Z if it solves the variational inequality: ∇f (z ∗ )T (z − z ∗ ) ≥ 0



∀ z ∈ Z.



Proof : Suppose there are two global minimizers z ∗ and x∗ in Z. Since f is strictly convex f (x∗ ) > f (z ∗ ) + ∇f (z ∗ )(x∗ − z ∗ ). But since z ∗ solves the variational inequality, we get f (x∗ ) > f (z ∗ ), a contradiction. Observe that every solution of the variational inequality above is a global minimizer; strict convexity of the objective provides that this solution is unique. For Υ to be single-valued, this would mean that Ψ(x, y, ·) be strictly convex for all (x, y) ∈ F and the parameterized variational inequality, over a possibly nonconvex set F has a solution. However MPECs may have unique solutions. Indeed, Sherali et al. [30] show that for a Stackelberg-NashCournot game with a single leader the leader’s MPEC reduces to a convex optimization problem. This relies on getting an expression for the follower equilibrium, which is not available except for specific models. We reproduce this example here. Example 8. This game has one Stackelberg leader and n identical followers. Leader solves problem (L) and each follower solves problem (F(y, x)), where y denotes the equilibrium strategy of any follower, whereby at the Nash equilibrium of followers we have y ∈ SOL(F(y, x)). Below, a, b, c, d are positive real numbers. (L)



minimize x,y



subject to



1 2 2 dx



− x(a − b(x + ny))



(F(y, x)) minimize y¯



y ∈ SOL(F(y, x)), x ≥ 0.



1 y2 2 c¯



subject to



− y¯ [a − b(¯ y + x + (n − 1)y)]



y¯ ≥ 0.



For any x, there is a unique y that satisfies y ∈ SOL(F(y, x)), given by ( (a − bx)/(c + b(n + 1)) if 0 ≤ x ≤ a/b, y= 0 x > a/b. The uniqueness of the solution of the MPEC (L) follows from an argument [30] that upon substitution of this y in (L), (L) reduces to the following convex program. (C)



minimize x



subject to



1 2 2 dx



h  i (a−bx) − x a − b x + n (c+b(n+1))



0 ≤ x ≤ a/b.



This program has a unique optimal solution, x =



a(b + c) . 2b(b + c) + d(b + c) + bdn



2



More intuition can be given when S is the map in (13). It is easy to show (see Section 5) that F is a union of finitely many convex sets, determined S by the various possible active sets of the LCP. Indeed one may write F as a union of finitely many active sets A∈A FA , where A is the collection of all possible active sets. Furthermore, for (x, y) ∈ F, Υ(x, y) is given by the minimum of the minimizers over each active set   [ Υ(x, y) = (¯ x, y¯) ∈ F| Ψ(x, y, x ¯, y¯) = min min Ψ(x, y, u, v) = ΥA (x, y), A∈A (u,v)∈FA
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A∈A



where ΥA (x, y) consists of points from Υ(x, y) that are feasible with respect to active set FA . Therefore if Ψ(x, y, ·) is convex, ΥA (x, y) is a convex (if nonempty) set for each A ∈ A and Υ(x, y) is a union of convex sets. If Ψ(x, y, ·) is strictly convex, Υ(x, y) is a union of finitely many points, since ΥA (x, y) is at most a singleton. Υ(x, y) is contained in the set of minimizers of Ψ(x, y, ·) over each of these convex sets. For Υ(x, y) to be a singleton, the minimizer that leads to the least value of Ψ(x, y, ·) should be unique. 4.1.2



Contractibility of Υ(x, y)



When S is given by (13) and Ψ(x, y, ·) is convex, Υ(x, y) is a union of convex (if nonempty) sets ΥA (x, y). If the union Υ(x, y) is a convex set, it is contractible. If these convex sets share a common point, then Υ(x, y) is star-shaped and thus contractible. A classical theorem of Helly (see Rockafellar, Ch. 21 [27]) states that these convex sets share a common point if every n + 1 of them does, where n is the dimension of the space of F. Note that ΥA is also upper semicontinuous, if it is nonempty. Therefore if there exists an active set A ∈ A such that ΥA (x, y) is nonempty for all (x, y) ∈ F, then ΥA admits a fixed point. Thus Υ admits a fixed point. Furthermore, one does not need F to be an absolute retract in this case. Theorem 27 Let Ψ(x, y, ·) be convex for each (x, y) ∈ F and let S be given by (13). If F is compact and there exists an active set A such that ΥA (x, y) is nonempty for all (x, y) ∈ F, then there exists an equilibrium to the EPEC. Proof : Let A be the active set mentioned in the claim. Consider the map ΥA|FA which is the restriction of ΥA to FA . ΥA|FA is upper semicontinuous with convex compact domain (FA ) and convex compact values. Kakutani’s fixed point theorem, yields a fixed point to ΥA|FA . This fixed point is also a fixed point of ΥA , and hence Υ. 4.1.3



Extension of ϕi ’s



We now come to an important technical point. We assume for ease of exposition, that X × Y which is convex, is also compact. Recall the definition of Υ as a map from F to subsets of F. The domain of Υ was taken to be F, which was not necessarily convex, and this implied the need for advanced fixed point theory. Furthermore, in our game ϕi ’s had domain F. We wish to point out here that (a) when the ϕi ’s have domain F, then F being an absolute retract is needed not only for topological fixed point theory but also to keep the modified reaction map Υ well defined and (b) the use of advanced fixed point theory and particularly the introduction of absolute retracts can be circumvented if the ϕi ’s are assumed to be defined over a larger space. Let us consider (a) first. In a game, it is customary (and well posed) to define the objective functions with their domain as the strategy space. For a shared constraint game, the strategy space is the set defined by this constraint (see Ba¸sar et al. [3]). Our objective functions ϕi are also chosen in this manner as maps from F to . Note however that Ψ, as defined in (10), may not be well-defined since there may be points (x, y) and (¯ x, y¯) in F such that for some i, (¯ xi , y¯i , x−i , y −i ) ∈ / F, whereby the term ‘ϕi (¯ xi , y¯i ; x−i )’ in the definition of Ψ is not defined. But if F is an AR, then every continuous function f : F → can be extended to a continuous f˜ : m → , m ˜ , such f when restricted to F is equal to f ; see Borsuk, [4], p. 87. Therefore where F is a closed subset of we may assume without loss of generality that ϕi ’s are defined over the entire space of m and thus our analysis holds. Now consider (b). While posing the game, if one considers only those objective functions that are well defined over a larger set G, where G is large enough for Ψ to be well defined on G then Υ could also be defined over G. e In particular, if ϕi ’s have domain G = X × Y , Ψ is well defined over G and Υ could be redefined as a map Υ from a compact convex set, i.e. X × Y , to subsets of F, which are subsets of X × Y :



R



R



R



e Υ(x, y) = {(¯ x, y¯) | Ψ(x, y, x ¯, y¯) =



R



R



R



inf



Ψ(x, y, u, v)}



(x, y) ∈ X × Y.



(u,v)∈F



e are the same as fixed points of Observe that this redefinition does not alter fixed points of Υ; i.e. fixed points of Υ e within the applicability of conventional “convex” Υ and are thus equilibria of the EPEC. This redefinition puts Υ fixed point theorems such as Brouwer’s or Kakutani’s and the advanced theorem of Eilenberg and Montgomery, 20



without placing additional assumptions on the shape of F. To apply any of these theorems, the nature of images e need to of the kind required by the theorems. So Brouwer’s fixed point theorem would require singleof Υ e Kakutani’s would require compact convex valuedness and Eilenberg and Montgomery’s theorem valuedness of Υ, would require contractible valuedness. It must be noted that the liberty to define ϕi ’s over a larger space doesn’t always exist. When one does not have that liberty, absolute retracts provide a way for formal extension of the ϕi ’s over a larger space. Note also that this issue does not arise explicitly when the strategy space is closed and convex, since closed convex sets are absolute retracts. Consequently we may say that when an extension of ϕi ’s cannot be assumed to exist, absolute retracts provide a way to fixed point theory as well as an extension of ϕi ’s.



4.2



Refined results and pathology



Theorem 25 was derived from a direct application of fixed point theorems to Υ. But since Υ has a more specific structure, there may be a possibility of obtaining more refined results. We have explored this possibility while staying within the framework of Theorem 25. Here we will move beyond Theorem 25. Assuming that Υ is neither single-valued nor contractible valued, there are two other broad principles on which the existence of its fixed points may rest. These two closely related principles are based on using related single-valued maps to claim existence of fixed points to set-valued maps. The first idea is that of approximation, mentioned in (12) on which Theorem 24 rests. Another closely related idea is that of a selection. Let T : X → 2X be a set-valued map with nonempty values. A function f : X → X is called a selection of T if f (x) ∈ T (x) for all x ∈ X. If X has the fixed point property and T admits a continuous selection, T admits a fixed point. The selection approach will provide an avenue towards deriving an existence result, but will impose further requirements to make Υ continuous. In the approximation approach, we will approximate Υ by continuous single-valued maps. 4.2.1



Selection of Υ



The conventional approach to showing the existence of selection to a set-valued map is by construction. A distinguished point is chosen from each mapped value of the set-valued map based on a criterion. If the criterion is so chosen, the resulting function of distinguished points turns out to be continuous. A common criterion is the minimal selection in which one picks the element of least norm. When the set-valued map takes closed convex values, this indeed results in a unique element. In the nonconvex case we need to make an assumption of “nondegeneracy” of the following kind.



R



Assumption 28 (Nondegeneracy) Let F ⊆ n . We say Υ is nondegenerate if there exists (xref , y ref ) ∈ such that the problem SEL(x, y) below has a unique minimizer for each (x, y) ∈ F. SEL(x, y)



minimize x ¯,¯ y



Rn



k(¯ x, y¯) − (xref , y ref )k (¯ x, y¯) ∈ Υ(x, y).



subject to



For the following result we require that Υ is continuous. A sufficient condition for the continuity of Υ was given in Lemma 8. Theorem 29 Let F be compact and Υ be continuous on F. Then if Υ is degenerate, the mapping (x, y) 7→ SOL(SEL(x, y)), is single-valued and a continuous selection of Υ. If F is an absolute retract, the game admits an equilibrium. Proof : It follows from Hogan, Corollary 8.1, [16], that SOL(SEL(x, y)) is a single-valued continuous function of (x, y). Furthermore, SOL(SEL(x, y)) ∈ Υ(x, y) for each (x, y), whereby it is a continuous selection of Υ. When F is a compact absolute retract, there exists a fixed point F 3 (ˆ x, yˆ) = SOL(SEL(ˆ x, yˆ)), implying that (ˆ x, yˆ) is a fixed point of Υ.
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Remark : The nondegeneracy assumption demands that we can find a point (xref , y ref ) such that for each (x, y) no two points from Υ(x, y) are equi-distant from it. When S is given by (13) and Ψ(x, y, ·) is strictly convex for each (x, y) ∈ F, Υ(x, y) is a finite set for (x, y), and this requirement does not seem hard to fulfill. One may ask for a advanced version of nondegeneracy too. We may take (xref , y ref ) be a continuous function of (x, y) ∈ F, rather than a constant. 2 4.2.2



Approximation of Υ



We return to the case of upper semicontinuous Υ and comment on a pathology that prevents such an Υ from admiting a continuous selection. Assume F is a compact absolute retract. The upper semicontinuous mapping Υ has the suprising property that it admits a selection f : F → F of the following kind. There exists a sequence of continuous functions fn : F → F such that fn → f pointwise as n → ∞ (see [32]). f is not necessarily continuous. But recall that if fn → f uniformly then f would be continuous. For large enough n, these fn would amount to graphical approximations of Υ in the sense of (12). Furthermore, since F is an absolute retract, there exists for each n, zn ∈ F such that zn = fn (zn ). Without loss of generality we may assume {zn } to be convergent to z and confined to a subset B of F. If fn → f uniformly on f , it follows that f (z) = z. i.e. f , and hence Υ has a fixed point. One may ask: what is a sufficient condition for these fn to converge uniformly to f ? Such a condition is hard to provide. However probabilistic answer can be given. Let µ be any probability measure on F. The classical theorem of Egorov states for all  > 0, there exists E ⊆ F measurable such that µ(E) > 1 −  and fn → f uniformly on E.
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Contractibility of F



Section 4 applied the fixed point theory from Section 3 to Υ assuming that F is an absolute retract. This section asks following question: what sort of sets F are absolute retracts? As in Section 4, we will consider the case where S is the solution map of a parametrized LCP, as in (13). In this case F is a union of convex sets. We derive a sufficient condition for F to be star-shaped, which implies contractibility.



5.1



EPECs arising from competing bilevel problems



Let us consider, to begin with, the sets from the game of leaders solving bilevel optimization problems. Consider the EPEC in which player i solves the following bilevel optimization problem. −i −i Lbl i (x , y )



minimize xi ,yi



subject to



ϕi (xi , yi ; x−i , y −i ) xi ∈ Xi , yi ∈ Yi , yi ∈ Sbi (xi ).



Let Sbi (xi ) be the solution set of the LCP below Sbi (xi ) = SOL(LCP(Mi , Pi xi + qi )). Therefore, F bl =



N Y



Fibl ,



Fibl



=



{(xi , yi ) | xi ∈ Xi , yi ∈ Yi , 0 ≤ yi ⊥ Mi yi + Pi xi + qi ≥ 0}.



(14)



i=1



Fibl has a familiar structure. It is a union of closed convex sets for each i. To show this, we will momentarily introduce some notation. Suppose yi ∈ ni and let P denote the set of all subsets of {1, . . . , ni }. For each β ∈ P let β¯ denote the set P\β and for a vector v ∈ ni let v β denote the subvector of v with components that belong to



R



R
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β. Using this notation we see that Fibl is expressible as the following finite union (this can be proved by showing each side of the equation is a subset of the other). [ ¯ ¯ Fibl = {(xi , yi ) | xi ∈ Xi , yi ∈ Yi , yiβ = 0, (Mi yi + Pi xi + qi )β ≥ 0, yiβ ≥ 0, (Mi yi + Pi xi + qi )β = 0}. β∈P



Each set in this union is a convex set. It follows then from Theorem 18 that Fibl is an ANR for each i and from Theorem 19 that F bl is an ANR. Lemma 30 The set F bl given by (14) is an ANR. Thus if each Fibl is also contractible, F is an AR, cf. Theorem 14. We show in the following lemma that Fibl is star-shaped if a certain condition holds, from which its contractibility follows. Q Lemma 31 Let F bl be given by (14), 0 ∈ Yi , and suppose there exist, for each i, points x ¯i ∈ Xi such that Pi x ¯i + qi = 0. Then F bl is contractible and an AR. Proof : We show that for each i, Fibl is star-shaped with xi = x ¯i and yi = 0 as the star center. Let (xi , yi ) ∈ Fibl and t ∈ [0, 1]. Since Xi is convex, the point txi + (1 − t)¯ xi belongs to Xi , and by the convexity of Yi , tyi lies in Yi . We show that the homotopy H H(t, (xi , yi )) = (txi + (1 − t)¯ xi , tyi ), contracts Fibl to (¯ xi , 0). We have 0 ≤ yi ⊥ Mi yi + Pi xi + qi ≥ 0, and thus 0 ≤ tyi ⊥ Mi (tyi ) + Pi (txi ) + tqi ≥ 0. Since Pi x ¯i + qi = 0, the above relation is equivalent to 0 ≤ tyi ⊥ Mi (tyi ) + Pi (txi ) + tqi + (1 − t)[Pi x ¯i + qi ] ≥ 0. But this means that the point (tyi , txi + (1 − t)¯ xi ) lies in Fibl , because the above equation is the same as 0 ≤ tyi ⊥ Mi (tyi ) + Pi [txi + (1 − t)¯ xi ] + qi ≥ 0. Thus Fibl is star-shaped. The product F bl is also star-shaped and hence contractible. We have already seen that F bl is an ANR, so its contractibility implies that it is an AR. We have the following existence result that combines Theorem 25 and Lemma 31. In the result below we understand Υ as being defined with F = F bl . bl Theorem 32 Consider a game in which each leader i solves a bi-level problem Lbl i with constraint Fi . Suppose bl that for each leader i, 0 ∈ Yi and there exist x ¯i ∈ Xi such that Pi x ¯i + qi = 0 and assume that either F is compact or Υ is a compact mapping. Then, the game has an equilibrium if either of the following conditions hold:



1. Υ is single-valued on F bl 2. Υ is contractible-valued on F bl .



5.2



EPECs with repeated equilibrium constraints



We now come to EPECs formed from leader optimization problems of the kind where all equilibrium constraints are present in each leader’s problem. −i −i Lae i (x , y )



minimize xi ,yi



subject to



ϕi (xi , yi ; x−i ) xi ∈ Xi yi ∈ Yi 0 ≤ yj ⊥ M yj + P x + q ≥ 0, 23



j = 1, . . . , N.



The feasible region of this EPEC is F = {(x, y) ∈ X × Y | y ∈ S N (x)}. (15) QN where S(x) = SOL(LCP(M, P x + q)) and S N (x) = j=1 S(x). Here too F is the union of finitely many convex sets. To see this, observe that S N (x) is the solution set of the LCP(M, Px+q), where M ∈ rN ×rN , P ∈ rN ×m , q ∈ rN are as follows (r = dim(yi ) and m = dim(x)).       q M 0 ... 0 P  q   0 M 0  P   0       M= . .  P =  ..  q =  ..   .   .. . . . . . . ..   .  q P 0 0 ... M
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R



R



Then by arguing as in the case of bilevel programs, F is a union of convex sets and thus an ANR. The same argument as in Lemma 31, we get a condition for the contractibility of F. Lemma 33 Let F be given by (15), 0 ∈ Y , and suppose there exists a tuple of leader strategies x ¯ ∈ X such that Px ¯ + q = 0. Then F is contractible and an AR. Proof : It is easy to see that (0, x ¯) ∈ F. The homotopy H given by H(t, (x, y)) = (tx + (1 − t)¯ x, ty), satisfies H(t, F) ⊆ F for each t ∈ [0, 1]. The proof for this follows exactly as in the proof of Lemma 31. Since H(1, ·) = 1F and H(0, ·) = (¯ x, 0), F is contractible. And as a consequence we have the following existence result. Theorem 34 Consider a game in which each leader i solves the problem Lae i above. Suppose that 0 ∈ Y and there exists a tuple of leader strategies x ¯ ∈ X such that P x ¯ + q = 0 and assume that either F is compact or Υ is a compact mapping. Then, the game has an equilibrium if either of the following conditions hold: 1. Υ is single-valued on F 2. Υ is contractible-valued on F Observe that F is also the feasible for the EPEC formed by leaders with objectives independent of the follower decisions. −i −i Lind i (x , y )



ϕi (xi ; x−i )



minimize xi ,yi



xi ∈ Xi yi ∈ Yi 0 ≤ yi ⊥ M yi + P x + q ≥ 0.



subject to



So Theorem 34 applies to this game too. Theorem 35 Consider a game E ind where each player solves problem Lind . If F and Υ satisfy the conditions in Theorem 34, the game E ind has an equilibrium.



5.3



EPEC with consistent conjectures −i −i Lcc i (x , y )



minimize xi ,yi



subject to



ϕi (xi , yi ; x−i ) xi yi 0 ≤ yi yj 24



∈ ∈ ⊥ =



Xi Yi M yi + P x + q ≥ 0 y1 , j = 1, . . . , N.



The feasible region of this EPEC is F cc = {(x, y) ∈ X × Y | y ∈ SOL(LCP(M, Px + q)) ∩ A} ,



(16)



where A is the set defined in (8). F cc is also a union of convex sets since it can be rewritten as F ∩ { where F is as in (15).



Rm × A},



Lemma 36 Let F cc be given by (16), 0 ∈ Y , and suppose there exists a tuple of leader strategies x ¯ ∈ X such that P x ¯ + q = 0. Then F cc is contractible and an AR. Proof : Once again we show that F cc is star-shaped with (¯ x, 0) as the star center. First observe that (¯ x, 0) ∈ F cc , since 0 ∈ A. The homotopy H given by H(t, (x, y)) = (tx + (1 − t)¯ x, ty),



Rm × A} to



contracts F to (¯ x, 0). Furthermore, since tA ⊆ A for each t ∈ [0, 1], this homotopy also contracts { (¯ x, 0). Therefore H satisfies H(t, F cc ) ⊆ F cc for each t ∈ [0, 1]. It follows that F cc is contractible. We thus have an existence result for EPECs with consistent conjectures.



Theorem 37 Consider a game in which each leader i solves the problem Lcc i above. Suppose that 0 ∈ Y and there exists a tuple of leader strategies x ¯ ∈ X such that P x ¯ + q = 0 and assume that either F bl is compact or Υ is a compact mapping. Then, the game has an equilibrium if either of the following conditions hold: 1. Υ is single-valued on F, 2. Υ is contractible-valued on F.



6



Conclusions



In this paper, we considered a multi-leader multi-follower game and examine the question of when a global equilibrium exists. An standard approach through the reaction map has many hindrances because of the lack of continuity in the solution set of the equilibrium constraint. We observe that these challenges are alleviated partially in EPECs with shared constraints and present a modified formulations that result in such EPECs. In this setting, a sufficient condition for the existence of a solution to such an EPEC was shown to be the existence of a fixed point to a certain modified reaction map. Sufficient conditions for this map to admit fixed points were given based on topological fixed point theory. The techniques were applied to a set of LCP-constrained multi-leader multi-follower games. Here, sufficient conditions for the contractibility of its domain were given for this class of EPECs using the theory of retracts. Finally, some open questions emerging out of our exploration were identified.
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