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Abstract. In order to efficiently enhance the dark nighttime videos, the high-quality daytime information of the same scene is often introduced to help the enhancement. However, due to camera motion, the introduced daytime may not have exactly the same scene of the nighttime videos. Thus, the final fused moving objects may not produce reasonable results. In this paper, we make the following two contributions: 1. we propose a global motion estimation-based scheme to address the problem of scene differences between daytime and nighttime videos. 2. Based on this, we further propose an improved framework for nighttime video enhancement which can efficiently recover the unreasonable enhancement results due to scene differences. Experimental results show the effectiveness of the C 2011 Society of Photo-Optical Instrumentation Engineers (SPIE). proposed algorithm.  [DOI: 10.1117/1.3579451]
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1 Introduction Video enhancement, which aims at improving visual quality of videos, plays a key role in nighttime video surveillance so that the objects or activities of interest can be clearly monitored.1–3 The existing techniques can be classified into two categories: 1. Enhance the nighttime video by itself and without introducing additional information for enhancing nighttime video4 (i.e., itself-based method). 2. Introduce external daytime or high-quality images of the same scene to help enhance the nighttime videos5–7 (i.e., daytime-based method). Since the daytime-based methods can normally create more efficient enhancement results, we will focus on this category in this paper. In these daytime-based methods, one of the key problems is to keep coherent scenes between the daytime and the nighttime videos. Currently, most existing daytime-based methods assume that the camera is fixed such that the exact same scene can be achieved from the daytime videos.5–7 However, due to wind or other factors, the surveillance camera may often have tiny motions which results in scene differences between daytime and nighttime videos. In these cases, the previous methods may often lose static illumination and create unreasonable results. For example, cars on highways may be moved outside the highway lanes in the enhanced results. Therefore, it is an important problem to handle this camera motion issue in video enhancement algorithms. In this paper, we propose a new global motion estimationbased (GME-based) algorithm which introduces global motion estimation for handling the scene difference problem. While the traditional GME methods are used for addressing motions within single video,8, 9 our GME-based algorithm focuses on dealing with the motion patterns between different videos (i.e., between the daytime image with no movC 2011 SPIE 0091-3286/2011/$25.00 
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ing objects and the nighttime video which includes moving objects). Furthermore, we also propose an improved imagefusion method that can effectively reduce the light turn-off problem. Combining the above two contributions, our proposed improved framework for nighttime video enhancement can efficiently recover the unreasonable enhancement results due to scene differevnces. 2 Proposed Method Our proposed improved framework for nighttime video enhancement can be described as in Fig. 1. The proposed framework in Fig. 1 is composed of the following seven components: 1. motion segmentation; 2. fusion segmentation; 3. using GME to recover the scene difference problem; 4. acquisition of clean daytime background images; 5. intensity component extraction from the color background image; 6. illumination component calculation from the intensity component image; and 7. final enhancement from the GME-compensated input nighttime video and the daytime illumination background image. Note that steps 4 to 6 in the proposed algorithm follow our previous work.10 Therefore, in this paper, we will focus on discussing steps 1, 2, 3, and 7. These steps are described in detail in the following. Furthermore, note that steps 1, 2, and 3 correspond to our first contribution of the GME-based algorithm, and step 7 corresponds to our second contribution of the improved image fusion method. 2.1 Motion Segmentation The motion segmentation step refers to segmenting the pixels associated with coherently moving objects or moving regions. In practice, motion segmentation in the image space is difficult, especially when dealing with low contrast and noisy videos. In order to effectively extract moving objects from the dark background, we propose to introduce tone mapping
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Fig. 1 A block diagram of our proposed framework.



functions for segmenting the nighttime video objects. In our motion segmentation step, we first apply the tone mapping function11 to “pre-enhance” the videos. Then, a cluster-based method is used to extract moving objects. The cluster-based method can be described in the following. The cluster-based method first segments an image into multiple nonoverlapping regions by a weighted k-means clustering algorithm.12, 13 Generally, a k-means clustering of an image I is defined as a partitioning of the elements of I into k-sets: C1 ,C2 ,. . . , Ck . Each cluster contains multiple vectors pu while each pu corresponds to a pixel u in I (i.e., pu = [xu , yu , i u ] wherexu , yu and iu represent the x-coordinate, y-coordinate, and intensity value of pixelu, respectively). The clustering is performed such that the following conditions are met. Ci = 0, k 



i = 1, ..., k,



(1)



Ci = I,



(2)



i=1



Ci ∩ C j = 0,



i = j,



S( pu , Ci ) > S( pu , C j ),



∀i, j = {1, ..., k},



(3)



+∀ pu ∈ Ci



i = j, i, j = 1, ..., k, (4) where S( pu , Ci ) represents the similarity between pu and k clusterCi . ∪i=1 represents the union operation among clusters. In this paper, the similarity metric S( pu , Ci ) is measured by minimizing a weighted squared Euclidean distance measure. Optical Engineering



In each iteration, a pixel u of the image is assigned to a new clusterjwhich minimizes the following criterion. eu j = ( pu − fj )w j ( pu − fj ),



(5)



where fj is a vector composed of the mean coordinates and the mean intensity of all pixels in the cluster j, and wj is a 3×3 diagonal matrix that contains weighting factors. In practice, the total number of clusterskcan be determined by k = num(Mk ) + 2, where Mk is the predetected motion mask in the frame12, 13 and num(Mk ) is the total number of connected pixel groups in the motion mask. This motion mask can be calculated by comparing pixels in the current frame and the previous frame to indicate pixels with large changes.13 After clustering, a binary process will be applied to label each pixel as foreground or background. In this process, clusters associated with the predetected motion mask will be labeled as the foreground and the other pixels will be labeled as the background. Furthermore, we also use morphological opening, closing, and connected component analysis on the binary masks to get rid of small and random noises, and to fill the holes. Some experimental results are shown in Fig. 1 (step 1). 2.2 Fusion Segmentation As mentioned, in this paper we propose to introduce GME for addressing the scene difference problem due to a nonfixed camera between daytime and nighttime videos. However, since daytime and nighttime videos have different illumination properties as well as different moving objects, directly applying the GME method cannot produce satisfactory results. Therefore, in this paper, we propose a “fusion segmentation” step to fuse multiple motion-segmented
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frames (i.e., frames from step 1) to achieve the motion path information of moving objects (i.e., to create segmentationfused images). After this step, the GME can then be applied on these segmentation-fused images. By this way, although daytime and nighttime videos have different properties, their fused path information is similar and is thus good to estimate camera motion patterns. In this paper, the daytime or the nighttime segmentation-fused images f(x, y) can be obtained by fusing v frames of the daytime or nighttime motion-segmented videos: f N (x, y) =



v 







v 







(xi − xi , yi − yi ) = [ f x (xi , yi ) − xi , f y (xi , yi ) − yi ],



M N i (x, y), (6)



i=1



f D (x, y) =



ters. In this process, the motion vector (MV) fields between the segmentation-fused daytime and nighttime frames are first estimated where each MV = [MVxi , MVyi ] describes a translational motion for a block of pixels.8, 9 Then the global motion parameter sets can be estimated by fitting the transform coefficients using a least-square estimator to minimize the sum of matching error between the MV fields and the motion estimated by global motion parameters. The motion estimated by global motion parameters (xi , yi ) can be described as follows:



M Di (x, y),



i=1



where i is the pixel number. Then, the matching errors [exi ,eyi ] between the MV fields and the motion estimated by global motion parameters8 can be calculated by: 



where MNi (x, y)andMDi (x, y) represents the nighttime or daytime motion-segmented images from step 1, v is set to be 50 in this paper. Note that v can also take other values as long as it can make the segmentation-fused image cover all motion paths. Examples of the resulting segmentation-fused images are shown in Fig. 1 (step 2).



exi = M V xi − xi + xi ,







d x + ey + f , px + qy + 1



where (x, y)and (x , y )are coordinates in the current frame (i.e., frame in the nighttime video) and the reference frame (i.e., frame in the daytime video), respectively. In this paper, we use Su et al.’s method8 to estimate these eight parame-



(9)







eyi = M V yi − yi + yi . The squared matching error (SE) is calculated as     E= ((M V xi − xi + xi )2 exi2 + eyi2 = i



2.3 Pixel-Based Global Motions Estimation After obtaining the segmentation-fused images in step 2, we will perform GME to estimate the camera motion patterns between the daytime and the nighttime videos. Normally, global motion patterns can be described in a parametric form such as two-parameter translational motion model or twelveparameter quadratic transform model. In this paper, the eightparameter model is used since it can effectively model the 3-D affine motions of objects. This model can be defined as follows. ax + by + c  x = f x (x, y) = , px + qy + 1 (7) y = f y (x, y) =



(8)



i 



+ (M V yi − yi + yi ) ). 2



(10)



The final GME parameters can be achieved by minimizing the cost function in Eq. (10). In practice, due to the local motion of moving objects as well as the inaccuracy of the MV fields, the error terms exi and eyi in Eq. (10) can be assumed to be independent and identical zero-mean Gaussian random variables in both the horizontal and the vertical directions.8 Thus, we minimize the truncated quadratic error function via the Newton–Raphson method. Fig. 2 shows one result by using our GME step to produce the matching errors in the horizontal and vertical directions, respectively. 2.4 Nighttime Video Enhancement After achieving the GME-corrected video and the daytime background illumination image, we can perform fusion to obtain the final enhanced video. In this paper, we extend the denighting method in Ref. 6 to obtain the final enhanced nighttime videos. In Ref. 6, the algorithm utilized the



Fig. 2 (a) Matching errors in horizontal direction. (b) Matching errors in vertical direction.
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illumination ratios between the daytime background and the nighttime background for enhancing the nighttime videos. The illumination component of the final enhanced nighttime video is obtained by: L E (x, y) =



L D B (x, y) L N (x, y) L N B (x, y)



(11)



where LDB (x, y) and LNB (x, y)represent the illumination components of the daytime and nighttime background images, respectively. L DB (x, y)/L NB (x, y) is the illumination ratio. LN (x, y) is the nighttime illumination component. Since this method does not need the foreground object segmentation, it can work effectively in cases when accurate segmentation is difficult. However, the enhanced results by this method may lose illumination in the original nighttime videos, such as the highway lighting and the lighting inside the room. This is because in those regions, the illumination ratios of the daytime background images and nighttime background images can be much smaller than 1 (since the lights are off in the daytime). This makes the fusion results to be more favorable for the daytime illumination instead of the nighttime ones, thus resulting in the lights in the nighttime videos to be “turned off” in the enhanced videos. Therefore, in this paper, we improve this algorithm by the following way: If the illumination ratio is less than 1, we set the illumination ratio to 1. Results show that this simple but effective improved method can address the illumination lost problem. 3 Experimental Results We collected 12 videos from various datasets and perform experiments on them. The resolutions for these videos are 320×240 and the frame rates for these videos are 25 frames per second. Figure 3 shows some of the enhanced results. Note that there is a slight camera motion between the nighttime and



Fig. 3 Frames from typical surveillance video. (a) The original unenhanced frame. (b) Enhanced nighttime video without using our proposed GME method for handling scene difference. (c) Enhanced nighttime video using our proposed algorithm including the GME step to deal with the camera motion problem. (d) Enhanced nighttime video by further reducing the over-enhancement problem in (c).
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Fig. 4 (a) The original un-enhanced frame. (b) The enhanced result by using our GME-based procedure but without our improved final fusion method. (c) The enhanced result by using our improved final fusion method but without our GME-based procedure. (d) The enhanced result by using both our GME-based procedure and our improved final fusion procedure.



daytime videos. Figure 3(a) is the original un-enhanced frame. Figure 3(b) is the result using our framework but without using the GME step for handling the scene difference problem. We can see from Fig. 3 that the cars in the enhanced video are moving outside the highway, which is not a reasonable result. Figure 3(c) is the result of our proposed algorithm including the GME step. We can clearly see that by using our method to handle the camera motion problem, the enhanced result is not only subjectively pleasant but also reasonable in making the car stay inside the lane. However, it can be seen that some areas in Figs. 3(b) and 3(c) are over-enhanced [e.g., some car light areas in Fig. 3(c) become coherently white]. This is because the original fusion method6 does not consider the over-enhancement issue. Thus, the fused pixels may become overly bright when the illumination ratio [i.e., LDB (x, y)/LNB (x, y) in Eq. (11)] and its corresponding nighttime pixel illumination component [i.e., LN in Eq. (11)] are large. In order to solve this problem, we can further extend our improved fusion method by using some tone mapping method14 on LN to pre-scale its range before fusion or set some upperbound on LDB /LNB to avoid it to be too large. Figure 3(d) is the result by applying a simple pre-scaling on LN before fusion. We can see that the over-enhancement problem can be obviously reduced compared with Fig. 3(c). Further improvements on this over-enhancement problem can also be achieved by developing more sophisticated methods based on the discussions mentioned above. Figure 4 shows another experimental result. In Figs. 4(b) and 4(d) are enhanced results by using our GME-based procedure while Fig. 4(c) is the result without using our procedure. We can see that by using our GME-based procedure, the lamp-shift problem in Fig. 4(c) can be efficiently avoided in Figs. 4(b) and 4(d). Furthermore, the results in Figs. 4(c) and 4(d) use our improved final fusion method while Fig. 4(b) uses the method in6 for fusion [i.e., Eq. (11)]. We can see clearly that by using our improved final fusion method, the
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Fig. 5 (a) The original un-enhanced nighttime frame. (b) The result after the GME step. (c) The enhanced result by using both our GMEbased and our improved final fusion procedure.



lamp-off problem in Fig. 4(b) can also be effectively avoided. Thus, the enhancement result by using our proposed method including both the GME-based procedure and the improved final fusion step [i.e. Fig. 4(d)] can produce the best result and handle various problems in the previous methods. Furthermore, Fig. 5 further compares the motion differences between the original and the enhanced results. Figure 5(a) is the original nighttime frame, Fig. 5(b) is the result after the GME step (i.e., the result from step 3 in Fig. 1), and Fig. 5(c) is the final enhanced result by our proposed



algorithm. Comparing Figs. 5(a) and 5(b), we can clearly see that objects in Fig. 5(b) are “shifted” from their original places in Fig. 5(a) by the GME step. By this way, the object locations in the nighttime videos can be aligned with its corresponding daytime locations. Thus, the camera motion problem can be eliminated in the final fusion step. Due to this, we can see from Fig. 5(c) that the object locations in the final enhanced video are not the same as the ones in the original nighttime videos, rather they are aligned with the daytime videos. Fig. 6 shows another result when daytime and nighttime videos have very different weather conditions. In Fig. 6(a) is the daytime frame with the “sunny” weather, Fig. 6(b) is the original nighttime frame with the “rainy” weather, and Fig. 6(c) is the final enhanced result by our proposed algorithm. We can see clearly that our algorithm can also work well even in different weather conditions. Finally, Table 1 shows the results of a user study test8 where the users are asked to view the original video and the enhanced video side by side (as shown in Figs. 3 and 4). After viewing the video, the users shall give a score to each video, within the range of 1 to 10 where 1 indicates very poor quality, 10 indicates very good quality, and a score of 6 is considered acceptable. A total of eight users responded in our test. All the users said they used LCD displays to watch the videos. Table 1 shows the average scores of the 8 users for the 12 video sequences. It can be seen that the enhanced videos outperform the original video in all sequences. The average score of the original videos is 4.51, which is below the acceptable level while the two compared methods (i.e., the two columns next to the original videos) can improve the average score to above six. However, compared to these methods, our proposed algorithm, which includes



Table 1 User study results.



Original video



Enhanced video using our GME-based procedure but without improved final fusion method



Enhanced video using improved final fusion method but without GME-based procedure



Enhanced video using our GME-based procedure and our improved final fusion method



1



5.89



6.45



6.21



7.05



2



5.67



6.20



7.01



7.78



3



3.96



6.12



6.34



7.10



4



2.61



5.81



5.92



6.40



5



3.11



6.01



6.20



6.31



6



4.50



6.12



6.21



7.00



7



3.80



5.91



5.93



6.71



8



3.12



5.82



5.21



6.40



9



5.62



6.31



6.12



7.12



10



6.10



6.48



6.80



7.90



11



4.81



5.61



5.78



6.90



12



5.02



6.21



6.10



7.13



Average



4.51



6.08



6.15



6.98



Sequence ID
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Fig. 6 (a) The daytime frame. (b) The original nighttime frame. (c) The enhanced result by using both our GME-based and our improved final fusion procedure.



both the GME-based procedure and the improved final fusion method, has obviously the highest score. 4 Conclusions In this paper, we propose: a. a new GME-based algorithm for handling the camera motion problems in nighttime video enhancement b. an improved image fusion method for reducing the light turn-off effect. Based on these, we propose an improved framework for nighttime video enhancement which can efficiently recover the unreasonable enhancement results. Experimental results demonstrate that the proposed algorithm cannot only address the object-shift problem due to camera motion, but also reduce the light turn-off effect in the final fused image, thus producing more satisfactory results than the existing methods.
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