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Introduction



This chapter examines the application of the generalized method of moments (GMM) to the estimation of dynamic stochastic general equilibrium (DSGE) models. The goal is to present the use of GMM in a pedagogical manner and to provide evidence on its small sample properties. The version of GMM where the moment conditions are computed via simulation|that is, the simulated method of moments (SMM)|is examined in this chapter as well. The use of the method of moments for the estimation of DSGE models is attractive for several reasons. First, it delivers consistent and asymptotically normal parameter estimates under the hypothesis that the model is correctly speci ed. Of course, other estimators (e.g, maximum likelihood (ML)) have these properties and, thus, the di erence between them is statistical e ciency and computational ease. Second, GMM is relatively fast because the evaluation of the statistical objective function is cheap. Ruge-Murcia (2007) compares the computing time required by di erent methods used for the estimation of DSGE models and nds that GMM is the fastest, followed, in that order, by ML, SMM, and indirect inference. Third, the method of moments is more robust than ML to the stochastic singularity of DSGE models. DSGE models are stochastically singular because they generate implications about a large number of observable variables using as input a relatively small number of structural shocks. Thus, the model predicts that certain linear combinations of observable variables should hold without noise. Needless to say, this prediction is not satis ed by actual economic data. For the purpose of estimation, stochastic singularity a ects more severely ML than moment-based methods because the former requires linearly independent variables while the latter requires linearly independent moments. The latter is a weaker restriction because one can nd independent moments that involve more variables than those which are linearly independent. Finally, more generally, the method of moments is more robust than ML to misspeci cation. See Ruge-Murcia (2007) for a detailed discussion of these issues and supporting Monte-Carlo evidence. The generalized method of moments was rst introduced in the literature by Lars Hansen (Hansen, 1982) and earlier applications (e.g., Hansen and Singleton, 1982) involved the estimation and testing of Euler equations derived from utility maximization. Regarding the estimation of DSGE models by GMM, one approach consists in estimating parameters by applying GMM to a subset of the model equations (e.g., the rst-order conditions). For an example of this strategy, see Braun (1994). This limited-information approach does not involve the solution of the DSGE model and, consequently, it does not exploit its crossequation restrictions. [1]



The GMM approach studied here is closely related to the minimum distance estimator in Malinvaud (1970). The GMM estimator is the value of minimizes the weighted distance between the empirical moments of the data and theoretical moments predicted by the model. This approach requires solving the model in each iteration of the minimization routine, which may be computationally demanding but also leads to e ciency improvements because it exploits the cross-equation restrictions. Earlier applications of this approach include Christiano and Eichenbaum (1992) and Burnside, Eichenbaum, and Rebelo (1993). More recent contributions include, among many others, Gorodnichenko and Ng (2010), who examine the implications of di erent detrending methods for the GMM estimation of DSGE models; Ruge-Murcia (2010), who studies the estimation of nonlinear DGSE models by the method of moments; and Christiano, Trabant, and Walentin (2011), who study the use of DSGE models of monetary policy analysis. A nice presentation of GMM, including a historical antecedents, a large bibliography and a discussion of practical issues, can be found in Hall (2005). This chapter is organized as follows. Section 2 presents the DSGE model that will be used through this chapter. Section 3 describes the application of GMM and SMM to the estimation of DSGE models. Section 4 studies the small-sample properties of these estimators using Monte Carlo analysis. The Monte-Carlo experiments complement the ones in my earlier work (Ruge-Murcia, 2007), where the focus was on the role of moment conditions involving di erent combinations of observable variables. Instead, the experiments here study the role of di erent weighting matrices and sample sizes. Finally, Section 5 concludes. Codes and replication material are made separately available in the Handbook's Web page.
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A DSGE Model



In order illustrate the application of the generalized method of moments (GMM) to the estimation of DSGE models, it is convenient to focus on a speci c model. I focus on the neoclassical growth model because it is simple, widely known, and constitutes the core of more sophisticated DSGE models used by researchers in the eld. Consider an economy populated by identical agents with instantaneous utility function u(ct ; nt ) =



(ct )1 1



where ct is consumption, nt is hours worked,



1



+ b(1



nt );



(1)



and b are positive preference parameters, and



the time endowment is normalized to one. Under this speci cation, the disutility of labor is linear (see Hansen, 1985), and consumption preferences are isoelastic and characterized by constant relative risk aversion. The population size is constant and normalized to one. [2]



The only perishable good in this economy is produced using the technology f (kt ; nt ; zt ) = zt kt n1t where



;



(2)



2 (0; 1) is a parameter, kt is the capital stock, and zt is an exogenous productivity



shock. Technology is homogeneous of degree one and so, it features constant returns to scale. The productivity shock follows the process ln(zt ) = (1 where



) ln(z) + ln(zt 1 ) + et ;



(3)



2 ( 1; 1); ln(z) is the unconditional mean of ln(zt ), and et is an innovation assumed



to be identically and independently distributed (i:i:d:) with mean zero and variance equal to



2



. In what follows, I set z = 1 and, thus, ln(z) = 0. Since z is just a scaling factor, this



normalization entail no loss of generality. Economic decisions are made by a central planner who maximizes the expected lifetime utility of agents, Es



1 X



t s



u(ct ; nt );



(4)



t=s



where



2 (0; 1) is the discount factor. The central planner takes as given the initial capital



stock and is subject in every period to the resource constraint ct + kt+1 where



(1



)kt = zt kt n1t



;



(5)



2 (0; 1] is the depreciation rate. Notice that this speci cation implicitly assumes



that there exists a technology to costlessly convert one unit of perishable consumption good into one unit of productive capital and vice versa. In addition to the transversality condition, the rst-order necessary conditions associated with the optimal choice of consumption and labor supply are (ct ) b= (ct )



=



Et (ct+1 ) (1 + zt+1 kt+11 n1t+1



= (1



)zt kt nt :



) ;



(6) (7)



Equation (6) is the Euler equation for consumption whereby the central planner is indi erent between allocating the marginal unit of good to current consumption or saving it in the form of capital. Equation (7) equates the marginal rate of substitution between leisure and consumption with the marginal productivity of labor.



[3]



2.1



A Special Case



It will be useful below to consider the version of the growth model due to Brock and Mirman (1972). This version is interesting because it has an exact, closed-form solution and, consequently, its exact unconditional moments can be derived analytically. The Brock-Mirman model corresponds to the case where b = 0 (leisure is not an argument of the utility function),



= 1 (consumption preferences are logarithmic),



= 1 (depreciation



is complete), and the productive technology is f (kt ; zt ) = zt kt ;



(8)



with all other notation are previously de ned. The resource constraint is then ct + kt+1 = zt kt ;



(9)



and the Euler equation for consumption becomes 1=ct = Et (1=ct+1 )( zt+1 kt+11 ) :



2.2



(10)



Solution



In the case of the Brock-Mirman model, it is easy to verify that the dynamic system of nonlinear rst-di erence equations (9) and (10) is solved by the decision rules ct = c(kt ; zt ) = (1 kt+1 = k(kt ; zt ) = (



)zt kt ;



(11)



)zt kt :



(12)



This solution is exact (i.e., no approximation is involved) and holds regardless of the timeseries properties of the productivity shock. Since zt kt is total output, this model implies that agents optimally consume a xed proportion of their current income, just as in the celebrated Solow model (see Solow, 1956). These decision rules are nonlinear in the level of the variables but by taking logs in both sides of (11) and (12) one obtains the linear relationships ln(ct ) ln(kt+1 )



=



ln(1 ln(



) )



+



1 1



ln(kt ) ln(zt )



:



These log-linear decision rules will be used below derive exact expressions for the secondorder moments of consumption and investment in the Brock-Mirman economy. More generally, however, the solution of DSGE models requires some degree of approximation. See Taylor and Uhlig (1990) and the papers therein for a survey of di erent approximate solution methods. In this paper, I use a perturbation method that approximates [4]



the policy rules around the deterministic steady state with a rst-order polynomial in the state variables and characterizes the local dynamics. For the neoclassical growth model, this strategy delivers the (approximate) solution 2 3 2 3 2 ln(ct ) ln(c) 4 ln(nt ) 5 = 4 ln(n) 5 + 4 ln(kt+1 ) ln(k)



ck



cz



nk



nz



kk



kz



3 5



ln(kt ) ln(k) ln(zt )



;



where c, n, and k respectively denote the levels of consumption, hours worked and capital in the deterministic steady state, the



coe cients are nonlinear function of the structural



parameters of the model, and I have used the normalization ln(z) = 0. These log-linear decision rules will be used below derive expressions for the second-order moments of the model variables in percentage deviation from their steady state values.



3



The Generalized Method of Moments



Consider a DSGE model with unknown parameters and



2






is a compact set. For example, in the case of the growth model



is a q



1 vector



= f ; ; b; ; ;



; g, while in the case of the Brock-Mirman model = f ; ; ; g. Denote by fxt g a sample of T observations of data available to estimate the model. The data series in fxt g are assumed to be stationary and ergodic with these properties possibly the result of a prior transformation of the raw data (for example, by means of a detrending procedure.) The key input in the GMM estimation of DSGE models is the set of p moment conditions ! T X m(xt ) E(m( )) ; (13) M( ) = (1=T ) t=1



which are collected here in a p 1 vector. The rst term in the right-hand side of (13), T P (1=T ) m(xt ), are statistics computed using the time average of some function of the t=1



data, while the second term, E(m( )), is the theoretical counterpart of the same statistics predicted by the economic model. The GMM estimator is b = argmin M( )0 WM( );



(14)



2



with W a p p positive-de nite weighting matrix. In words, the GMM estimator is the value of that makes the (weighted) distance between the empirical moments of the data and theoretical moments predicted by the model as small as possible, and, hence, the moment conditions in (13) as close to zero as possible. This formulation of GMM is closely related to the minimum distance estimator in Malinvaud (1970). [5]



A necessary, but not su cient, condition for identi cation is p > q (that is, at least as many moment conditions as the number of parameters). Su cient conditions for global identi cation are di cult to verify in practice, but local identi cation requires that @E (m( )) @



rank where (with some abuse of the notation)



= q;



(15)



is the point in the parameter space



where the



rank condition is evaluated. For an extensive discussion of identi cation issues in DSGE models, see Canova and Sala (2009), Iskrev (2010), and Komunjer and Ng (2011). Under the regularity conditions in Hansen (1982), the GMM estimator is consistent and asymptotically normal: p



T (b



0)



! N (0;(D0 WD) 1 D0 WSWD(D0 WD) 1 );



where and D = @E(m( ))=@ is a p S=



1 X



(m(xt )



(16)



q matrix of full column rank and E(m(xt ))) (m(xt s )



E(m(xt s )))0 :



(17)



s= 1



In the special case where W = S 1 , the GMM estimator has the smallest possible variance among all possible positive-de nite weighting matrices and the asymptotic distribution simpli es to



p



T (b



0)



! N (0;(D0 S 1 D) 1 ):



(18)



Moreover, when the model is overidenti ed (meaning that p > q), a general speci cation test of the model can be easily constructed using the chi-square statistic proposed by Hansen (1982): T M( b)0 WM( b) !



2



(p



q);



where M( b)0 WM( b) is the value of the objective function at the optimum.



3.1



An Illustration



In order to help develop the reader's intuition, this section illustrates the general structure of GMM in the case of the Brock-Mirman model. Let us assume that the macroeconomist has at her disposal data series on log consumption and the log of the end-of-period capital stock (that is, ln(kt+1 )). Thus xt = fln(ct ) ln(kt+1 )g. De ne m(xt ) = ln(ct ) ln(kt+1 ) (ln(ct ))2 (ln(kt+1 ))2 ln(ct )ln(ct 1 ) ln(kt+1 )ln(kt )



[6]



0



Then, the rst part of M( ) in equation (13) is (1=T )



T X



m(xt ) = (1=T )



t=1



T X



0



ln(ct ) ln(kt+1 ) (ln(ct ))2 (ln(kt+1 ))2 ln(ct )ln(ct 1 ) ln(kt+1 )ln(kt ) :



t=1



It is clear that the elements of this vector are just the sample mean, the variance, and the autocovariance of both consumption and capital. Note that latter two moments (i.e., the variances and autocovariances) are de ned around zero, rather than around the mean. This involves no loss of generality and one could specify instead the moments around the mean. However, for the purpose of this paper, the notation is a bit cleaner if one speci es the moment around zero. Finally, recall that these moments are computed using the actual data series. The second part of M( ) contains the unconditional moments of consumption and capital predicted by the model. These moments depend on the structural parameters



=f ;



;



; g and are derived in Appendix A from the decision rules that (exactly) solve the model and using the time series process of the productivity shock. Then, the moment conditions for this model are 2 3 2 ln(ct ) ln(1 ) + ln( )=(1 ) 6 7 6 ln(k ) ln( )=(1 ) t+1 7 6 2 T 6 2 X 6 7 6 (1 + )= + (ln(1 (ln(c ) + ln( )=(1 t )) 6 7 6 M( ) = (1=T ) 2 2 6 (ln(kt+1 )) 7 6 (1 + )= + (ln( )=(1 ))2 7 6 2 t=1 6 4 ln(ct )ln(ct 1 ) 5 4 ( + )= + (ln(1 ) + ln( )=(1 2 ( + )= + (ln( )=(1 ))2 ln(kt+1 )ln(kt ) where



= (1



2



)(1



2



)(1



3



7 7 )) 7 7; 7 7 2 5 )) 2



) and the elements in the vector furthest to the right



correspond to those in equations (A6), (A5), (A9), (A8), (A10) and (A11) in Appendix A. Estimates of = f ; ; ; g may obtained by the numerical minimization of the objective function (14).



3.2



Using Simulations to Compute the Moments



In the case of linearized DSGE models, it is straightforward to compute the theoretical moments using the decision rules that solve the model. However, this computation requires matrix inversions that can be time consuming if the model has a large number of variables. In such situations, it may be more e cient to compute the theoretical moments via simulation. That is, instead of using E(m( )) in (13) and, thus, in the objective function (14), one would T P use the simulation-based estimate (1= T ) m(x ( )) where where > 1 is an integer, T =1



is the length of the simulated sample, and m(x ( )) is the p [7]



1 vector of variables analog



to m(xt ) but based on data simulated from the model using parameter values . In what follows, I denote this arti cial sample by x ( ). Under the assumption that fx ( )g is geometrically ergodic and by the Law of large



numbers (see Du e and Singleton 1993, p. 939) (1= T )



T X =1



m(x ( )) ! E(m(x ( )) almost surely, as T ! 1:



Moreover, under the assumption that the model is correctly speci ed E(m(x ( 0 )) = E(m(xt )). T P These assumptions and results underpin the substitution of E(m( )) by (1= T ) m(x ( )) =1



proposed above. Then, the moment conditions become M( ) =



(1=T )



T X



m(xt )



t=1



(1= T )



T X



!



m(x ( )) ;



=1



and the simulated method moments (SMM) estimator is b = argmin M( )0 WM( );



(19)



2



with W a positive-de nite weighting matrix of dimension p p. Intuitively, the SMM estimator is the value of that minimizes the (weighted) distance between the moments implied by the model and those computed from the observed data, where the former are obtained using arti cial data simulated from the model. The application of SMM to the estimation of time series models was rst examined by Lee and Ingram (1991) and Du e and Singleton (1993). Under the regularity conditions spelled out in Du e and Singleton (1993), b is consistent



for



0



and has asymptotic distribution p 0 1 0 0 1 T (b 0 ) ! N (0;(1 + 1= )(J WJ) J WSWJ(J WJ) );



where J = E(@m(x ( ))=@ ) is a nite matrix of full column rank and dimension p the special case where W = S 1 , the asymptotic distribution simpli es to p 0 1 T (b 0 ) ! N (0;(1 + 1= )(J WJ) ):



(20) q. In



(21)



As before, when p is strictly larger than q|that is, when the model is over-identi ed|it



is possible to construct a general speci cation test using the chi-square statistic proposed in Lee and Ingram (1991, p. 204) and based on Hansen (1982). The test statistic is easiest to compute in the case where W = S 1 : Then, T (1 + 1= ) M( b)0 WM( b) ! [8]



2



(p



q);



(22)



where M( b)0 WM( b) is the value of the objective function at the optimum.



It is interesting to compare the asymptotic distributions of the GMM and SMM estima-



tors in (16) and (20), respectively. The distributions di er primarily by the term (1 + 1= ) in



the SMM distribution, which captures the e ect of simulation uncertainty on our con dence regarding the parameter estimates. Since (1 + 1= ) > 1, SMM asymptotic standard errors are generally larger than those obtained under GMM, meaning that SMM is less statistically e cient than GMM. However, in practice, this di erence in e ciency can be controlled by the researcher through the choice of . To see this, notice that (1 + 1= ) decreases asymptotically towards 1 as increases so that, for example, when = 5; 10 and 20; the asymptotic SMM standard errors are only 1:10; 1:05 and 1:025 times larger than those implied by GMM.



4



Small-Sample Properties



The asymptotic distributions in the previous section hold, by de nition, in the theoretical case where the sample size increases without bound. On the other hand, macroeconomists have at their disposal only relatively short time series to estimate DSGE models. It is, therefore, important to ask whether asymptotic distributions constitute a good approximation in the latter, more realistic, case. To that e ect, I carry out a limited number of Monte-Carlo experiments. These Monte-Carlo experiments complement the ones reported in my earlier work (Ruge-Murcia, 2007), where the focus was on the role of moment conditions involving di erent combinations of observable variables. Instead, the experiments here study the role of di erent weighting matrices and sample sizes.



4.1



Monte-Carlo Design



The neoclassical growth model has seven structural parameters. The parameters are the discount factor ( ), the consumption curvature ( ), the weight of leisure in the utility function (b), the autoregressive coe cient of the productivity shock ( ), the standard deviation of the productivity innovation ( ), the elasticity parameter in the production function ( ), and the depreciation rate ( ). In order to reduce the computational burden in the Monte-Carlo experiments, I focus on four parameters so that = f ; ; ; g and x to 1=3, to 0:02, and b to a value such that the time spent working in steady state is one-third of the time endowment. The value



= 1=3 is consistent with data from the National Income and Product



Accounts (NIPA), which implies that the share of capital in total income is approximately one-third. The value for and the strategy for xing b are standard in the literature. The arti cial data in all experiments is generated using = 0:96 and I consider two



[9]



possible values for each of the parameters , , and . The two values are = 0:05 and 0:1; and



= 0:5 and 0:9;



= 1 and 5. In all experiments, the moments used to estimate the



model are the variances of consumption and hours, their covariance, and their rst-order autocovariances. That is, I use ve moments to estimate four parameters and so, the model is over-identi ed with degrees of freedom equal to 1. I study the small-sample properties of GMM using two possible sample sizes, T = 200 and T = 600. Loosely speaking the former corresponds to, say, fty years of quarterly observation, while the latter corresponds to fty years of monthly observations. In order to study the role of the weighting matrix, I consider two possible weighting matrices. First, the optimal matrix W = S 1 , that is the inverse of the matrix with the long-run variance of the moments de ned in (17). This weighting matrix is optimal in the sense that it delivers the smallest possible asymptotic variance among the class of positive-de nite matrices. Second, the identity matrix W = I. By construction, the identity matrix gives equal weight to all moments in the objective function, which becomes simply (the square of) the Euclidean distance between the empirical and theoretical moments. One goal of this analysis is to examine the e ciency loss associated with using weighting matrices which are not asymptotically optimal but may have practical advantages in actual applications. For GMM, the combination of all possible parameter values, weighting matrices and sample sizes delivers a total of thirty-two con gurations. I also use this design to study the small-sample properties of SMM. In all SMM experiments I use the optimal matrix W = S 1 and the value = 5, meaning that the simulated sample is ve times longer than the original sample. In preliminary work, I also performed experiments using



= 10 and 20 but conclusions are basically the same to those reported



here. For SMM, the combination of all possible parameter values and sample sizes delivers a total of sixteen con gurations. Finally, the matrix S is computed using the Newey-West estimator with a Barlett kernel and bandwidth given by the integer of 4(T =100)2=9 , where T is the sample size. Hence in the case where T = 200, the bandwidth is four while in the case where T = 600, the bandwidth is ve. Results in each experiment are based on 500 replications. That is, for each con guration, I generate arti cial series and estimate the parameters ve hundred times. Various statistics are then computed using these ve hundred estimates (e.g., the mean, average asymptotic standard error, etc.). In all experiments the DGP is the linearized version of the neoclassical growth model.



[10]



4.2



Results



Results for GMM are reported in Tables 1 through 4. In all tables, Mean is the average of the estimated parameter values and A.S.E. is the average asymptotic standard error where averages are taken over the 500 replications in each experiment. Median and S.D. are the median and standard deviation of the empirical parameter distribution (i.e., the distribution of the 500 observations of the parameters).



Size is the proportion of times that the null



hypothesis that the parameter takes its true value is rejected using a t test with nominal size of 5 per cent. In other words, Size is the empirical size of this t test. S.E. is the standard error of this empirical size and is computed as the standard deviation of a Bernoulli variable. Finally, OI is the empirical size of the chi-square test of the overidenti cation restrictions. These tables support four conclusions. First, GMM estimates are numerically close to the true values used to generate the data: Notice that in all tables, the mean and median of the estimated parameters are very close to the true values. This result is driven by the consistency of the GMM estimator, but it is useful to know that GMM yields accurate parameter estimates for the relatively small samples and regardless of the weighting matrix employed. Second, asymptotic standard errors tend to overstate the actual variability of the parameter estimates: Notice that in all tables, the A.S.E. is usually larger than the standard deviation of the estimates. This results suggests a discrepancy between the asymptotic and the small-sample distributions. Ruge-Murcia (2007, 2010) reports a similar ndings for other methods applied to both linear and nonlinear DSGE models. Thus, this discrepancy is not speci c to either the generalized method of moments or to linear models. Figure 1 plots the empirical distribution of the parameters for experiments where



= 0:96,



= 0:90,



= 0:1, and = 5 and using the optimal weighting matrix. (This con guration illustrates general results obtained in the Monte-Carlo and so, the same conclusions are drawn from plots based on other experiments.) The top and bottom rows respectively corresponds to the sample sizes T = 200 and T = 600. These plots show an additional dimension in which the small-sample distributions di er from the asymptotic ones: while the latter are Normal and, hence, their skewness is zero, the former are skewed. Notice also that, as one would expect, the distributions are more tightly concentrated around the true value in the larger sample. Third, the empirical size of the t test of the null hypothesis that the parameter takes its true value is statistically di erent from the nominal size of ve percent: Notice that in all tables, the size is quantitatively far from 0.05 and that the 95 percent con dence interval around it seldom contains the nominal size. In particular, notice that since the empirical size



[11]



is usually smaller than the nominal size, the t test tends to under-reject the null hypothesis. Finally, note in Tables 1 and 2 that the empirical size of the chi-square test of the overidenti cation restrictions is frequently below its nominal size of ve percent. The result that the chi-square test easily fails to detect a misspeci ed model is well known in the literature (see, for example, Newey, 1985) and has been previously reported by Ruge-Murcia (2007) for the case of DSGE models. The discrepancy between the asymptotic and the sample-distribution of the test statistics can be seen in Figure 2, which shows the empirical distribution of the t and chi-square test statistics for the rst experiment in Table 1. A possible strategy to construct accurate small-sample critical values and con dence intervals is to use bootstrap methods. Hall and Horowitz (1996) present theoretical results and some Monte-Carlo evidence for the application of the bootstrap to tests based on GMM estimators. One possible concern regarding the use of the bootstrap is the numerically-intensive nature of this method. However, among the estimation methods available to estimate DSGE models, GMM is the fastest (see Ruge-Murcia, 2007, p. 2633) and so it is probably the most promising avenue for both estimation and accurate small-sample inference. Alternatively, Racine and MacKinnon (2004) propose a bootstrap of the critical value of the t test that is accurate even for a small number of simulations and, hence, it is very attractive in setups where simulation is expensive. Finally, comparing asymptotic standard errors across di erent weighting matrices, notice that those obtained under W = I are larger than those under W = S 1 . This result, of course, was expected because the latter weighting matrix is the optimal one. The point is, however, that the quantitative di erence between standard errors is moderate. Thus, the e ciency loss of using weighting matrices other than the optimal may not be so large as to overcome other practical considerations. For example, Cochrane (2001, p. 215) argues that in certain circumstances a researcher may want to use a weighting matrix that pays more attention to economically, rather than statistically, important moments. Results for SMM are reported in Tables 5 and 6. By comparing Table 5 and 1 (and Tables 6 and 2), it is easy to see that the results for SMM are very similar to those for GMM. The main is di erence is that, as discussed in Section 3.2, asymptotic standard errors tend to be larger for former case as result of simulation uncertainty. Since 1) the loss of statistical e ciency is relatively small for reasonable values of , and 2) computing the moments via simulation may be more computationally e ciency in the case of models with a large number of variables, it follows that this \simulated" version of GMM may be an attractive method for such cases.



[12]
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Conclusions



This chapter examines the application of the methods of moments to the estimation of the DSGE models. In particular, this chapter explains GMM and SMM in a pedagogical manner, illustrates their use to estimate macro models, and examines their small sample properties using a limited set of Monte Carlo experiments. Results show that GMM and SMM deliver accurate parameter estimates, even for the relatively small samples and regardless of the weighting matrix used. On the other hand, there are discrepancies between the smallsample and asymptotic distributions of the estimates which may be important for statistical inference. For example, the empirical size of the t test of the null hypothesis that a parameter takes its true value is frequently di erent from the nominal size. However it is important to point out that, as reported by Ruge-Murcia (2007), these discrepancies are not speci c to the method of moments and also a ect maximum likelihood and indirect inference. A possible strategy to address this issue may be to use bootstrap methods to construct accurate small-sample critical values and con dence intervals (on this see, Hall and Horowitz, 1996).



[13]
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Notes to Tables



Notes to Table 1: Mean is the average of the estimated parameter values; A.S.E. is the median asymptotic standard error; Median and S.D. are, respectively, the median and standard deviation of the empirical parameter distribution; Size is the empirical size of the t test, O.I. is the empirical size of the chi-square test of the overidenti cation restrictions, and S.E. is the standard error of the empirical test size. Notes to Table 2: See notes to Table 1. Notes to Table 3: See notes to Table 1. Notes to Table 4: See notes to Table 1. Notes to Table 5: See notes to Table 1. Notes to Table 6: See notes to Table 1.
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Table 1. Small-Sample Properties Optimal Weighting Matrix T = 200 Mean A.S.E. Size



Median Mean S.D. A.S.E. S.E. Size



= 0:96 0:9600 0:9600 0:0054 0:0040 0:0440 0:0092 = 0:96 0:9594 0:9600 0:0127 0:0047 0:0160 0:0056 = 0:96 0:9604 0:9600 0:0054 0:0048 0:0820 0:0123 = 0:96 0:9599 0:9600 0:0128 0:0024 0:0040 0:0028 = 0:96 0:9600 0:9600 0:0051 0:0039 0:0480 0:0096 = 0:96 0:9601 0:9602 0:0230 0:0007 0:0000 0:0000 = 0:96 0:9600 0:9600 0:0051 0:0039 0:0520 0:0099 = 0:96 0:9601 0:9601 0:0232 0:0007 0:0000 0:0000



Median Mean Median S.D. A.S.E. S.D. S.E. Size S.E.



= 0:50 0:4892 0:4933 0:0546 0:0685 0:1140 0:0142 = 0:90 0:8922 0:9000 0:0222 0:0274 0:1000 0:0134 = 0:50 0:4883 0:4884 0:0543 0:0659 0:1160 0:0143 = 0:90 0:8920 0:9000 0:0226 0:0265 0:0880 0:0127 = 0:50 0:4885 0:4909 0:0574 0:0586 0:0600 0:0106 = 0:90 0:8956 0:8958 0:0440 0:0153 0:0000 0:0000 = 0:50 0:4895 0:4933 0:0571 0:0599 0:0640 0:0109 = 0:90 0:8962 0:8965 0:0442 0:0152 0:0000 0:0000



= 0:10 0:0987 0:0986 0:0047 0:0056 0:1060 0:0138 = 0:10 0:0978 0:0974 0:0089 0:0090 0:0860 0:0125 = 0:05 0:0492 0:0493 0:0023 0:0028 0:1340 0:0152 = 0:05 0:0489 0:0489 0:0045 0:0045 0:0800 0:0121 = 0:10 0:0987 0:0991 0:0045 0:0058 0:1520 0:0161 = 0:10 0:0975 0:0979 0:0155 0:0131 0:0820 0:0123 = 0:05 0:0494 0:0495 0:0023 0:0032 0:1940 0:0177 = 0:05 0:0491 0:0494 0:0078 0:0067 0:0580 0:0105
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Mean A.S.E. Size



1:0008 0:0971 0:0080 0:9926 0:0593 0:0060 1:0052 0:0972 0:0100 0:9911 0:0596 0:0000 5:0047 0:4851 0:0000 4:9560 0:4506 0:0000 5:0014 0:4856 0:0040 4:9662 0:4521 0:0000



Median S.D. S.E. =1 0:9993 0:0548 0:0040 =1 0:9949 0:0229 0:0035 =1 1:0006 0:0640 0:0044 =1 0:9935 0:0211 0:0000 =5 5:0051 0:2336 0:0000 =5 4:9719 0:1445 0:0000 =5 5:0030 0:2313 0:0028 =5 4:9805 0:1406 0:0000



O.I. S.E.



0:0320 0:0079



0:0320 0:0079



0:0220 0:0066



0:0340 0:0081



0:0400 0:0088



0:0180 0:0059



0:0500 0:0097



0:0220 0:0066



Table 2. Small-Sample Properties Optimal Weighting Matrix T = 600 Mean A.S.E. Size



Median Mean S.D. A.S.E. S.E. Size



= 0:96 0:9601 0:9600 0:0032 0:0012 0:0240 0:0068 = 0:96 0:9599 0:9600 0:0076 0:0013 0:0020 0:0020 = 0:96 0:9601 0:9600 0:0032 0:0013 0:0220 0:0066 = 0:96 0:9600 0:9600 0:0077 0:0005 0:0000 0:0000 = 0:96 0:9600 0:9600 0:0030 0:0009 0:0160 0:0056 = 0:96 0:9600 0:9600 0:0144 0:0004 0:0000 0:0000 = 0:96 0:9600 0:9600 0:0030 0:0010 0:0180 0:0059 = 0:96 0:9600 0:9600 0:0144 0:0004 0:0000 0:0000



Median Mean Median S.D. A.S.E. S.D. S.E. Size S.E.



= 0:50 0:4933 0:4952 0:0325 0:0356 0:0680 0:0113 = 0:90 0:8978 0:9000 0:0127 0:0144 0:0800 0:0121 = 0:50 0:4960 0:4999 0:0325 0:0369 0:0800 0:0121 = 0:90 0:8967 0:9000 0:0128 0:0143 0:0980 0:0133 = 0:50 0:4956 0:4948 0:0336 0:0297 0:0280 0:0074 = 0:90 0:8983 0:8999 0:0274 0:0088 0:0000 0:0000 = 0:50 0:4955 0:4958 0:0333 0:0301 0:0360 0:0083 = 0:90 0:8993 0:9000 0:0273 0:0089 0:0000 0:0000



= 0:10 0:0995 0:0996 0:0028 0:0032 0:1120 0:0141 = 0:10 0:0996 0:0994 0:0052 0:0055 0:0640 0:0109 = 0:05 0:0498 0:0498 0:0014 0:0016 0:1180 0:0144 = 0:05 0:0495 0:0495 0:0026 0:0026 0:0700 0:0114 = 0:10 0:0995 0:0994 0:0027 0:0035 0:1240 0:0147 = 0:10 0:0989 0:0987 0:0097 0:0078 0:0440 0:0092 = 0:05 0:0497 0:0498 0:0014 0:0018 0:1300 0:0150 = 0:05 0:0498 0:0499 0:0049 0:0039 0:0340 0:0081



[16]



Mean A.S.E. Size



1:0015 0:0569 0:0080 0:9994 0:0350 0:0000 1:0008 0:0573 0:0120 0:9980 0:0352 0:0000 4:9996 0:2811 0:0000 4:9859 0:2806 0:0000 5:0013 0:2807 0:0000 4:9909 0:2787 0:0000



Median S.D. S.E. =1 1:0003 0:0175 0:0040 =1 0:9989 0:0104 0:0000 =1 1:0006 0:0182 0:0049 =1 0:9982 0:0105 0:0000 =5 5:0010 0:0749 0:0000 =5 4:9939 0:0793 0:0000 =5 5:0000 0:0800 0:0000 =5 4:9985 0:0745 0:0000



O.I. S.E.



0:0840 0:0124



0:0580 0:0105



0:0780 0:0120



0:0920 0:0129



0:0740 0:0117



0:0060 0:0035



0:0800 0:0121



0:0040 0:0028



Table 3. Small-Sample Properties Identity Weighting Matrix T = 200 Mean A.S.E. Size



Median Mean S.D. A.S.E. S.E. Size



= 0:96 0:9640 0:9600 0:0262 0:0177 0:0100 0:0044 = 0:96 0:9616 0:9607 0:0138 0:0142 0:0640 0:0109 = 0:96 0:9597 0:9600 0:0193 0:0039 0:0040 0:0028 = 0:96 0:9605 0:9603 0:0142 0:0034 0:0080 0:0040 = 0:96 0:9601 0:9600 0:0227 0:0046 0:0020 0:0020 = 0:96 0:9602 0:9600 0:0538 0:0011 0:0000 0:0000 = 0:96 0:9600 0:9600 0:0178 0:0000 0:0000 0:0000 = 0:96 0:9599 0:9600 0:0518 0:0006 0:0000 0:0000



Median Mean Median S.D. A.S.E. S.D. S.E. Size S.E.



= 0:50 0:4879 0:4897 0:0708 0:0641 0:0680 0:0113 = 0:90 0:8785 0:8962 0:0259 0:0710 0:1920 0:0176 = 0:50 0:4972 0:4980 0:0563 0:0622 0:0800 0:0121 = 0:90 0:8763 0:8943 0:0340 0:0775 0:1460 0:0158 = 0:50 0:4944 0:4980 0:0752 0:0592 0:0420 0:0090 = 0:90 0:9005 0:9002 0:0915 0:0154 0:0000 0:0000 = 0:50 0:4947 0:5000 0:0635 0:0580 0:0400 0:0088 = 0:90 0:9011 0:9001 0:0915 0:0051 0:0000 0:0000



= 0:10 0:0974 0:0971 0:0175 0:0122 0:0100 0:0044 = 0:10 0:0945 0:0964 0:0126 0:0180 0:1000 0:0134 = 0:05 0:0501 0:0502 0:0071 0:0041 0:0040 0:0028 = 0:05 0:0482 0:0485 0:0068 0:0086 0:0980 0:0133 = 0:10 0:0996 0:0991 0:0161 0:0072 0:0120 0:0049 = 0:10 0:0961 0:0970 0:0915 0:0186 0:0000 0:0000 = 0:05 0:0500 0:0498 0:0064 0:0032 0:0000 0:0000 = 0:05 0:0483 0:0477 0:0198 0:0103 0:0000 0:0000
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Mean A.S.E. Size



Median S.D. S.E.



=1 0:9283 0:9860 0:5123 0:2038 0:0000 0:0000 =1 0:9267 0:9911 0:1147 0:2352 0:0640 0:0109 =1 1:0393 1:0356 0:3238 0:2069 0:0080 0:0040 =1 0:9358 0:9926 0:1358 0:2031 0:0360 0:0083 =5 6:0963 4:9990 21:2870 8:1660 0:0000 0:0000 =5 5:0734 5:0218 0:6003 0:3384 0:0000 0:0000 =5 5:0003 5:0000 0:8836 0:0099 0:0000 0:0000 =5 5:0246 5:0002 0:5777 0:1771 0:0000 0:0000



Table 4. Small-Sample Properties Identity Weighting Matrix T = 600 Mean A.S.E. Size



Median Mean S.D. A.S.E. S.E. Size



= 0:96 0:9607 0:9600 0:0117 0:0101 0:0180 0:0059 = 0:96 0:9605 0:9602 0:0083 0:0082 0:0640 0:0109 = 0:96 0:9600 0:9600 0:0114 0:0000 0:0000 0:0000 = 0:96 0:9601 0:9601 0:0084 0:0011 0:0000 0:0000 = 0:96 0:9600 0:9600 0:0106 0:0001 0:0000 0:0000 = 0:96 0:9601 0:9600 0:0290 0:0005 0:0000 0:0000 = 0:96 0:9600 0:9600 0:0106 0:0000 0:0000 0:0000 = 0:96 0:9600 0:9600 0:0289 0:0001 0:0000 0:0000



Median Mean Median S.D. A.S.E. S.D. S.E. Size S.E.



= 0:50 0:4949 0:4966 0:0335 0:0377 0:0900 0:0128 = 0:90 0:8959 0:9000 0:0131 0:0350 0:1200 0:0145 = 0:50 0:4967 0:4965 0:0329 0:0359 0:0820 0:0123 = 0:90 0:8935 0:8972 0:0140 0:0299 0:1380 0:0154 = 0:50 0:4959 0:4976 0:0366 0:0328 0:0360 0:0083 = 0:90 0:8994 0:9001 0:0511 0:0093 0:0000 0:0000 = 0:50 0:4971 0:5000 0:0363 0:0319 0:0300 0:0076 = 0:90 0:9002 0:9000 0:0512 0:0015 0:0000 0:0000



= 0:10 0:0993 0:0992 0:0085 0:0070 0:0100 0:0044 = 0:10 0:0985 0:0989 0:0078 0:0087 0:0500 0:0097 = 0:05 0:0499 0:0498 0:0042 0:0021 0:0000 0:0000 = 0:05 0:0494 0:0495 0:0039 0:0043 0:0560 0:0103 = 0:10 0:0996 0:0994 0:0078 0:0035 0:0000 0:0000 = 0:10 0:0990 0:0987 0:0237 0:0098 0:0020 0:0020 = 0:05 0:0500 0:0500 0:0039 0:0018 0:0000 0:0000 = 0:05 0:0500 0:0499 0:0117 0:0064 0:0000 0:0000
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Mean A.S.E. Size



0:9824 0:1976 0:0000 0:9861 0:0725 0:0080 1:0068 0:1876 0:0020 0:9852 0:0744 0:0040 5:0075 0:5235 0:0060 4:9978 0:3362 0:0000 4:9998 0:5220 0:0000 4:9917 0:3328 0:0000



Median S.D. S.E. =1 0:9968 0:1107 0:0000 =1 0:9972 0:0877 0:0040 =1 1:0034 0:1153 0:0020 =1 0:9953 0:0742 0:0028 =5 4:9994 0:1792 0:0035 =5 5:0000 0:0829 0:0000 =5 5:0000 0:0053 0:0000 =5 5:0000 0:0603 0:0000



Table 5. Small-Sample Properties Computing the Moments using Simulation T = 200 Mean A.S.E. Size



Median Mean S.D. A.S.E. S.E. Size



= 0:96 0:9583 0:9600 0:0054 0:0050 0:0400 0:0088 = 0:96 0:9564 0:9595 0:0149 0:0117 0:0260 0:0071 = 0:96 0:9582 0:9600 0:0054 0:0052 0:0560 0:0103 = 0:96 0:9577 0:9597 0:0147 0:0104 0:0340 0:0081 = 0:96 0:9585 0:9599 0:0052 0:0046 0:0540 0:0101 = 0:96 0:9594 0:9598 0:0257 0:0050 0:0020 0:0020 = 0:96 0:9585 0:9599 0:0051 0:0046 0:0440 0:0092 = 0:96 0:9593 0:9598 0:0254 0:0038 0:0040 0:0028



Median Mean Median S.D. A.S.E. S.D. S.E. Size S.E.



= 0:50 0:4870 0:4923 0:0602 0:0649 0:0760 0:0119 = 0:90 0:8924 0:9000 0:0259 0:0373 0:1320 0:0151 = 0:50 0:4813 0:4833 0:0604 0:0639 0:0660 0:0111 = 0:90 0:8963 0:9000 0:0254 0:0309 0:0920 0:0129 = 0:50 0:4858 0:4881 0:0628 0:0580 0:0440 0:0092 = 0:90 0:9017 0:9031 0:0469 0:0196 0:0100 0:0044 = 0:50 0:4836 0:4833 0:0631 0:0615 0:0480 0:0096 = 0:90 0:9002 0:9024 0:0469 0:0188 0:0100 0:0044



= 0:10 0:1004 0:1003 0:0052 0:0058 0:0740 0:0117 = 0:10 0:1015 0:1008 0:0100 0:0094 0:0440 0:0092 = 0:05 0:0504 0:0502 0:0026 0:0028 0:0660 0:0111 = 0:05 0:0507 0:0506 0:0049 0:0047 0:0460 0:0094 = 0:10 0:1004 0:1003 0:0050 0:0058 0:0960 0:0132 = 0:10 0:1019 0:1008 0:0159 0:0137 0:0520 0:0099 = 0:05 0:0502 0:0503 0:0025 0:0029 0:1040 0:0137 = 0:05 0:0508 0:0504 0:0079 0:0069 0:0620 0:0108
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Mean A.S.E. Size



0:9774 0:1091 0:0020 0:9891 0:0688 0:0100 0:9760 0:1087 0:0080 0:9937 0:0691 0:0000 4:9297 0:5450 0:0000 5:0173 0:5129 0:0000 4:9279 0:5445 0:0000 4:9845 0:5005 0:0060



Median S.D. S.E. =1 0:9867 0:0714 0:0020 =1 0:9943 0:0340 0:0044 =1 0:9817 0:0757 0:0040 =1 0:9969 0:0276 0:0000 =5 4:9444 0:2712 0:0000 =5 5:0278 0:1617 0:0000 =5 4:9485 0:2692 0:0000 =5 5:0166 0:1579 0:0035



O.I. S.E.



0:0240 0:0068



0:0100 0:0044



0:0200 0:0063



0:0000 0:0000



0:0600 0:0106



0:0140 0:0053



0:0420 0:0090



0:0180 0:0059



Table 6. Small-Sample Properties Computing the Moments using Simulation T = 600 Mean A.S.E. Size



Median Mean S.D. A.S.E. S.E. Size



= 0:96 0:9609 0:9600 0:0035 0:0031 0:0440 0:0092 = 0:96 0:9609 0:9600 0:0035 0:0031 0:0440 0:0092 = 0:96 0:9606 0:9600 0:0035 0:0029 0:0260 0:0071 = 0:96 0:9587 0:9600 0:0079 0:0053 0:0320 0:0079 = 0:96 0:9607 0:9600 0:0033 0:0027 0:0220 0:0066 = 0:96 0:9600 0:9600 0:0154 0:0004 0:0000 0:0000 = 0:96 0:9605 0:9600 0:0033 0:0026 0:0220 0:0066 = 0:96 0:9600 0:9600 0:0154 0:0004 0:0000 0:0000



Median Mean Median S.D. A.S.E. S.D. S.E. Size S.E.



= 0:50 0:5045 0:5080 0:0352 0:0351 0:0540 0:0101 = 0:90 0:5045 0:5080 0:0352 0:0351 0:0540 0:0101 = 0:50 0:4999 0:5000 0:0354 0:0346 0:0480 0:0096 = 0:90 0:8963 0:9000 0:0140 0:0167 0:1000 0:0134 = 0:50 0:5023 0:5016 0:0364 0:0317 0:0280 0:0074 = 0:90 0:8992 0:8999 0:0304 0:0091 0:0000 0:0000 = 0:50 0:5027 0:5044 0:0364 0:0324 0:0280 0:0074 = 0:90 0:8994 0:8999 0:0303 0:0086 0:0000 0:0000



= 0:10 0:1003 0:1002 0:0030 0:0031 0:0620 0:0108 = 0:10 0:1003 0:1002 0:0030 0:0031 0:0620 0:0108 = 0:05 0:0502 0:0502 0:0015 0:0016 0:0840 0:0124 = 0:05 0:0502 0:0503 0:0027 0:0026 0:0480 0:0096 = 0:10 0:1003 0:1003 0:0030 0:0035 0:1000 0:0134 = 0:10 0:0999 0:0996 0:0103 0:0078 0:0220 0:0066 = 0:05 0:0503 0:0503 0:0015 0:0018 0:1020 0:0135 = 0:05 0:0498 0:0496 0:0052 0:0039 0:0100 0:0044
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Mean A.S.E. Size



1:0125 0:0611 0:0140 1:0125 0:0611 0:0140 1:0086 0:0613 0:0040 0:9964 0:0379 0:0000 5:0375 0:3042 0:0000 4:9937 0:3163 0:0000 5:0319 0:3046 0:0000 5:0036 0:3157 0:0000



Median S.D. S.E. =1 1:0022 0:0412 0:0053 =1 1:0022 0:0412 0:0053 =1 1:0017 0:0386 0:0028 =1 0:9978 0:0113 0:0000 =5 5:0150 0:1506 0:0000 =5 5:0003 0:0783 0:0000 =5 5:0089 0:1451 0:0000 =5 5:0077 0:0807 0:0000



O.I. S.E.



0:0320 0:0079



0:0320 0:0079



0:0200 0:0063



0:0060 0:0035



0:0780 0:0120



0:0180 0:0059



0:0460 0:0094



0:0040 0:0028



A



Moments of the Brock-Mirman Model



The unconditional moments of the Brock-Mirman model are derived from ln(ct ) = ln(1 ln(kt+1 ) = ln( ln(zt ) =



)+ )+



ln(kt ) + ln(zt );



(A1)



ln(kt ) + ln(zt );



(A2)



ln(zt 1 ) + et ;



(A3)



where (A1) and A(2) are the decision rules and (A3) is the process of the productivity shock. Recall that ln(z) = 0 and, thus, E (ln(zt )) = 0 and E (ln(zt ))2 =



2



2



=(1



):



(A4)



Taking unconditional expectations in both sides of (A2) delivers E(ln(kt+1 )) = ln(



) + E(ln(kt )):



Then E(ln(kt+1 )) = ln(



)=(1



):



(A5)



Taking unconditional expectations in both sides of (A1) and using (A5) deliver E(ln(ct )) = ln(1



)+



ln(



)=(1



):



(A6)



For next derivations, it will be useful to compute E (ln(zt ) ln(kt )) = E (( ln(zt 1 ) + et ) (ln( E (ln(zt 1 ))2 +



=



)+



ln(kt 1 ) + ln(zt 1 ))) ;



E (ln(zt 1 ) ln(kt 1 ))



where I have used the fact that et is an innovation with mean zero to obtain the second equality. Then 2



E (ln(zt ) ln(kt )) =



=(1



)(1



2



):



(A7)



Consider now E (ln(kt+1 ))2



= E (ln( = (ln(



ln(kt ) + ln(zt ))2 ;



)+



))2 +



2



E (ln(kt ))2 + E (ln(zt ))2 + 2 ln(



)E (ln(kt ))



+2 E (ln(zt ) ln(kt )) : Substituting (A4), (A5) and (A7), and simplifying deliver E (ln(kt+1 ))2 =



2



(1 +



)= + (ln(
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)=(1



))2 :



(A8)



where



2



= (1



E (ln(ct ))2



2



)(1



)(1



). Similarly,



= E (ln(1 = (ln(1



ln(kt ) + ln(zt ))2 ;



)+ ))2 +



2



E (ln(kt ))2 + E (ln(zt ))2 + 2 ln(1



)E (ln(kt ))



+2 E (ln(zt ) ln(kt )) ; Substituting (A4), (A5), (A7) and (A8), and simplifying deliver E (ln(ct ))2 =



2



(1 +



)= + (ln(1



)+



ln(



))2 :



)=(1



(A9)



Consider now E (ln(kt+1 )ln(kt )) = E ((ln(



)+



ln(kt ) + ln(zt )) ln(kt ))



)E (kt ) + E (ln(kt ))2 + E (ln(zt ) ln(kt )) :



= ln(



Substituting (A5), A(7) and A(8), and simplifying deliver E (ln(kt+1 )ln(kt )) =



2



( + )= + (ln(



)=(1



))2 :



(A10)



Finally, consider E (ln(ct )ln(ct 1 )) = E ((ln(1



)+



ln(kt ) + ln(zt )) (ln(1



= E ((ln(1



)+



ln(kt ) + ln(zt 1 ) + et ) (ln(1



= ln(1



) (ln(1



)+



ln(



)) +



)+



ln(kt 1 ) + ln(zt 1 ))) )+



((1 + ) ln(1



+( + )E (ln(zt ))2 + (2 + )E (ln(zt 1 ) ln(kt 1 )) +



ln(kt 1 ) + ln(zt 1 ))) )+ 3



ln(



)) E (ln(kt 1 ))



E (ln(kt 1 ))2



Substituting (A4), (A5), A(7) and A(8), and simplifying deliver E (ln(ct )ln(ct 1 )) =



2



( + )= + (ln(1
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)+



ln(



)=(1



))2 :



(A11)



References [1] Braun, R. A., 1994. Tax disturbances and real economic activity in the postwar United States. Journal of Monetary Economics 33, pp. 441-462. [2] Brock, W., Mirman, L., 1972. Optimal economic growth and uncertainty: The discounted case. Journal of Economic Theory 4, pp. 479-513. [3] Burnside, C., Eichenbaum, M., Rebelo, S., 1993. Labor hoarding and the business cycle. Journal of Political Economy 101, pp. 245{273. [4] Canova, F., Sala, L., 2009. Back to square one: Identi cation issues in DSGE models. Journal of Monetary Economics. 56, pp. 431-449. [5] Cochrane, J. H., 2001. Asset Pricing. Princeton University Press: Princeton. [6] Christiano, L., Eichenbaum, M., 1992. Current real-business cycle theories and aggregate labor-market uctuations. American Economic Review 82, pp. 430{450. [7] Christiano, L.,Trabant, M., Walentin, K., 2011. DSGE models for monetary policy analysis, in B. Friedman and M. Woodford (eds.), Handbook of Monetary Economics. North-Holland: Amsterdam. [8] Du e, D., Singleton, K. J., 1993. Simulated moments estimation of markov models of asset prices. Econometrica 61, pp. 929-952. [9] Gorodnichenko, Y., Ng, S., 2010. Estimation of DSGE models when the data are persistent. Journal of Monetary Economics. 57, pp. 325-340. [10] Iskrev, N., 2010. Local identi cation in DSGE models. Journal of Monetary Economics 57, pp. 189-202. [11] Komunjer, I., Ng, S., 2001. Dynamic Identi cation of DSGE Models. Econometrica, forthcoming. [12] Hall, A. R., 2005. Generalized Method of Moments. Oxford University Press: Oxford. [13] Hall, P., Horowitz, J. L., 1996. Bootstrap critical values for test based on generalized method of moments estimators. Econometrica 64, pp. 891-916. [14] Hansen, G. D., 1985. Indivisible labor and the business cycle. Journal of Monetary Economics 16, pp. 309-327. [23]



[15] Hansen, L. P., 1982. Large sample properties of generalized method of moments estimators. Econometrica 50, pp. 1929-1954. [16] Hansen, L. P., Singleton, K. J., 1982. Generalized intrumental variables estimation of nonlinear rational expectations models. Econometrica 50, pp. 1269-1286. [17] Malinvaud, E., 1970. Statistical Methods of Econometrics. North-Holland: Amsterdam. [18] Newey, W. K., 1985. Generalized method of moments speci cation testing. Journal of Econometrics 29, pp. 229-256. [19] Lee, B.-S., Ingram, B. F., 1991. Simulation estimation of time-series models. Journal of Econometrics 47, pp. 195-205. [20] Racine, J., MacKinnon, J. G., 2004. Simulation-based test that can use any number of simulations. Queen's University, mimeo. [21] Ruge-Murcia, F. J., 2007. Methods to estimate dynamic stochastic general equilibrium models. Journal of Economic Dynamics and Control 31, pp. 1599-2636. [22] Ruge-Murcia, F. J., 2010. Estimating Nonlinear DSGE Models by the Simulated Method of Moments. CIREQ Working Paper 19-2010. [23] Solow, R. M., 1956. A Contribution to the Theory of Economic Growth. Quarterly Journal of Economics 70, pp. 65{94. [24] Taylor, J., Uhlig, H., 1990. Solving Nonlinear Stochastic Growth Models: A Comparison of Alternative Solution Methods. Journal of Business and Economic Statistics 8, pp. 1-17.



[24]



Figure 1: Empirical Distributions 0.35
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Figure 2: Distribution of Test Statistics H: β = 0.96
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